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Abstract

Multi-view subspace clustering aims to discover the hidden subspace structures
from multiple views for robust clustering, and has been attracting consider-
able attention in recent years. Despite significant progress, most of the previ-
ous multi-view subspace clustering algorithms are still faced with two limita-
tions. First, they usually focus on the consistency (or commonness) of multi-
ple views, yet often lack the ability to capture the cross-view inconsistencies
in subspace representations. Second, many of them overlook the local struc-
tures of multiple views and cannot jointly leverage multiple local structures
to enhance the subspace representation learning. To address these two lim-
itations, in this paper, we propose a jointly smoothed multi-view subspace
clustering (JSMC) approach. Specifically, we simultaneously incorporate the
cross-view commonness and inconsistencies into the subspace representation
learning. The view-consensus grouping effect is presented to jointly exploit the
local structures of multiple views to regularize the view-commonness represen-
tation, which is further associated with the low-rank constraint via the nuclear
norm to strengthen its cluster structure. Thus the cross-view commonness and
inconsistencies, the view-consensus grouping effect, and the low-rank representa-
tion are seamlessly incorporated into a unified objective function, upon which an
alternating optimization algorithm is performed to achieve a robust subspace
representation for clustering. Experimental results on a variety of real-world
multi-view datasets confirm the superiority of our approach. Code available:
https://github.com/huangdonghere/JSMC.
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1. Introduction

Multi-view data widely exist in many real-world scenarios, where the data in-
stances may have multiple feature sets collected from different sources or views.
For example, a piece of news can be reported in different languages, such as
English, French, and Spanish. A webpage can be described in terms of videos,
texts, and images. Different data views can provide rich and versatile informa-
tion for exploring the hidden structure of the data. But in the meantime the
multi-view data have also brought new challenges to the field of data mining and
knowledge discovery. Various studies have been conduted in multi-view data an-
alytics, where the multi-view clustering problem has been attracting increasing
attention in recent years [IJ.

When considering multi-view clustering, a naive strategy is to concatenate
the features of multiple views and then perform some traditional single-view
clustering algorithms on the concatenated features, which, however, ignores the
consensus and complementary information among multiple views and is rarely
adopted in practice. To exploit the rich information of multiple views, many
multi-view clustering algorithms have been developed in the literature [I], which
can be divided into the co-training based methods [2] [3, [4], the multi-kernel
based methods [Bl @] 7 [§], the graph learning based methods [9, 10 1T}, 12], the
deep learning based methods [I3], [I4], and the subspace learning based methods
[15, 16, I7]. Among the existing multi-view clustering methods, the multi-view
subspace clustering has been an important category [15] [16], [I8], 17, [19} 20} 21].
Multi-view subspace clustering aims to uncover the low-dimensional subspaces
from multiple views, and represent the data instances in these subspaces for
clustering analysis. For example, Gao et al. [I5] proposed to learn multiple
subspace representations on multiple views and further constrain them to be
consistent via a common cluster indicator. Wang et al. [I6] exploited the graph
Laplacian regularized low-rank representation in multi-view subspace learning
which incorporates the manifold information of each view. Lv et al. [I9] con-
sidered the multi-view subspace clustering problem in the partition space and
jointly learned a graph for each view, a partition for each view, and a final
consensus partition.

The existing multi-view subspace clustering algorithms [15], [T6], [I8], 17, 19, 20,
21 typically learn multiple subspace representations from multiple views and
then constrain the multiple representations by incorporating some consistency
regularization. Despite the significant progress that has been achieved, there are
still two common limitations to the prior works. First, they mostly focus on the
consistency (or commonness), yet often lack the ability to explicitly capture the
cross-view inconsistency in the subspace representations. Second, they often
neglect the local structures of multiple views, and cannot jointly exploit the
multiple local structures to assist the subspace learning and the final clustering.

More recently, some efforts have been made to partially address the above
two limitations. Tang et al. [22] learned a joint affinity matrix for multi-view
subspace clustering with the diversity regularization and a rank constraint. Luo
et al. [23] incorporated consistency and specificity into multi-view subspace clus-
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Figure 1: Flow diagram of the proposed JSMC approach. Given a set of data instances with
V views, namely, x), xX® sy X(V)7 our approach decomposes the subspace representation
on the view X(*) into a view-commonness matrix C' and a view-inconsistency matrix E®),
based on which the self-expressive loss with view inconsistencies is incorporated to learn the
subspace representation and the joint grouping effect is enforced on the view-commonness
matrix. With the common representation learned, the spectral clustering can be utilized to
obtain the final clustering result.

tering. However, these works [22] 23] still ignore the rich information hidden
in multi-view local structures, which may significantly benefit the robustness of
the subspace representation learning. In the single-view scenario, Hu et al. [24]
incorporated the smooth regularization into the subspace clustering framework,
which is able to leverage the local (or neighborhood) structure in the subspace
learning via the grouping effect. Chen et al. [25] extended the single-view group-
ing effect into the multi-view scenario, and proposed the multi-view subspace
clustering with grouping effect algorithm. Despite this, on the one hand, the
algorithm in [25] only considered the grouping effect of each view separately,
but cannot jointly enforce the multi-view grouping effect (or view-consensus
grouping effect) on a unified representation. On the other hand, it still fails to
jointly consider the cross-view consistency and inconsistency in the multi-view
subspace learning.

To simultaneously address the above two limitations, in this paper, we pro-
pose a novel jointly smoothed multi-view subspace clustering (JSMC) approach.
In comparison with previous works, our JSMC approach is able to integrates (i)
the cross-view commonness and inconsistencies in subspace representations, (ii)
the jointly smoothed regularization via view-consensus grouping effect, and (iii)
the low-rank representation into a unified multi-view subspace framework. In
particular, to explicitly model the cross-view commonness and inconsistencies,
we decompose the subspace representation on each view into a common part
and an inconsistent part. In contrast with the conventional practice of extract-
ing consistent parts from multiple views and then constraining these consistent
parts to be similar [I5] , the commonness is a more strict concept than the
consistency. Especially, we aim to discover a common subspace representation



across multiple views while simultaneously capturing the view-particularities
via the inconsistent parts. To leverage the local structures of multiple views,
the view-consensus grouping effect is formulated between the multi-view K-
nearest neighbor (K-NN) graphs and a common subspace representation, which
enforces the multi-view smooth regularization on the subspace representation
learning. Furthermore, the low-rank constraint is incorporated to enhance the
cluster structure in the common subspace representation. With the cross-view
consistency and inconsistencies, the view-consensus grouping effect, and the
low-rank constraint jointly modeled into a unified objective function, an alter-
nating minimization algorithm is then designed to perform the optimization
and learn a robust subspace representation, upon which the spectral clustering
can be utilized to achieve the final clustering result. Experiments on eight real-
world multi-view datasets demonstrate the superiority of the proposed JSMC
approach.

For clarity, the main contributions of this work are summarized as follows:

e We simultaneously and explicitly model the cross-view commonness and
inconsistencies to assist the multi-view subspace clustering, which adap-
tively learns the common subspace representation while capturing view
particularities.

e We extend the view-specific grouping effect to view-consensus grouping
effect, which together with the inconsistency-aware subspace learning and
the low-rank representation learning constitute our unified objective func-
tion for robust multi-view subspace clustering.

e A novel multi-view subspace clustering approach termed JSMC is pro-
posed. Extensive experimental results on a variety of multi-view datasets
have demonstrated the superior performance of the proposed approach.

The rest of the paper is organized as follows. We review the related work on
multi-view clustering in Section[2] The proposed JSMC approach is described in
Section[3] Experimental results are reported in Section[d] Finally, the conclusion
of the paper is provided in Section [f]

2. Related work

Multi-view clustering aims to utilize the features of multiple views to achieve
a unified clustering result. In recent years, many multi-view clustering methods
have been designed from different technical perspectives [2} [3, [, [5, 6} [7, 8, O] 10,
1T, [15], 16l 17, 26l 27 28 29, 30, BT, B2, B3, [34]. Some important categories in
multi-view clustering include the co-training based methods [2] B, 4], the multi-
kernel based methods [5] [6] [7], [§], the graph learning based methods [9] 10} [T
12 32], the deep learning based methods [I3] [14], and the subspace learning
based methods [15] [16] [17].

The co-training based methods [2], 8][4, [35] aim to learn a clustering result by
minimizing the multi-view disagreement. Kumar et al. [2] proposed a co-training



method where each cluster was able to utilize the complementary information
learned from other clusters, and applied the co-training method to multi-view
spectral clustering. Further, Kumar et al. [3] proposed a multi-view spectral
clustering method with co-regularization, which imposed the regularization on
the eigenvectors of the graph Laplacians constructed from multiple views. Ye
et al. [4] designed a co-regularized kernel k-means method that automatically
learned the weights of different views for robust clustering.

The multi-kernel based methods [B [6] [7, [8, B6] express multiple views in
terms of multiple kernel matrices and combine the multiple kernels to achieve
the final clustering. Tzortzis and Likas [5] proposed a weighted combination
scheme for multiple kernels, which iteratively updated the kernel weights and
recomputed the cluster labels to optimize the clustering result. Guo et al. [6]
proposed a multiple kernel learning method for multi-view spectral clustering,
where the kernel matrix learning and the spectral clustering optimization were
combined in a unified framework. Zhang et al. [7] designed a multi-view cluster-
ing method based on multiple kernel low-rank representation, which combined
the co-regularization with the low-rank multiple kernel trick.

The graph learning based methods [9] [0} [TT], 12} B2] seek to learn a unified
graph by fusing multiple affinity graphs from multiple views. Upon the unified
graph, the final clustering can be obtained via some graph partitioning algo-
rithm. Nie et al. [9] took the importance of views into account and developed a
self-weighted scheme to fuse the multiple graphs. Zhan et al. [T1] learned a con-
sensus graph by minimizing the disagreement between the graphs from different
views and incorporating the rank constraint on the Laplacian matrix. Liang et
al. [12] considered the consistency and inconsistency in a graph learning frame-
work, and proposed two graph fusion algorithms, termed similarity graph fusion
(SGF) and dissimilarity (distance) graph fusion (DGF), respectively.

The deep learning based methods [13, [14] learn the feature representations
of multiple views via deep neural networks and typically enforce some consis-
tency constraint on the multi-view representations for obtaining the final clus-
tering. For example, Xie et al. [I3] proposed the deep multi-view joint clustering
(DMJC) method to learn multi-view feature representations and in the mean-
time utilize the complementary information among multiple views. Wang et
al. [I4] designed a generalized deep learning multi-view clustering (GDLMC)
method based on nonnegative matrix factorization (NMF).

The subspace learning based methods leverage the self-expressive loss (or re-
construction loss) to discover the low-dimensional subspaces from multiple views
for improving representation learning and clustering. Gao et al. [I5] presented
a multi-view subspace clustering method with the multiple subspace represen-
tations constrained to be consistent. Wang et al. [16] incorporated the manifold
information of each view by adopting the graph Laplacian regularized low-rank
representation in multi-view subspace learning. Zhang et al. [I7] learned a
shared multi-view latent representation, which is able to depict the data in-
stances more comprehensively than individual views and make the subspace
representation more robust.



3. Jointly Smoothed Multi-view Subspace Clustering

In this section, we describe the proposed JSMC approach in detail. Specifi-
cally, Section presents the incorporation of the view-commonness and view-
inconsistencies into the multi-view subspace learning model. Section[3.2]extends
the view-specific grouping effect to the view-consensus grouping effect for jointly
smoothed regularization. Section describes the formulation of the unified
objective function, which will be optimized via an alternating minimization al-
gorithm in Section Finally, the computational complexity of the proposed
JSMC approach is analyzed in Section [3.5)

3.1. Multi-view Inconsistency in Subspace Learning

In this section, we present the formulation of the multi-view subspace learn-
ing with cross-view commonness and inconsistencies. In subspace learning, it is
generally assumed that the structure of high-dimension data can be represented
by a union of low-dimension subspaces. According to the self-expressiveness
property [37], a data instance can be represented as a linear combination of other
instances. Given a (single-view) dataset X = [x1,Xa,...,X,] € R¥" where
x; € R? is the i-th instance, n is the number of instances in the dataset, and d
is the dimension, the traditional subspace learning based clustering (or subspace
clustering for short) methods typically seek to learn a self-representation matrix
by the self-expressiveness property [37], such that

X =XZ+ A, (1)

where A € R™*" is the error matrix, Z = [z1,22,...,2,] € R"™™ is the self-
representation matrix, and z; is a representation vector of data instance x;.
The subspace clustering aims to find a better representation by minimizing the
self-express error A, whose objective function can be formulated as

min|| X — X Z|[% + aQ(2), (2)
st 2;=0,7"1=1,

where z;; denotes the (7, j)-th entry of Z, Q(Z) denotes a regularization term on
Z, and « > 0 is a hyper-parameter to control the influence of the regularization
term. By constraining z;; = 0, it enforces that each instance x; can only
be represented by other instances. By optimizing the objective , the self-
representation (i.e., subspace representation) Z can be learned, upon which the
symmetrical affinity matrix can be constructed as W = (|Z| +|ZT|)/2 for the
final spectral clustering process [24], where | - | is the absolute operator.

In the multi-view scenarios, the (single-view) subspace clustering formula-
tion can be extended to multiple views by learning a self-representation matrix
for each view and then enforcing some consistency constraint on the multiple
representations. For most of multi-view subspace clustering algorithms [15] [16],
38, B9], they obtain a unified representation matrix or explore a latent space
for all views according to the consensus principle. Given a multi-view dataset



X ={xM x@ XV} cR™" where X(*) € R*™*" is the v-th view, d,
is the dimension of the v-th view. It holds that d = d; + --- + dy. Then the
objective function of the multi-view subspace clustering can be formulated as

2
F+QQ(Z(1)a"‘ aZ(V))v (3)

\4
i (v) _ x () 7(v)
g, 2 [ X - X2

s.t. ZZ(JU) :0’(Z(U))T1:]_’ for'U:L... V,

where 27(;) denotes the (i,7)-th entry of the self-representation matrix Z®) of

the v-th view, and Q(ZM, ..., Z()) denotes the regularization term which
typically constrains the consistency of the multiple views. However, the prior
works [15], [16] [38], B9] mostly focus on the consistency of the multi-view subspace
representations, yet often lack the ability to explicitly capture the inconsistency
between different views, which may undermine their ability to make full use of
versatile information of multiple views. In light of this, we can decompose the
subspace representation Z(*) into a view-consistency matrix C(*) and a view-
inconsistency matrix E(*), that is

z® =c® 4 B0, (4)

Then, the objective function of multi-view subspace clustering can be re-
formulated as

v
i W) _ x@ (@) ()y2
c<1>7...,ca%l,lélu),..,];(w ; Ix XU+ B[ (5)
+a (CD ... . V)Y 4 By (BN, ... [ EM))

where Q,(C ... .CV)) and Qu(EWM, .-, E()) are regularization terms on
the view-consistency matrices and the view-inconsistency matrices, respectively,
and a > 0 and 8 > 0 are hyper-parameters.

Further, we aim to extend the concept of view-consistency to a more strict
concept of view-commonness. Specifically, the consistency typically requires
multiple representations (from multiple views) to be similar, e.g., by enforcing
the similarity between the V representations ranging from C'") to CV) via the
regularization term € (-) in objective , while the concept of commonness goes
one step further by extracting a common part from multiple representations.
Formally, we can decompose each subspace representation matrix Z*) into a
view-commonness matrix C' and a view-inconsistency matrix F(), that is

ZW =Cc+ EW. (6)

where the view-commonness matrix C is shared by all views and the view-
inconsistency matrices E®, .. | E(V) explicitly capture the inconsistencies in
multiple views. Note that the inconsistency is a broader concept than noise,



which may come from noise or view-specific characteristics. Thereafter, the
objective function can be rewritten as

v
i (v) _ x(v) ONIE
D e BW) vz;: X X(C+E)F (7)

+aQ(C) + B (EW, - EV))

Notably, the objective can be viewed as a special instance of the objective
by additionally constraining that CV) = C® = ... = V),

3.2. From View-Specific to View-Consensus Grouping Effect

Previous multi-view subspace clustering works [I5] 16, [I7] often lack the
ability to explicitly preserve the locality in the learned subspace representations.
To explain this issue, we first discuss it in the single-view scenario. In terms
of locality preservation, if two instances x; and x; are similar, their subspace
representations z; and z; should also be close to each other, which is called the
grouping effect, also known as the smooth regularization [24]. Formally, the
grouping effect is defined in Definition 1.

Definition 1 (Grouping Effect). Given a set of data instances X =
[X1,X2,...,X,] € R q self-representation matriv Z = [z1,2a,...,2%,] €
R™ ™ has the grouping effect if ||x; — x|, = 0 = ||z; — z;||, — 0,Vi # j.

The smooth regularization (via grouping effect) has shown its advantage in
locality preserving for single-view clustering [24]. Recently Chen et al. [25]
incorporated the grouping effect into the multi-view subspace clustering in a
view-specific manner, which enforces the grouping effect on each view sepa-
rately but still cannot exploit the grouping effect of multiple views in a jointly
smoothed formulation.

From the view-specific perspective, for the v-th view, if the subspace repre-
sentation Z(*) is decomposed into a view-consistency representation C*) and
a view-inconsistency representation E(*) (as shown in Eq. {)), then we can

enforce the view-specific grouping effect by considering the affinity (or similar-
(v)

ity) of two instances x; ’ and xév) and their view-consistency representations

CEU) (v)

and c¢; . More specifically, for the v-th view, if XEU) and ng) are similar,
(v)

then cgv) and c;* should also be close to each other, which can be achieved by

optimizing the following objective:

1 n n
winy 3wl
2 i
(v)
¢ i=1 j=1

2

; (8)

2

(v)

cgv) —c;

where W) denotes the affinity matrix (or similarity matrix) with wl(;) being

its (4, 7)-th entry. In general, the affinity matrix W®) can be defined by con-
structing a fully-connected graph, an e-neighbor graph, or a K-nearest neighbor
(K-NN) graph. In this work, the K-NN graph is adopted to preserve the local
structure of the data. Let L(*) = D(*) — W (*) be the Laplacian matrix of W),



where D(") is the degree matrix with its (4, j)-th entry being d( V) = =2, w
Then the objective can be rewritten as

min Tr (C(")L(”)(C(”))T> . 9)
cw

To extend from view-consistency to view-commonness (as discussed in Sec-
tion7 we decompose the subspace representation Z(*) into a view-commonness
matrix C' and a view-inconsistency matrix E(). To jointly enforce the grouping
effect, we expect that the local structures in different views can jointly influence
the learning of the common representation matrix C, which gives rise to the
following objective:

\% n n
ZZZ Dlles — e513, (10)

where c¢; and c; denote the common representations of the i-th and j-th in-
stances, respectively. Further, the objective can be rewritten as

14
' WaT
ménvZ:lTr(CL ch). (11)

Different from the conventional view-specific grouping effect [25], through
the objective [I0], we enforce the grouping effect in a view-consensus manner,
which collectively explores the local structures of multiple views to assist the
learning of the multi-view common representation.

3.3. Qverall Objective Function

With the cross-view consistency and inconsistency captured in objective
and the view-consensus grouping effect exploited in objective , in this sec-
tion, we further specify the regularization terms on the view-commonness and
view-inconsistency matrices, and present the overall objective function of the
proposed approach.

For the view-commonness matrix, i.e., the common representation matrix
C, we take advantage of the low rank constraint via the nuclear norm, which
reduces the redundancy of the matrix and enhances the cluster structure [40].
That is

mc{n||0|\*. (12)

For the view-inconsistency matrices EW, ... E(V) | the Frobenius norm is
utilized to regularize them. That is

|4
: (v) 12
o Z:; B3 (13)



From objectives , 7 , and 7 the overall objective function can
be formulated as follows:

min O (C EM . E(V)> =
C,EW,. EW) ’ E
1% \%
SNIX@ —xO(C+EY)E + o) Tx(CL™cT)
v=1 v=1

Inconsistency-Aware Self-Expressive Loss  Jointly Smoothed Representation

\%
+ By |E™|3 + MICl.
;H i3 ICl

Low-Rank Regularization

View-Inconsistency Regularization
(14)
With this objective function, the cross-view consistency and inconsistency,
the view-consensus grouping effect, and the low rank representation are simul-
taneously leveraged. With the common representation C' learned, the spectral
clustering can then be utilized to obtain the final clustering. In the following
section, we will present the optimization of the unified objective function.

3.4. Optimization

In this section, we optimize the objective function by using an alternat-
ing minimizing algorithm. Before solving this problem, to make the problem
separable, we introduce an auxiliary variable S for the common representation
matrix C such that S = C. Thus, the objective can be rewritten as follows:

min O(S,C,E“),...,E(V)):
S,C,EM .. EV)

\4 v
S IX® — xS+ EO)[F+a> Tr(SLYST)

v=1 v=1 (15)
Vv
+ B8 IIE@|F +AlC].
v=1
st. S=C

Then we have the corresponding augmented Lagrangian function:

min £ (S, C,E<1>,...,E<V>) -
S,C,EM) ..., E(V)

\4 \%
z_:l IX® — XS+ EM) %+ o) Tr(SLMST) (16)

v=1

14
v Iz Y
+B8Y NEWE+AIC]. + SIS-C+ ;H%

v=1

10



where i > 0 is the penalty parameter, and Y is the Lagrangian multiplier. Next,
each variable can be iterative updated with other variables fixed [41].

8.4.1. S-Subproblem
With ED ..., E() and C fixed, the variable S is updated. Specifically, the
objective can be rewritten as follows:

v
3 _ v v v 2
mint (5) = 21X - X5 + B
. (17)
g H Yoo
v) QT
+a) Tr(SL™ST) + Sls—-C+ E”F

v=1

Then we obtain its partial derivative w.r.t. .S, that is

OL(S) _ N~ oy ()T v o ’
W_;2X() X<>(—I+S+E< >)

(18)
v L 9
2 SLW 4= (28 —20 + ~Y
+ a; +5 ( + )
. . . . . oL(S)
where I is an identity matrix. By setting =5~ = 0, we have
v N v

(2 doxW x4 uI) S+S#2ay LW

v=1 v=1 (19)

v
- {ZX(“)TX(”) (1 - EW)} fuC -y
v=1
The problem in Eq. is a standard Sylvester equation. Therefore, the

Bartels-Stewart algorithm [42] can be utilized to solve this problem.

8.4.2. C-Subproblem
With ED ..., EY) and S fixed, the variable C' is updated. The objective
w.r.t. the common representation matrix C' can be rewritten as follows:

. o Y
min £ (C) :AHCll*—FiHS—CJrﬁH% (20)
By solving this problem via the singular value thresholding (SVT) operator [43],

we have

C=U:gbxr (Zc)Vg, (21)

where UcX oV denotes the singular value decomposition (SVD) of S + %, and
01 (+) denotes the shrinkage operator, which can be defined as
"

dx(X¢) = max (O7 Yo — A) + min (0, Yo+ A) (22)
z u 7

11



3.4.3. E™) -Subproblem
With C and S fixed, the variables EV, ... E(V) are updated. The objective
w.r.t. the view-inconsistency matrices can be rewritten as

min L (E(l), cee E(V)> =
EW,.. E(V)

v v (23)
DX = XS+ ED)F 4+ 8D B
v=1

v=1

In particular, for each view v, its view-inconsistency matrix F(*) can be updated
respectively. Then the objective can be reformulated as follows:

ming (E0)) = X0~ X0(S + BO)3 + 5|50 (21)
E v

By setting the derivative of the above objective function to 0, E(®) can be
updated as follows:

EW = (X(“)TX(”) + 51) B [X(“)TX(’”)(I - S)] (25)

3.4.4. Update Multiplier
In each iteration, after updating other variables, the multiplier Y can be

updated as
Y=Y+4+ulS-0C) (26)

By iteratively updating all variables until convergence or reaching the maxi-
mum number of iterations, a unified view-commonness matrix, i.e., the common
representation matrix C, can be obtained, based on which the affinity matrix
can be constructed and the final clustering result can be achieved via the spec-
tral clustering. For clarity, we summarize the overall algorithm of our JSMC
approach in Algorithm

3.5. Computational Complexity

In this section, we analyze the computational complexity of the proposed
JSMC approach (as described in Algorithm .

In the initialization of C', the construction of the K-NN graphs on V views
takes O(n2V) time. In each iteration of JSMC, the first step is to update the
auxiliary variable S by solving the standard Sylvester equation via the Bartels-
Stewart algorithm, whose time complexity is O(n?®). In the second step, the
main computational cost for updating the common representation matrix C
comes from the SVD operation, which takes O(n?) time. Then, updating E(*)
with the inverse operation in the third step takes O(n3V) time. Therefore,
the time complexity of one iteration is O(n®V). After the optimization, the
final clustering is obtained by the spectral clustering, which involves the SVD
and takes O(n?) time. Thus the time complexity of the proposed approach is
O(n®Vt), where t is the number of iterations. The space complexity of the
proposed approach is O(n?) due to the storage of several n x n matrices.

12



Algorithm 1 Jointly Smoothed Multi-view subspace Clustering (JSMC).

1: Input: Multi-view dataset X = {X® X®) X1 the number of clus-
ters n., the parameters a, 5 and .
2: Initialization: C is initialized as the average K-NN graph for all the views,
S=0,E® =0,Y =0.
repeat
Update variable S by solving Eq. (19).
Update view-commonness matrix C by solving Eq. .
forv=1,...,V do
Update view-inconsistency matrix E(®) by solving Eq. .
end for
Update the multiplier Y by solving Eq. .
10: until Convergence or reaching the maximum number of iterations
11: Construct the affinity matrix W = (|C| + |C'T])/2.
12: Partition W into n, clusters via the spectral clustering .
13: Output: The clustering result with n. clusters.

3.6. Convexity Analysis

In this section, we analyze the convexity of our objective function. For the
objective function 7 an auxiliary variable S is introduced for the common
representation matrix C' such that S = C. For the S-subproblem, the function
w.r.t. the auxiliary variable S (in Eq. ) is a standard Sylvester equation,
with which we can directly obtain the unique solution of S. The Hessian matrix

of Eq. is

%
8585’T = Z X" x® +aLl™W) + pul (27)

where I is an identity matrix. According to Theorem|T} for any non-zero vector
f, we have

|4 14
i (22 XWX ul) f=2fT (Z XWX (“’) F+ufTIf
v=1 v=1

y (28)
=23 X3+ ul I3 >0

With the Laplacian matrix L(*) being positive semi-definite, the Hessian matrix
of Eq. ([19)) is also a positive semi-definite matrix. Thus, the subproblem w.r.t.
S in Eq. (19) is convex [44].

Theorem 1. Given a real symmetric matriz A € R™ "™ A is a positive semi-
definite matriz if for any non-zero vector f € R™, fTAf > 0 holds.

13



For the C-subproblem, we update the view-commonness matrix C' while fix-
ing the other variables. The objective function w.r.t. C is convex according
to [43].

For the E(")-subproblem, we update the view-inconsistency matrix E®) in
objective while fixing the other variables. Note that each E() can be
updated respectively. For each F(*), the Hessian matrix can be obtained as

0*L
OE@OE®T

For any non-zero vector f, we have

)T

=2x® x® 4281 (29)

fu (2X(”)TX(”) + 251) F=2fTXO XxOf opfTry

(30)
=2 X 1% + 2811 £113 > 0

Therefore, the Hessian matrix of each E(Y) is a positive semi-definite matrix.
Thus the subproblem w.r.t. E() is convex [44].

4. Experiment

In this section, we conduct extensive experiments on a variety of real-world
datasets to evaluate the proposed JSMC approach against the state-of-the-art
multi-view clustering approaches. The details of datasets and evaluation mea-
sures are introduced in Section The baseline approaches are presented in
Section The performance comparison of the proposed approach against
other multi-view clustering approaches is reported in Section [£:3] The sensi-
tivity of the parameters is evaluated in Section [4.5| Finally, the convergence
analysis and ablation study are provided in Sections and respectively.

4.1. Datasets ana Evaluation Measures

In our experiments, eight real-world datasets are used, including 3Sources,
Notting-Hill, ORL, WebKB-Texas, Yale, Reuters, COIL-20, and Caltech-7, which
will be introduced as follows.

e 3Sources. This dataset is a multi-view text dataset with 948 news ar-
ticles, which includes three online news sources, i.e., BBC, Reuters, and
Guardian [45]. In the 3Sources dataset, each news article belongs to one
of the six categories, i.e., business, politics, health, entertainment, sport,
and technology. In the experiments, only data instances that are complete
in all views are selected. The dimensions of the three views, i.e., BBC,
Reuters and Guardian, are 3068, 3631, and 3560, respectively.

e Notting-Hill. This dataset is a video image dataset from the movie
“Notting Hill” [46]. In 76 video clips from the movie, 4660 face images
of 5 characters are collected, where each face image has a pixel-size of
120 x 150. In the experiments, 550 face images are included, which are
associated with three views, namely, Intensity (2000-D), Gabor (6750-D),
and LBP (3304-D).

14



ORL. This dataset consists of 400 face images from 40 persons [47]. Each
face image is taken with different facial expressions, facial details, and
lighting conditions. In the ORL dataset, three views are included, namely,
Intensity (4096-D), Gabor (6750-D), and LBP (3304-D).

WebKB-Texas. This dataset is a collection of 187 documents from
the homepage of the Computer Science Department of the University of
Texas [48]. These documents are grouped into the following tags: stu-
dent, project, course, staff and faculty. Each document is associated with
two views, i.e., citation and content, whose dimensions are 187 and 1703,
respectively.

Yale. This dataset consists of 165 face images from 15 persons [49], each
of which has 11 gray-scale images with different facial expressions, such as
with glasses, without glasses, center-light, left-light, right-light, normal,
happy, sad, sleepy, surprised, and wink. In this dataset, three views are
included, namely, Intensity (4096-D), Gabor (6750-D), and LBP (3304-D).

Reuters. This dataset consists of 1200 documents [17], which are divided
into six categories, namely, E21, CCAT, M11, GCAT, C15, and ECAT.
Each document in the Reuters dataset is associated with five views, corre-
sponding to five different languages, i.e., English (2000-D), French (2000-
D), German (2000-D), Italian (2000-D), and Spanish (2000-D).

COIL-20. This dataset is a collection of gray-scale images of 20 ob-
jects [50], which are taken from different angles with 72 poses each. In the
COIL-20 dataset, there are three different views, i.e., Intensity (1024-D),
LBP (3304-D), and Gabor (6750-D).

Caltech-7. This dataset is a subset of the Caltech-101 dataset [51], which
has images of objects belonging to 101 classes. Each image is about
200 x 300 pixels in this subset. In the experiments, we select images from
7 classes, including Faces, Garfield, Stop-Sign, Snoopy, Windsor-Chair,
Motorbikes, and Dollar Bill. Three views are extracted for each image,
namely, GIST (512-D), HOG (1984-D), and LBP (928-D).

To evaluate the performances of different multi-view clustering algorithms,

four widely-used evaluation measures are adopted, namely, normalized mutual
information (NMI) [52], adjusted Rand index (ARI) [53], accuracy (ACC) [54],
and purity (PUR) [55].

4.2. Baseline Methods and Experimental Settings

In the experiments, we compare the proposed JSMC method against the

spectral clustering method as well as seven multi-view clustering methods, which
will be described as follows.

SChpest [56]. Spectral clustering (SC) is a classical (single-view) clustering
method. In the experiments, we conduct spectral clustering on each single
view, and report its best single-view performance.
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e MVSpec [5]. Multi-view spectral clustering (MVSpec) represents each
view with a kernel matrix and captures the importance of different views
via a weighted combination of kernels for multi-view clustering.

e RMSC [57]. Robust multi-view spectral clustering (RMSC) constructs
a unified probability matrix from multiple probability matrices with the
low-rank constraint. Then the unified matrix is partitioned for obtaining
the final clustering.

e MVSC [58]. Multi-view spectral clustering (MVSC) first constructs a
bipartite graph between the data instances and a set of anchors on each
view, and then fuses the multiple bipartite graphs from different views into
a unified bipartite graph, upon which the graph partitioning is performed
to obtain the clustering result.

e MVGL [59]. Multi-view graph learning (MVGL) fuses multiple affinity
graphs from multiple views into a unified graph with the rank constraint,
and obtains the clustering result by partitioning the unified graph.

¢ BMVC [55]. Binary multi-view clustering (BMVC) solves the multi-
view clustering problem by binary representation, which simultaneously
optimizes the binary learning and the clustering for the multi-view dataset.

e SMVSC [60]. Scalable multi-view subspace clustering (SMVSC) jointly
optimizes the anchor learning and the unified graph construction, where
the latent structures of data can be expressed by the subspace represen-
tation via a set of unified anchors.

e FPMVS-CAG [6I]. Fast parameter-free multi-view subspace cluster-
ing with consensus anchor guidance (FPMVS-CAG) combines the anchor
selection and the graph construction into a parameter-free manner, and
learns an anchor-based subspace representation for the final clustering.

In the experiments, we adopt the grid search scheme to find best parameters
on each dataset. For the proposed method and all the baseline methods, each
parameter is searched in the range of {107°,107%,--.  10°}, unless a specific
range of the parameter is suggested in the corresponding paper.

4.8. Performance Comparison and Analysis

In this section, we compare our proposed JSMC method with other multi-
view clustering methods. Specifically, we run each of the test methods twenty
times, and report their average performances w.r.t. to NMI, ARI, ACC, and
PUR in Tables 1] 2] B} and [ respectively.

As shown in Table our JSMC method achieves the best performance
w.r.t. NMI on seven out of eight benchmark datasets. Though the RMSC
method obtains a higher NMI score than JSMC on the Reuters dataset, yet our
JSMC method yield higher or significantly higher NMI scores than RMSC on
all the other seven datasets. Especially, on the Notting-Hill datasets, our JSMC
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Table 1: Average performances (w.r.t. NMI(%)) of different methods. The best score in each
row is highlighted in bold.

Method SChest MVSpec RMSC MVSC MVGL BMVC SMVSC ng\ggs- JSMC
3Sources 38.6940.00 6.6110.00 58.564350 66.484346 8.07r0.00 58.6910.00 8.9210.00  6.59+0.00 69.5240.00
Notting-Hill 72621000 2.221000 71.29:1368 77.09:1811 85511000 4141000 82491000 71.3510.00 96.9210.00
ORL 89.1210.00 39424000 84.79:1143 84.69:1206 82.961000 39291000 75264000 74.3010.00 91.4610.00
WebKB-Tezas | 29.365000 10150000 26.01is60 1981025  6.55.000 24734000 21424000 22761000 38.0440.00
Yale 64.9441000 25411000 66.361276 64.104395 67.151000 27.57+000 61.6810.00 49.761000 76.3810.00
Reuters 23.6710.00 1.8540.00 33.01i16s 1.2610.46 4311000 22461000 18.8710.00 20.641000 25.9610.00
COIL-20 80.8040.00 24.3640.00 80421175 75.68+1433 91.80+10.00 50.691000 73484000 74.6310.00 92.9810.00
Caltech-7 38.2640.00 10.7940.00 42.114333 54.46411.37 55.9810.00 47.294000 47.79:0.00 47.3240.00 63.2040.00
Avg. score 54.68 15.10 57.82 53.22 50.29 34.36 48.74 45.92 69.31
Avg. rank 4.00 8.38 4.00 4.88 4.25 6.13 5.50 6.13 1.13

Table 2: Average performances (w.r.t. ARI(%)) of different methods. The best score in each
row is highlighted in bold.

Method SCiw  MVSpee  RMSC — MVSC — MVGL ~ BMVC  sMvsC 'oM¥Sjsme
3Sources 20814000 0.8510.00 48.874339 583841437 -0.721000 H54.3240.00 4.0040.00 1.0110.00 65.1710.00
Notting-Hill 73931000 1.094000 69.264515 74521988 81.7410.00 2.6610.00 83.9510.00 62.2510.00 97.6910.00
ORL 69.7510.00 1.9810.00 61.424328 56.9516.96 38.79+0.00 0.6110.00 42.3910.00 39.99+0.00 77.79x0.00
WebKB-Texas | 23.914000 -4.64+1000 18514500 0.1940.35 2484000 25.1810.00 29.011000 29.81i000 32.26410.00
Yale 45.0610.00 0.2610.00 45.641309s 40.154528 41.531000 1.7710.00 37.5610.00 25.3010.00 B57.58+0.00
Reuters 17194000 0.241000 26.151115 0.0540.03 0274000 17.0040.00 11.854000 16914000 20.48410.00
COIL-20 66.7910.00 4484000 66.141319 51.954571 7821000 27.831000 51141000 53.211000 81.2810.00
Caltech-7 30.554000 -1.73+10.00 32.054062 47.9241414 41.9941000 36.3441000 38214000 41.344000 60.10+0.00

Avg. score 43.50 0.32 46.00 41.26 35.54 20.71 37.26 33.73 61.54

Avg. rank 4.25 8.63 4.13 4.88 5.13 6.13 5.00 5.38 1.13

method achieves an NMI(%) score of 96.92, whereas the second best method
(i.e., MVGL) only achieves an NMI(%) score of 85.51. Further, we also report
the average score and average rank (across the eight benchmark datasets) for
the proposed method and the baseline methods. In terms of average score,
our JSMC method achieves an average NMI(%) score (across eight datasets) of
69.31, which is significantly higher than the second best average NMI(%) score
of 57.82 (achieved by RMSC). In terms of average rank, our JSMC method
achieves an average rank of 1.13, whereas the second best method only achieves
an average rank of 4.00.

Similar advantages of the proposed JSMC method can also be observed in
Tables and [4] corresponding to the ARI, ACC, and PUR scores, respec-
tively. In terms of ARI(%), our JSMC method achieves an average score of
61.54 and an average rank of 1.13, whereas the second best method achieves an
average score of 46.00 and an average rank of 4.13. In terms of ACC(%), our
JSMC method achieves an average score of 74.16 and an average rank of 1.13,
whereas the second best method achieves an average score of 61.81 and an aver-
age rank of 3.75. In terms of PUR(%), our JSMC method achieves an average
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Table 3: Average performances (w.r.t. ACC(%)) of different methods. The best score in each
row is highlighted in bold.

Method SChest MVSpec RMSC MVSC MVGL BMVC SMVSC FI()]IX\C,;S- JSMC
3Sources 48.5240.00 25.44+0.00 62.541431 75.86+458 35.50+0.00 65.68+0.00 31.36+0.00 26.0410.00 77.51+0.00
Notting-Hill 86.554+0.00 26.36+0.00 79.414322 81204586 84.3640.00 27274000 91.4540.00 70.5540.00 98.9140.00
ORL 77.2540.00 19504000 70.234273 72364381 72.0040.00 16.7540.00 56.2540.00 56.0040.00 82.0040.00
WebKB-Texas | 57.75+0.00 32.0940.00 48.644480 55.134030 51.8740.00 56.68+0.00 56.68+0.00 57.7540.00 59.89+0.00
Yale 63.64+0.00 21.8240.00 61.214494 59.031406 64.8510.00 22424000 56.9710.00 44.244000 73.33+0.00
Reuters 42.0040.00 20.7540.00 52.60+260 17.59+043 18924000 45.0010.00 38.08+0.00 44.33+0.00 46.7540.00
COIL-20 72.3640.00 15.7640.00 70.844409 61.661658 81.394002 40.63+0.00 60.5610.00 63.7540.00 83.96.+0.00
Caltech-7 46.4040.00 38.87+0.00 40.394282 63.684614 66.284000 47.1540.00 46.68+0.00 54.5540.00 70.90+0.00
Avg.score 61.81 25.07 60.73 60.81 59.40 40.20 54.75 52.15 74.16
Avg. rank 3.75 8.63 5.00 4.75 4.25 5.88 5.50 5.50 1.13
Table 4: Average performances (w.r.t. PUR(%)) of different methods. The best score in each
row is highlighted in bold.
Method SChest MVSpec RMSC MVSC MVGL BMVC SMVSC F}gti\és- JSMC
3Sources 59.1710.00 39.6410.00 76.33+360 80.89+326 40.2410.00 73.37+0.00 44.3810.00 42.60+0.00 82.2510.00
Notting-Hill 86.554+0.00 32.36+0.00 82.234194 83.5546.19 87.0940.00 35.6410.00 91.4540.00 82.7310.00 98.91i0.00
ORL 80.00+0.00 21.2540.00 74.3li292 77.05+1247 T77.75+0.00 18.00+0.00 60.254000 60.0040.00 84.50-+0.00
WebKB-Texas | 69.52+0.00 55.0840.00 68.80+435 56.1040.16 57.2240.00 68.98+0.00 67.9140.00 65.7840.00 70.05+0.00
Yale 64.2440.00 22424000 62.361402 60.334359 64.851000 24.241000 56.9710.00 46.67+4000 73.9440.00
Reuters 43.7540.00 20.8310.00 54.4041.81 17.904045 20.83+0.00 45.3310.00 40.5040.00 46.83+0.00 48.5840.00
COIL-20 T4.7240.00 23194000 72.51i311 64.6941564 86.251000 40.761000 61.6710.00 65424000 88.6810.00
Caltech-7 82.2940.00 55.1640.00 84.134135 82.91i7g5 85.3540.00 84.9440.00 87.3li0.00 84.7440.00 92.06+0.00
Avg.score 70.03 33.74 71.88 65.43 64.95 48.91 63.81 61.85 79.87
Avg. rank 4.00 8.63 4.25 5.75 4.38 6.00 5.00 5.75 1.13

T T T T T T
[ RMISC [N MVSC [ MVGL [N BMVC [N SMVSC [N FPMVS-CAG [ JMSC |

Logarithm of Time Cost (in Seconds)

3Sources

Notting-Hill

ORL

WebKB-Texas

Yale

Reuters

COIL-20

Caltech-7

Figure 2: Running time of different algorithms on the eight datasets.

score of 79.87 and an average rank of 1.13, whereas the second best method
achieves an average score of 71.88 and an average rank of 3.75. To summarize,
the experimental results in Tables and [] have shown the accuracy and
robustness of the proposed JSMC method over the other multi-view clustering
methods.
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Figure 3: Memory costs of different algorithms on the Caltech-7 dataset.

4.4. Analysis of Time and Memory Costs

In this section, we compare the time and memory costs of different methods
in Figs. 2] and [3] respectively. In terms of time cost, as shown in Fig. 2| our
JSMC method is faster than FPMVS-CAG on the ORL, WebKB-Tezas, and
Yale datasets, and slower than FPMVS-CAG on the other datasets. In terms
of the memory cost, we compare the memory costs of different methods on the
Caltech-7 dataset. As shown in Fig. |3 the two bipartite graph based methods
(i.e., SMVSC and FPMVS) consume less memory than the other methods on
the Claltech-7 dataset, while the memory cost of our JSMC method is compara-
ble to RMSC, MVSC, MVGL, and BMVC. To summarize, as can be observed in
Tables Tables [] and [ and Figs. 2] and [3] our JSMC method requires com-
parable computational costs to some general baseline methods, while producing
highly-competitive (or advantageous) clustering performance on the benchmark
datasets.

4.5. Parameter Analysis

In this section, we evaluate the performance (w.r.t. NMI(%)) of the proposed
JSMC method with varying parameter settings on the benchmark datasets.
Specifically, we first evaluate the performance of JSMC with varying parame-
ters o and 3, and illustrate the performance results in Fig. |4l Then we evaluate
the performance of JSMC with varying parameters a and A, and illustrate the
performance results in Fig. [f] As shown in Figs. [d] and [5} the proposed JSMC
method has shown relative consistent performance with varying parameter set-
tings. Especially, setting the three parameters, i.e., «, 5, and A, to moder-
ate values can generally lead to favorable clustering results on the benchmark
datasets.

4.6. Convergence Analysis

In this section, we analyze the convergence of the proposed JSMC method
on the benchmark datasets. In JSMC, the objective function is formulated
with the cross-view consistency and inconsistency, the view-consensus grouping
effect, and the low-rank representation simutaneously considered, which is then
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100

Figure 4: Performance of the proposed JSMC method with varying parameters o and 3 on
the benchmark datasets.

(e) Yale (f) Reuters (g) COIL-20 (h) Caltech-7

Figure 5: Performance of the proposed JSMC method with varying parameters o and A on
the benchmark datasets.

optimized by an alternating optimization algorithm. As shown in Fig. [6] the
convergence of the objective function is generally reached within thirty
iterations, which indicates a fast convergence speed of the proposed method on
a variety of datasets.
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Figure 6: Convergence of the objective function (14) with increasing iterations on the eight
benchmark datasets.

4.7. Ablation Study

In this section, the ablation study is conducted to test the influences of
different terms (or components) in our objective function . Specifically, the
influences of three terms, i.e., the inconsistency term, the smoothness term (via
the grouping effect), and the low-rank regularization term, are evluated, with the
evaluation results w.r.t. NMI, ARI, ACC, and PUR reported in Tables[5] [6} [7
respectively. In each of these four tables, the first column corresponds to the
results of JSMC with all the three terms (or components). The second, third,
and fourth columns correspond to the results with one component removed.
And the fifth, sixth, and seventh columns correspond to the results with two
components removed.

As shown in Tables [5] the average NMI(%) score across eight datasets is
69.31. When removing each of the three components, the average NMI(%)
scores decrease to 61.75, 59.78, and 65.24, respectively, which demonstrate the
advantageous contributions of the three components. Moreover, when remov-
ing two of the three components and only preserving one of them, the average
NMI(%) scores further decrease to 36.93, 60.66, and 7.83, respectively. Sim-
ilar influences of the three components over the clustering performance w.r.t.
ARI(%), ACC(%), PUR(%) can also be observed in Tables [6] repectively,
which have shown the influence of each component and the joint benefits of
formulating these three components into a unified model.

5. Conclusion and Future Work

In this paper, we present a novel multi-view subspace clustering approach
termed JSMC. In the proposed approach, to simultaneously capture the cross-
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Table 5: Ablation analysis (w.r.t. NMI(%)) on the benchmark datasets. The best score in
each row is highlighted in bold.

Method JSMC Removing One Component Removing Two Components
Inconsistency v v v '
Smoothness v v v v
Low-rank v v v v
3Sources 69.52.0.00 57.8810.00  69.5210.00  58.77+0.00 54.06+0.00 57.8810.00 25.9710.00
Notting-Hill 96.92..9.00 81.86+0.00 66.4540.00 96.92. .00 16.8940.00 81.864+0.00 0.66-+0.00
ORL 91.46.0.00 88.65+0.00  88.641000  91.41i0.00 T7.641000 89191000  25.5510.00
WebKB-Texas 38.0410.00 30.4410.00 33.7240.00 30.634+0.00 17.5540.00 29.87+0.00 3.5140.00
Yale 76.3810.00 76.01+0.00 70.08.£0.00 72.85+0.00 59.03+0.00 69.4110.00 0.00+0.00
Reuters 25.9610.00 15.1440.00 25.9240.00 15.0540.00 3.05+0.00 15.1440.00 0.00-+0.00
COIL-20 92.9840.00 89.56+0.00 82.0640.00 93.19.9.00 65.6210.00 90.0140.00 6.0040.00
Caltech-7 63.2040.00 54.4240.00 41.8340.00 63.09+0.00 1.6140.00 51.9140.00 0.92.10.00
Avg. score 69.31 61.75 59.78 65.24 36.93 60.66 7.83

Table 6: Ablation analysis (w.r.t. ARI(%)) on the benchmark datasets. The best score in
each row is highlighted in bold.

Method JSMC Removing One Component Removing Two Components
Inconsistency v v v v
Smoothness v v v v
Low-rank v v v v
3Sources 65.1710.00 42.30+0.00 65.17 10,00 43.03+0.00 43.27+0.00 42.30+0.00 19.86+0.00
Notting-Hill 97.69..0.00 80.2540.00 66.7210.00  97.6910.00 16.21.+0.00 80.2510.00 -0.2940.00
ORL T7.7940.00 70.8140.00 70.1540.00 76.8240.00 48.2410.00 71.8140.00 1.2340.00
WebKB-Texas 32.26.10.00 19.945000  26.791000  21.3810.00 15.6110.00  21.1940.00 3.6410.00
Yale 57.58.10.00 57.1340.00 50.8540.00 54.7310.00 33.37+0.00 49.06+0.00 0.0040.00
Reuters 20.48.0.00 5.3440.00 20.42.0.00 5.1040.00 2.2940.00 5.3410.00 0.000.00
COIL-20 81.2840.00 79.6140.00 68.7940.00 81.6410.00 44.5510.00 79.0310.00 1.7310.00
Caltech-7 60.10.0.00 48.42 9,00 35.56.£0.00 60.00+0.00 0.9710.00 47.3510.00 0.9610.00
Avg. score 61.54 50.48 50.56 55.05 25.56 49.54 3.39

view commonness and inconsistencies, we decompose the subspace representa-
tion on each view into two matrices, i.e., the view-commonness matrix and the
view-inconsistency matrix. The view-commonness matrix is further constrained
by the view-consensus grouping effect, which exploits the multi-view local struc-
tures to promote the learning of the common representation. Moreover, the
low-rank representation is incorporated via the nuclear norm to strengthen the
cluster structure and improve the clustering robustness. Thereby, the cross-
view commonness and inconsistencies, the view-consensus grouping effect, and
the low-rank representation are jointly leveraged in a unified objective function,
which is optimized via an alternating minimization algorithm. Experimental
results on a variety of multi-view datasets have demonstrated the superior per-
formance of the proposed JSMC approach.

In this paper, we mainly focus on the effectiveness and robustness of multi-
view clustering. In the future work, we plan to extend our JSMC approach
from the general graph formulation to the bipartite graph formulation [60] so
as to make it feasible for large-scale applications. Furthermore, different from
building a single clustering result for a dataset, it may also be a promising
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Table 7: Ablation analysis (w.r.t. ACC(%)) on the benchmark datasets. The best score in
each row is highlighted in bold.

Method JSMC Removing One Component Removing Two Components
Inconsistency v v v '
Smoothness v v v v
Low-rank v v v v
3Sources 77.5140.00 62.134000  77.51i000  62.1310.00 52.66+0.00 62.1310.00 43.20+0.00
Notting-Hill 98.91.10.00 84.9140.00 79.094+0.00 98.91.0.00 47.6440.00 84.9140.00 24.3640.00
ORL 82.00.0.00 79.75+0.00 75.5040.00  81.50+0.00 61.5010.00  78.7510.00 14.2540.00
WebKB-Texas 59.89.0.00 50.274+0.00 55.08.+0.00 51.3440.00 46.52.10.00 51.87+0.00 43.85+0.00
Yale 73.3310.00 70.3040.00 68.48.£0.00 69.70+0.00 50.910.00 67.2740.00 0.0040.00
Reuters 46.75.4.0.00 30.67+0.00 46.67+0.00 30.4240.00 24.58.+0.00 30.67+0.00 0.00-+0.00
COIL-20 83.9610.00 81.8840.00 73.9610.00 84.24 1 ¢.00 55.76+0.00 80.49.40.00 9.8640.00
Caltech-7 70.9040.00 61.47+0.00 49.66+0.00 71.5140.00 20.01+0.00 63.4310.00 50.0740.00
Avg. score 74.16 65.17 65.74 68.72 44.95 64.94 23.20

Table 8: Ablation analysis (w.r.t. PUR(%)) on the benchmark datasets. The best score in
each row is highlighted in bold.

Method JSMC Removing One Component Removing Two Components
Inconsistency v v v v
Smoothness v v v v
Low-rank v v v v
3Sources 82.25.0.00 73.9640.00 82.25.19.00 74.5640.00 69.82.+0.00 73.964+0.00 58.5840.00
Notting-Hill 98.91 19.00 86.36+0.00 80.3640.00 98.91.9.00 49.0940.00 86.3640.00 31.2740.00
ORL 84.50+0.00 82.00+0.00 79.50+0.00 85.25.0.00 65.50+0.00 81.7540.00 14.5040.00
WebKB-Tezxas 70.05+0.00 67.38+0.00 70.5910.00 68.4510.00 63.10+0.00 67.9140.00 55.084.0.00
Yale 73.9440.00 70.91+0.00 68.48.0.00 70.30+0.00 53.33+0.00 68.48.10.00 0.00-+£0.00
Reuters 48.5810.00 33.2540.00 48.5040.00 33.0040.00 25.08+0.00 33.2540.00 0.0040.00
COIL-20 88.68+0.00 84.2410.00 75.6310.00  88.89+0.00 | 58.06-0.00 84.3110.00 9.9340.00
Caltech-7 92.0610.00 89.1540.00 84.1940.00 90.9140.00 54.14410.00 87.2540.00 54.5540.00
Avg. score 79.87 73.41 73.69 76.28 54.76 72.91 27.99

direction to extend the proposed approach to an ensemble clustering framework
[62] [63] or a multiple clustering framework [29] in the future research.
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