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Abstract

Context: Over the past 20 years, software startups have created many products that have changed
human life. Since these companies are creating brand-new products or services, requirements are difficult to
gather and highly volatile. Although scientific interest in software development in this context has increased,
the studies on requirements engineering in software startups are still scarce and mostly focused on elicitation
activities. Objective: This study overcomes this gap by answering how requirements engineering practices
are performed in this context. Method: We conducted a grounded theory study based on 17 interviews with
software startups practitioners. Results: We constructed a model to show that software startups do not
follow a single set of practices but, instead, build a custom process, changed throughout the development of
the company, combining different practices according to a set of influences (Founders, Software Development
Manager, Developers, Market, Business Model and Startup Ecosystem). Conclusion: Our findings show
that requirements engineering activities in software startups are similar to those in agile teams, but some
steps vary as a consequence of the lack of an accessible customer.
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product validation

1. Introduction

Since the beginning of this century, humanity has
seen an enormous number of innovations in sev-
eral areas. Information access is ubiquitous, buy-
ing and consuming products and services can be
done with a few taps on a smartphone. Many
of these innovations come from nascent companies
(startups), formed specifically to address that inno-
vation. These organizations are present in several
markets. For instance, a company that develops
a new biotechnological product could be a startup
as well as another that creates an innovative de-
vice using nanotechnology. Software startups are
startups in which software development represents
a core part of their product or services [1, 2, 3]. The
product or service can be a piece of software like a
software-as-a-service platform or can be the means
that makes the product or service possible like a
new commuting app.

According to Nuseibeh and Easterbrook [4],“the
primary measure of success of a software system is
the degree to which it meets the purpose for which

it was intended”. Then, they define Requirements
Engineering (RE) as the process of discovering that
purpose by identifying the stakeholders and their
needs, documenting the discoveries for future anal-
ysis, communication and implementation. The au-
thors also stressed that the use of the term engi-
neering in RE is “an important part of an engi-
neering process” remembering that typical defini-
tions of engineering bring the idea of creating cost-
effective solutions to practical problems. Kotonya
and Sommerville, in their seminal RE textbook [5],
described RE as a “term which has been invented
to cover all of the activities involved in discover-
ing, documenting, and maintaining a set of require-
ments for a computer-based system.”

It has been argued that RE is a misnomer, and
the term “engineering” serves as a reminder that
RE is an important part of software development
that is concerned with anchoring development to
solve a real-world problem [4]. RE is even less
an engineering process in the context of software
startups since they are creating brand-new prod-
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ucts or services in highly uncertain and turbulent
business environments. The teams do not know the
requirements in the first place, and they are highly
volatile [6]. Besides that, in startups, success is
represented by business results and not necessarily
technical accomplishments [7, 8]. Such a context
may influence how a development team performs
RE activities, which are crucial to the success and
even to the survival of these startups [9].

There is evident proximity between requirements
and business aspects of software. While other soft-
ware artifacts are related to the solution, require-
ments are mainly concerned with the problem that
software is supposed to solve [10]. In this sense,
startup development methodologies like Customer
Development [11] and Lean Startup [12] may influ-
ence how software startups perform RE activities
because they focus on the business aspects of soft-
ware startups. These methodologies appeared as
a response to the “dot-com bust”, a phenomenon
occurred at the beginning of the 2000s when sev-
eral IT-based companies were not able to deliver
real results after raising a significant amount of
money from investors. Their valuation went to al-
most nothing, and they were no longer capable of
getting more capital to continue running resulting
in several of them closing [13].

According to Blank [11], the reason for most of
the startup failures was that they were following
a traditional product development path. In this
path, a company should develop a business plan,
get funded by presenting it to potential investors,
build a team, develop the product and sell it. For
Blank, this path does not work for startups because
customers may not accept the product. That is, ac-
ceptance or adoption-related problems could hap-
pen, and he claims that they are commonplace in
software and web markets. Lean Startup and Cus-
tomer Development tackle this problem by propos-
ing practices to validate if there will be enough
customers willing to pay for the product. For in-
stance, in Lean Startup, teams should follow Build-
Measure-Learn cycles in which they create a Mini-
mum Viable Product (Build) like a prototype with
only the necessary features to test a business hy-
pothesis through metrics (Measure). The valida-
tion or not of the hypothesis will represent validated
learning (Learn) for the team. Through validated
learning, the team can move to another cycle to
test other hypotheses or change the product idea
which is called a pivot. Nevertheless, the existence
of such methodologies does not ensure the adoption

and correct use of them.
Although very important for startups, in a

systematic mapping study of software engineering
practices in software startups, Paternoster et
al. [6] had not found any study focused on RE
practices. This gap motivated our study guided by
the following research question:

RQ: How do software startups carry out
requirements engineering activities?

To achieve this goal, we conducted 17 interviews
with the founders or employees of software startups
located in the region of São Paulo, Brazil, following
a Grounded Theory (GT) [14] approach. We pub-
lished our preliminary results [15] after conducting
nine interviews and presented a preliminary concep-
tual model of RE processes in software startups.
In this paper, we present the results based on all
17 interviews and extended our previous work by
adding more empirical evidence and exploring in-
depth various influences and their effects on RE
processes in software startups. We also add a com-
parison of RE in software startups with that in non-
startup contexts, especially in the agile software de-
velopment context.

The ecosystem where the research was con-
ducted, São Paulo, Brazil is one of the largest tech
startup hubs in the world. It hosts nearly a thou-
sand startups, contains a large research university,
ranked first in Latin America, and is located in a
large metropolitan area. The local government and
the state research agency has special programs to
fund innovation projects in small companies that
have funded over 1,350 different companies in the
past 20 years1. Although the amount of private in-
vestment in startups is still much lower than in lead-
ing ecosystems such as Silicon Valley, New York,
and Tel-Aviv [16], there is a growing level of invest-
ment, both from local angels and local and interna-
tional VCs, which has led to the creation of three
unicorns in the past two years. Thus, it is a good
environment for collecting research data due to its
size, diversity, and complexity.

The remainder of this paper is organized as fol-
lows: Section 2 presents software startup and RE
concepts, Section 3 provides an overview of related
works. Section 4 describes the research design in-
cluding data collection and analysis and Section 5

1https://bv.fapesp.br/en/266/

small-business-research/
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presents the results. Finally, Section 6 contains a
discussion on results and Section 7 gives the con-
clusions.

2. Background

This section presents the elements that support
our study. First, Section 2.1 contains a discus-
sion about the startup definition and Section 2.2
describes RE stages.

2.1. Software startups

In scientific literature, scholars have used several
definitions for the term startup. Sutton [17] con-
sidered as a startup an organization that has lit-
tle or no history of operation; has limited resources
(human and financial); is influenced by multiple ele-
ments; and handles changing technologies and mar-
kets. In a systematic mapping about the subject,
Paternoster et al. [6] analyzed other definitions used
in several studies and expanded this definition tak-
ing the following aspects into account: innovation,
fast growth, time pressure, third-party dependency,
focus on one product and flat organizational struc-
tures. In a more recent systematic mapping study
replicating that of Paternoster et al., Berg et al. [18]
still found an inconsistency of characterizing star-
tups. They analyzed 27 papers published between
2013 and 2017 and performed a thematic analysis
of how the authors characterized software startups.
According to their analysis, the most used themes
were innovation/innovative and uncertainty.

Other well-known definitions come from gray lit-
erature (e.g., blogs and magazines). Blank defines a
startup as “a temporary organization used to search
for a repeatable and scalable business model” [11].
In the book where the Lean Startup methodology is
described, Ries proposes that “a startup is a human
institution designed to deliver a new product or ser-
vice under conditions of extreme uncertainty” [12].
Although very simple, these definitions focus on
probably the most crucial factor that distinguishes
startups from other companies: innovation. Star-
tups develop an innovation: from a new concept to
a real usable product or service.

These definitions have another interesting fact:
they do not require the company to be small or new.
Then, teams from consolidated companies creating
innovative products or services could also be called
startups. Both authors give examples of such teams
and how similar their problems are from other star-
tups. Researchers including Alpkan et al. [19] and

Reuther and Schumman [20] discussed the relation-
ship between innovation and the intrapreneurship.
In summary, we considered as a startup a human
institution searching for a repeatable and scalable
business model under conditions of extreme uncer-
tainty.

2.2. Requirements engineering

Nuseibeh and Easterbrook [4] define Require-
ments Engineering (RE) as the process of discov-
ering the purpose that a piece of software is in-
tended by identifying the stakeholders and their
needs, documenting the discoveries for future anal-
ysis, communication and implementation. In their
Requirements Engineering textbook, Kotonya and
Sommerville [5] enumerate the activities performed
under RE: elicitation; analysis and negotiation;
documentation and validation.

Elicitation comprehends the listing of features
and behaviors that the system should implement
and also what it does not have to, that is, during
this stage analysts draw the system boundaries [4].
These elements can be functional or non-functional
requirements [21]. Functional requirements are the
features themselves representing which activities
the system will be able to perform such as to list
users or to open a file. Non-functional requirements
describe how the system should behave like, for ex-
ample, how fast or reliable it should be. The first
task to list requirements is to find stakeholders, peo-
ple who have some interest in the system. Evident
stakeholders are users, but also can be whoever or-
ders the system (who may not be the user), or de-
velopers, or other developing companies [5].

From a set of requirements gathered from dif-
ferent stakeholders, there can be several problems:
duplicates, not well-described features, or require-
ments beyond the scope of the project or not tech-
nologically feasible [5]. In the analysis and negoti-
ation phase, the team should analyze, detail and,
in the case they are not feasible or beyond project
scope, to discard requirements [5]. Then, the team
describes the selected requirements in detailed doc-
uments [5]. This documentation stage is essential to
guide the implementation and, after that, to check
if a feature certainly fulfills the demand [4]. Never-
theless, before implementing, there is a validation
stage when analysts check requirements [5]. They
should be complete, that is, they should have all
the details to allow the correct implementation of
the functionality and be consistent in the sense that
they meet the users’ expectations [10].
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Since the introduction of agile methodologies, a
prolific topic has been RE in agile contexts [22].
For instance, Inayat et al. [23] performed a system-
atic literature review on the subject and found 21
studies on practices and challenges in this context.
Among these studies, Ramesh et al. [24] studied 16
organizations that employ agile practices to under-
stand how they perform RE practices. The authors
identified the following practices: face-to-face com-
munication, iterative requirements engineering, re-
quirements prioritization goes extreme, managing
requirements through constant planning, prototyp-
ing, test-driven development, user review meetings,
and acceptance tests.

3. Related work

The scientific interest in software startups is
growing. In a systematic mapping study on soft-
ware development in startups, Paternoster et al. [6]
examine 43 primary studies and dedicate a subsec-
tion to RE. In this subsection, they analyzed stud-
ies focused on requirement elicitation and practices.
The authors drew several conclusions. First, RE
in software startups is limited to some key prac-
tices [25]. Second, because of market innovative-
ness, requirements change very rapidly representing
an increasing difficulty [26]. Meanwhile, although
startups create products for growing markets, sev-
eral authors [27, 28, 29] suggests more user involve-
ment in eliciting and prioritizing requirements.

A relevant study mentioned in the systematic
mapping study was Coleman and O’Connor’s [30]
work on software development process formation in
Irish software startups. The authors developed a
model composed of the following categories: soft-
ware development manager experience, founder ex-
perience, management style, process tailoring, and
market requirements.

More recently, Berg et al. [18] replicated the map-
ping study of Paternoster et al. [6]. They selected
27 new papers from the period 2013-2017 and con-
cluded that the publishing frequency is higher than
in any other period and these papers have greater
pertinence and rigor than those in the 1994-2013
period. They also classified selected papers accord-
ing to SWEBOK areas. In software requirements,
they only mentioned a paper by Rafiq et al. [31].
In this paper, the authors investigated how three
software startups from different parts of the world
conducted requirements elicitation and what are
the techniques used. The authors concluded that

the process is mainly informal and occurs alongside
product evolution.

Some studies also focused on the efficacy of
methodologies applied in the startup context.
Chanin et al. [8] analyzed three startups that took
part in a startup development program based on the
Customer Development methodology. Although
having limited data, the authors believe that there
is an indication that the methodology improved the
startup understanding of customer needs, that is,
the software requirement process. Frederiksen and
Brem [32] compared Lean Startup with “leading
theories and empirical evidence found in the scien-
tific literature” and concluded that the key methods
and main approach find substantial evidence to its
efficacy.

After the mapping study of Berg et al. [18], more
recent studies have focused on RE in software star-
tups. Klotins et al. [9] performed a multi-vocal ex-
ploratory study based on experience reports of soft-
ware startups and concluded that these teams “ap-
ply market-driven requirements engineering prac-
tices to discover and validate ideas” but “prac-
tices are often rudimentary and lack alignment with
other knowledge areas.” Tripathi et al. [33] focused
on how RE is practiced in software startups per-
forming a multi-vocal literature review and a case
survey with 80 cases. Their results consisted of lists
of techniques used by software startups to perform
RE activities like elicitation. The authors covered
several startups, but it does not address the rea-
sons for choosing different techniques. Gralha et
al. [34] investigated the evolution of RE practices
in software startups. In their study, six dimen-
sions emerged: Requirements artifacts, Knowledge
management, Requirements related roles, Planning,
Technical debt, and Product quality. They con-
cluded that software startups evolve in all dimen-
sions in 3 different phases; the evolution is charac-
terized by turning points like the number of clients,
the number of features and negative feedback. This
work does not allow a comparison between software
startups and conventional companies since it does
not rely on traditional RE terminology and prac-
tices (e.g., analysis and validation).

In our previous work based on nine interviews
with people working in software startups [15], the
construction of a conceptual model of the RE pro-
cess in software startups was initiated. Based on
the emerging model, we discovered that software
startups did not follow a specific set of activities;
instead, they were dictated by a set of context influ-
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ences (Founders, Software Development Manager,
Developers, Business Model, Market, and Ecosys-
tem). RE in software startups is closely related to
business development, where the business model is
a decisive factor in the choice of RE practices be-
ing used. However, this preliminary paper did not
address how and which activity each influence dic-
tates.

In summary, the reviewed related studies do not
cover all RE activities in the specific context of soft-
ware startups and do not fully explore the problem
and compare it to other environments like teams
employing traditional or agile methods. The im-
portance of such RE in software startups is even
higher: “inadequacies in applying” software engi-
neering practices in startups could be a significant
factor to their failure [1, 9]. In the present paper,
we intended to address the above-mentioned knowl-
edge gap. Besides exploring the consequences of
the influences, we added more empirical pieces of
evidence to our previous work to strengthen the ar-
guments, and also presented a comparison between
our results and those found in the literature regard-
ing RE in traditional and agile software develop-
ment teams.

4. Research methodology

With the research question as a starting point,
this study focuses on how a group of people (soft-
ware development team) develops a set of pro-
cesses (requirements engineering) in a specific con-
text (software startups). In other words, this re-
search focus on human behavior. According to Sea-
man [35], “human behavior is one of the few phe-
nomena that is complex enough to require qualita-
tive methods to study it”. Given the lack of a the-
ory to explain how software startups carry out RE,
Grounded Theory is a reasonable method choice
since its goal is to develop theory from data [14, 36].
Grounded Theory is a method originally proposed
by Glaser and Strauss [37] which purpose is to in-
ductively generate theory from data instead of val-
idating an existing one [38]. It has been used in
several disciplines like medical sociology, nursing,
education, and management [38]. Lately, several
studies employed it to draw theories in the software
engineering field, including studies in the software
startups ([30]) and RE ([39]) contexts.

As pointed out by Stol et al. [38], there are at
least three main streams of Grounded Theory: clas-
sic or Glaserian GT; Strauss and Corbin’s (Straus-

sian GT); and constructivist GT. Then, while re-
porting a GT study, it is essential to state explicitly
which stream is being used. This study is based on
Strauss and Corbin’s version, using their book [14]
as the primary guideline during research execution.
This choice is reasonable since our research ques-
tion was defined at the beginning of our study. Fig-
ure 1 depicts the overall research process used in our
study. The following subsections elaborate on data
collection and analysis in detail, then highlights the
iterative nature of the research process. The GT’s
core principles, according to Stol et al. [38], are in
bold.

4.1. Data collection

Our study is exploratory in nature. According
to the classification of Easterbrook et al. [40], our
research question is of description and classification
type, and it is a base-rate question, the answering
to which will result in a clearer understanding of
RE process in software startups. The selected re-
search methods should “offer rich, qualitative data,
which help us to build tentative theories”. Sur-
veys or structured interviews would focus on the
elements present in the questionnaire or questions
made. On the other hand, unstructured interviews
could lead to digressions that would not be valu-
able to this study. Then, semi-structured interviews
were more suitable. In this method, the interviewer
has a question set, but he or she is allowed to add
questions, modify their order or suppress them de-
pending on the interview evolution. This method
enables the interviewee to tell new details that the
interviewer has not known about, but restricts the
time spent on unnecessary digressions. It prevents
missing essential elements meantime generates bet-
ter data than sticking to the guide [41].

4.1.1. Interview design

To support the interviewer, we developed an
interview guide [41] represented in Table 1. As
Weiss [41] proposes, we listed topics with “just
enough detail to make evident what is wanted”, and
added some answers examples to show the intervie-
wee(s) what we wanted. As mentioned by Stol et
al. [38], we used the literature to formulate ques-
tions for data collection what is a possibility un-
der Straussian GT. The interview guide consisted
of three parts.

With the first part, we wanted to get informa-
tion about the interviewee(s) and the startup, and

5



Table 1
Interview guide

Question Options/Suggestions

B
a
ck

gr
o
u

n
d

1
How many startups have you worked for
and/or founded?

a) 1 b) 2 c) 3 or more

2
How long at total have you worked for star-
tups?

a) Less than 1 year b) From 1 to 2 years

c) From 2 to 3 years d) More than 3 years

3
Which title best describes the position you
had in your last startup?

a) Software developer

b) Tech manager or director c) Marketing

d) Operations e) Strategy f) Other, what?

4
For how long does your current startup ex-
ist?

a) Less than 1 year b) From 1 to less than 2 years

c) 2 years or more

5
Briefly describe your last startup product.
How software development is related to it?

(open question)

6
Which of the following techniques do you
know? Do you try to use them?

a) Lean Startup b) Design Thinking c) Scrum

d) Extreme Programming e) Kanban f) AB tests g) MVP

M
ai

n
q
u

es
ti

on
s

7
Which of the following phrases best de-
scribes how the features that your company
develop will have:

a) Developers’ ideas

b) Ideas from other company teams (marketing,

operations, etc.)

c) Suggestions form in an website/app?

d) Surveys or user interviews e) Other?

8
Once a idea is created, is it discussed some-
how before getting implemented? Who
takes into this discussion?

(open question)

9
Given the possible features list, how, in
your startup, is defined which will be im-
plemented in the next release?

a) Development team meeting (with or without other

company members)

b) Managers’ decision (manager, director, etc)

c) Developer will (what is most interested in)

d) Survey with users e) Other?

10

Given the features that will be implemented
in your startup, is there any kind of verifi-
cation if it will attend an user expectation
before getting implemented? If yes, how?

(open question)

11
In your startup, is it verified if a imple-
mented features is being used by users? If
yes, how?

(open question)

12
How does your startup document the fea-
tures that will be implemented?

a) E-mails between team members b) Paper writing

c) Stick notes in a board d) Wiki e) Issue tracker

f) Project tracking tools (e.g. Jira) g) Other?

13
In your opinion, what determines how the
requirements engineering process will be
made in your startup?

(open question)

14
Is anyone responsible to guide the product
development?

(open question)

C
lo

si
n

g 15 Any other details about features to be implementation choice that was not covered in this interview?

16 Any comments?
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Fig. 1. Research process.

also make them feel comfortable throughout the in-
terview. The first three questions concerned the
interviewees’ past and current experience in star-
tups. The following two concerned the startup that
the interviewee is currently working on its age and a
description of the startup product and its relation-
ship to software. Through these two questions, we
aimed to select startups in different stages and also
check if they are actually software startups. Finally,
the sixth question got information about the knowl-
edge and use of: agile methodologies, like Scrum,
Extreme Programming and Kanban; startup devel-
opment methodologies, like Lean Startup, and some
techniques like MVP (Minimum Viable Product)
and AB tests. Given that these methodologies and
techniques discuss what a startup or a software de-
velopment should do, it is reasonable that they may
influence RE.

The second part consisted of open questions
about how the startup performs each RE activ-
ity since those represent our lines of inquiry [41].
Question 7 focused on elicitation giving, if neces-
sary, some suggestions about requirements sources.
Question 8 concern requirement analysis, Question
9, prioritization, Questions 10 and 11, requirements
validation and the real use of features, Question
12 versed about documentation. Finally, Questions
13 and 14 concerned about the product team and
were added to get more information about this ac-
tor that showed up during initial interviews. We
deliberately did not use the “product manager” and
“product owner” not to bias the interviewees to an-
swer based on our expectations.

Finally, in the third part, interview feedback was
gathered aside from any other information that he
or she thought that would be interesting to the re-
search. At the end of the interview, as proposed by

Weiss [41], the interviewer checked the guide to see
if all areas were covered.

4.1.2. Interviews

The set of interviewees consisted of our con-
tacts, and a snowball approach was used to reach
more software startups. We considered a software
startup, an organized team (legally a firm or not)
that met the following criteria: i) developed an in-
novative product or service (a brand-new or a copy
of a similar product already existent in another
market) and ii) software development is essential to
the team to reach their business goals. The poten-
tial interviewees’ list reached thirty prospects. The
first author contacted them through emails trying
to arrange a meeting in the startup working envi-
ronment. In this way, the interviewer could also
write field notes (treat everything as data). Af-
ter some contacts, this requirement became more
flexible because of the interviewees’ busy schedules.

In the end, we conducted 17 interviews in total,
some with more than one person, totalizing 23 peo-
ple that have founded or worked in over 30 startups.
Table 2 presents the list of interviews. Among the
17 interviews, eight were conducted in person and
9 through video conference calls. All covered star-
tups were in São Paulo startup ecosystem, one of
the biggest startups hubs in the world, in the 12th
position according to the Global Startup Ecosys-
tem Ranking 2015 [42]. The interviews took place
between December 2015 and September 2016, and
their duration ranged between 21 and 48 minutes.
In the interviews conducted in person, the inter-
viewer also observed the working environment and,
when possible, even the tools used by the teams
like spreadsheets and boards. We recorded all inter-
views using two devices to prevent data loss. Then,
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the first author transcribed the first four interviews,
and a professional service did the remaining. The
interview time was summed up to 9 hours and 37
minutes, resulting in 181 pages of transcription.

4.2. Data Analysis

Data analysis consisted of three stages: open, ax-
ial, and selective coding. According to Strauss and
Corbin [14], open coding is “the analytical process
in which concepts are identified, and its properties
and dimensions are discovered in data”. Axial cod-
ing “is the process of connecting categories to its
subcategories, and is called axial because it occurs
on a category axis, associating categories on prop-
erties and dimension level”. In selective coding, the
analyst builds and refines the theory, identifying a
central category and relating all others to it.

The open coding started with a careful reading
of the transcripts followed by labeling and creation
of memos (memoing). We used some labeled ex-
cerpts to illustrate this text. In order to differen-
tiate them from literature excerpts, we italicized
them. After reading the first interviews, the first
author decided labeling phrase by phrase. After
that, he compared labels and grouped them into
categories starting the axial coding. These steps
were conducted using the AtlasTI2 tool. Through-
out the whole data analysis process, the second au-
thor was consulted, providing constant feedback.
Then, relations between categories are drawn, for
instance, subcategories, cause and consequence,
and also properties and dimensions are organized
(theoretical sensitivity). Finally, in the selective
coding, a core concept emerged, and categories were
associated with it (cohesive theory). These steps
were mainly performed on a whiteboard because
it facilitated visualizing relationships between cat-
egories(theoretical sorting). Besides that, draw-
ing and erasing was more straightforward than do-
ing it in software and kept the analyst focused. The
process was not as linear as this description; in-
stead, it followed an iterative approach (constant
comparison) as presented in the next subsection.

To illustrate our data analysis process, we will
show how we coded pieces of data to reach the Mar-
ket category. The CEO in I2 said “so the main com-
pany products precisely are machines, using these
techniques, to agriculture automation” and we la-
beled it as “B2B”. I9 describe their product: “And

2http://atlasti.com/

the students access these materials, and the plat-
form generates... gets metrics on that, and create
reports on students’ learning,” and we labeled it
as “B2B with several users.” I8 said: “Anyone can
watch a video in the free mode and then if he likes
our course, its quality, he subscribe [the company
name] to have access to all courses in the catalog,”
and we labeled it as “B2C.” In the axial coding
phase, all three labels were put together under the
category Market turning dimensions of it. During
this stage, we also related them to labels in other
categories like I8 which title was “Product Direc-
tor”, labeled as “Product team”, and I2 that said
“In the case of the project [name], we defined the
prioritization quite the client’s”, labeled as “Pri-
oritization by client” categorized under “Prioritiza-
tion.” In the selective coding phase, we used the RE
process as the core category and defined Market as
an influence on this process.

4.3. Iterative research process

Strauss and Corbin [14] encourage an iterative
process to the Grounded Theory research designs
(immediate and continuous data analysis).
Our study design had cycles consisted of interview
guide creation (on the first cycle) and enhancement
(on following cycles, theoretical sampling) fol-
lowed by data collection, through interviews and
field notes, and data analysis. The processes of data
collection and analysis were also intertwined. Data
analysis started even before data collection for that
cycle finished as suggested by Eisenhardt [43] and
axial coding started before labeling all interviews.
This tactic improved labeling results. This process
was followed until the theoretical saturation was
reached, as depicted in Figure 1.

Besides that, given the exploratory nature of the
study, it is advisable not to fix the interview guide
in advance and update it when necessary. In our
study, the interview guide changed as information
gets available through interviews. In question 6, we
also asked if startups were using Customer Devel-
opment, once it was clear that they were not aware
of it, we stopped asking about it. Question 8 was
added to get more information about requirements
analysis and questions 13 and 14 were added to get
more information about the product development
team without mentioning it to prevent biasing in-
terviewees. In this sense, the research design should
provide a means to update it. Besides that, knowl-
edge absorption also influences data analysis. After
the axial coding stage, data labeling was improved
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Table 2
Interviews performed in startups. The letter F indicates those interviewees that were also the founders of
the startups. CEO is an acronym for Chief Executive Officer, that is, a person responsible for strategy
decisions, the startup general leader. CTO is an acronym for Chief Technology Officer, that is, a person
responsible for technical decisions in the startup.

Study

cycle
Interview

Interviewee(s) position(s)

in the current startup

Current startup

market sector

Current startup

age

1

I1 Software director (F) Internet of Things 2 years and a half

I2
CEO (F)

Software development director (F)
Automation 3 years and a half

I3
CEO (F)

CTO (F)
Health 1 year

I4 Technical Leader Real state 3 years

I5 CEO (F) Finance and Defense 13 years

I6 Technical leader (F) E-commerce 2 years and a half

I7 Mobile development team leader Sharing economy 1 year

I8 Product Director e-Learning 2 years and a half

I9 Product Manager e-Learning 3 years and a half

2

I10

CEO (F)

Product manager

Software development manager A

Software development manager B

Advertising 5 years

I11 CEO (F) Virtual reality 3 years and a half

I12 CTO (F)
Social network and

Data Mining (2 startups)
4 years, 2 years and a half

I13 CTO E-commerce 3 years

I14 CTO (F) Specific office software 3 years and a half

3

I15 CTO Advertising 5 years

I16
CTO

CEO (F)
Web 1 year and a half

I17 Product director E-commerce 4 years

since similarities and differences between categories
were more visible.

Following the process described in Figure 1, the
data analysis reached theoretical saturation3 after
three cycles. The first cycle consisted of nine inter-
views, and the criteria to pause interviewing was
practical: the original plan was to stop after the
fifth interview and focus on analysis but, given the
difficulty to schedule interviews, the first author
preferred to continue the scheduled ones. This deci-

3Theoretical saturation happens when additional data
provides no new knowledge [30].

sion may not have influenced results, at most, post-
poned some modifications on the interview guide.
The second cycle consisted of five interviews and
the third, three. The number of interviews in the
third cycle was fewer because theoretical saturation
seemed close.

4.4. Results assessment

During this text preparation, we presented the
results back to the interviewees. In this way, we
performed a member checking (or respondent val-
idation), which is considered a valuable technique
to assess ground theory studies [44]. We sent an
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email to an interviewee from each interview with a
summary of our results and a link to an online sur-
vey. The survey consisted of four questions with a
five-point Likert scale about overall aspects of the
results and the usefulness of the model, as well as
an additional open question. We sent 17 emails and
waited for two weeks. In between, we sent follow-
up emails to those that had not yet answered. In
the end, we collected 11 answers and incorporated
them into the results.

5. Results

From the data analysis, a model of the RE pro-
cess in software startups emerged and is presented
in Figure 2. One core category of the model is the
RE process which includes common RE activities
performed by startups. Section 5.1 describes the
overall characteristics of the whole process. Instead
of following a common set of practices, each startup
follows different ones determined by a series of influ-
ences (Founders, Software Development Manager,
Developers, Market, Business Model, and Startup
Ecosystem). Section 5.2 describes these influences
in detail, especially Market and Business Model.
These influences determine the presence or not of
a specific actor in the process, the product man-
agement team, as described in Section 5.3. Section
5.4 describes observed practices and how influences
acted on the selection of them.

5.1. RE Process

During data analysis, some dimensions of the
whole process emerged. First, rather than strictly
following a methodology, software startups create
a custom-made process arranging techniques from
different methodologies. For instance, I13 was the
software development manager in several startups
and mentioned that for each one he created a
specific process combining practices from different
methodologies. I17 mentioned: “[we tried] always
to consume these better practices but never getting
stuck too much... to follow a methodology by the
book, but always trying [...] to extract the principles
behind it, what is good, to incorporate [...] in our
culture” or like I8 that mentioned that “we use a
‘thinner’ Scrum.” I8 preferred to follow a successful
startup, Spotify, that made public their process4.

4The Spotify development process is avail-
able in https://labs.spotify.com/2014/03/27/spotify-

Coleman and O’Connor [30] already mentioned this
process tailoring mechanism.

Second, teams do not set the process upfront and
follow it indefinitely. Instead, they change it ac-
cording to the product or team needs. This change
occurs through adding new practices as the team
grows (for instance, I12 mentioned: “in the begin-
ning we were not using [Scrum], but after we had
two developers, a more stable thing, we started do-
ing sprints, software deliveries”) or when a team
member proposes a new practice. For instance,
I2 mentioned that a new employee brought Design
Thinking practices to the team. Design Thinking is
a set of techniques proposed to systematize activ-
ities performed by designers during product devel-
opment. The methodology tackles “wicked prob-
lems” [45]. According to Rittel and Webber [46],
these problems can have “an exhaustive inventory
of [...] conceivable solutions”, in contrast to “tame”
problems that have clear missions and the solutions
can be verified. These are the problems scientists
and engineers face. There are several versions of
Design Thinking, but one (IDEO’s version [47])
got very famous in the startup community. Nev-
ertheless, the opposite can also happen: a team
can abandon a practice like when a startup (I4)
stopped using Scrum including RE related prac-
tices like sprint planning and product backlog. A
team can also postpone an improvement movement
as mentioned by I3 that feels they are not using
the best possible process, but he prefers to focus
on creating the product first and then improve the
process.

5.2. Influences

Six different influences on RE process emerged
from data. They are: Founders, Software Develop-
ment Manager, Market, Business Model, Developers
and Startup Ecosystem. In the following subsec-
tions, a description of each influence is presented.

5.2.1. Founders

Founders are the people who created the com-
pany. Therefore, they are very influential in how
the startup operates (represented in Fig. 2 by ar-
rows from Founders to Elicitation, and Analysis,
Validation, and Prioritization). For instance, I4

engineering-culture-part-1/ and
https://labs.spotify.com/2014/09/20/spotify-engineering-
culture-part-2/. Accessed in 2018-06-04.
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Fig. 2. The Requirements Engineering in Software Startups Model. The influences on each activity are
represented by the initials inside the ovals. Rectangles represent activities. Documentation permeates the

entire process. Thin arrows represent influences and thick arrows represent most common requirement
flows.

mentioned that his team had used Scrum before
as a base process. However, since founders viewed
it as a “waste of time”, the team abandoned it. Af-
ter almost a year, the team would come back to use
a Scrum-based process since the results were not
good. I2 found a similar difficulty: while trying to
use some Scrum and Kanban elements like “a black-
board with tasks”, “tasks meeting and sprints”. He
blamed his partner: “[the co-founder] did not help
too much”. When the interviewer asked what de-
termined the process they are following for RE, I17
mentioned “the big challenge is that there is a cul-
ture inside the company, obviously, and this come
even from founders”. I11, the CEO and founder
of the startup, mentioned: “we use a basic Scrum
because it has a lot of overhead.”

The interviewees who were founders, generally,
had a long experience on startups. Several had
founded several companies like the CEO in I3, I6,
I8, I12, in some cases running more than one at
the same time (the CEO of I3 and I12). Many have
never worked for big or consolidated companies (I2,
I3, I11). Sometimes, they had a technical back-

ground like I1 but in other cases like the CEO of
I16 that admitted “[another co-founder] and I do
not understand anything about technology”.

5.2.2. Software developer manager

Despite the founders influence, the software de-
velopment team leader or manager still sets which
practices the software development will use (repre-
sented in Fig. 2 by arrows from SW manager to all
activities in the process). I1, I5, I12, I13 and the
CTO of I16 corroborated this assertion. I7 men-
tioned “our CTO [...] has a good background in
Lean, then he helps us a lot in several processes
[making the process well-defined]”.

I13 performed the role of software development
manager in several startups and told: “In each con-
text, I made a composite of practices that will bet-
ter fit there, and the process will be based on that”.
Then, it is natural to expect that they will also de-
fine RE practices. For instance, I14 said “[..] I have
always intended to try simple and lean solutions to
check if that feature would indeed add value.”
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5.2.3. Market

The external market influence on internal RE
practices is also present. I5 mentioned that for
his startup to be able to sell products in a critical
market like defense, the organization had to follow
a strict process required by clients. Beyond obli-
gations, according to the interviewees, the market
represented a strong influence on the RE process. It
was clear that the process was different depending
on the size of its user pool.

A natural classification for companies towards its
user pool would be between business-to-consumer
(B2C) and business-to-business (B2B). This classi-
fication is used in marketing [48, 49] and operation
studies [50]. In this classification, one would ex-
pect that B2B companies have a smaller user pool
than a B2C company. However, that was not nec-
essarily true based on our interviews. For instance,
I9’s product was a platform for elementary and
high schools where users are students, parents, and
teachers. Since the school pays for the platform,
the startup should use B2B practices for market-
ing and operations purposes; nevertheless, its user
pool is as big as a traditional B2C as the intervie-
wee mentioned that they used “metrics” to see how
students are using the platform.

Therefore, we propose a new market, or even
product, classification to software startups concern-
ing RE. A startup could be a user-targeted or a
client-targeted one. The first concerns startups
with a large user-pool like most of the B2C com-
panies or B2B companies with many users under
the same client. On the other hand, client-targeted
startups have a few user-pool like most B2B compa-
nies. These differences affect, especially, how these
different teams perform elicitation and analysis (as
represented in Fig. 2). A large pool of users de-
mands techniques to assess the needs for most of
the users, and generally the presence of a product
team (represent in Fig. 2 by an arrow from Market
to Product Team). Table 3 summarizes the differ-
ences between user-target and client-targeted star-
tups regarding RE activities.

5.2.4. Business model

Data collected showed the business model influ-
ence on RE through two different aspects: the ma-
turity stage and reason why the company develops
software.

Business model maturity. The startup devel-
opment stage changes how the team processes re-
quirements. There were two different stages: first,

the team is still building its product, understand-
ing its market, sometimes without even delivering a
first MVP or prototype, that is, the business model
is still not mature. In this case, founders participa-
tion in processes was stronger because of their con-
cern about startup survival: the result can change if
the company will succeed or fail. This phenomenon
was identified in the current startups of I1, I3, I4,
I6, I9, I12 and I13. I8 highlighted that founders par-
ticipate in prioritization meetings, for instance, be-
cause development team achievements “sometimes
changes the company’s month [revenue]”. Mean-
while, if the startup already set its business model,
most of the requirements are fine-tuning or bug
fixes, then founders involvement is less frequent as
observed in the current startups of I5, I7 and I10.
Figure 3 represents these results.

Reason for software. The role of software in
the startup business model also shapes the RE pro-
cess. The software can be either the product it-
self, like an agricultural automation tool to select
vegetables (I2) or office software for a specific sce-
nario(I14). Either a business model piece to achieve
a different goal, like an online real state agency that
seeks to make the renting process simpler through
the web(I4 or a platform for a sharing economy app
(I7) In the first case, requirements from users are
closer to development while, in the second case, the
business analysis will dictate RE.

5.2.5. Developers

The influence of developers in software develop-
ment practices selection is also relevant regarding
Analysis and Validation as represented in Fig. 2.
For instance, they can refuse to use a technique be-
cause of their disbelief on it or just not willing to
perform it. For instance, I1 said “to implement con-
cepts I just can’t say: ’guys here it is,’ I have to go
slowly in such manner”. I9 mentioned that “it is
always tough to convince that we have to iterate in
small cycles” and that “[user interface designers]
want everything perfect.” On the other hand, they
can also improve the process through their past ex-
periences. I7 mentioned that this had happened
to her actual and previous teams. I2 said that
they used design thinking for a while because of
a former employee who had had experience with it.
Sometimes, the existence of more developers in the
team influenced the decision of using specific tech-
niques. I12 mentioned: “for a while, we had two
other developers, a more stable thing, we started us-
ing [some practices]”. Table 4 summarizes human

12



Table 3
Differences on requirements engineering based on the market they operate.

User-targeted Client-targeted

Number of
potential
customers

Large pool of users Small number of customers

Traditional
classification

B2C or B2B
(a customer represents several users) B2B

Process

Product team as a proxy to real
users influencing, specially, require-
ments elicitation, prioritization and
validation

Use of few or only one customer to
guide the product development

Validation
techniques Prototypes and metrics use Interviews

influences on the process.

5.2.6. Startup Ecosystem

Four influential aspects grounded on data are re-
lated to the entrepreneurship environment where
startups find themselves, known as its ecosystem
[16]. These influences are knowledge spread, hu-
man resource availability, capital availability, and
investors. These elements are some characteris-
tics of the startup ecosystem of a region or coun-
try. A startup ecosystem is formed by startups, en-
trepreneurs, investors (angels and venture capital
firms), universities and government [51].

Knowledge spread. Startups could acquire
knowledge about different techniques and practices
from other players like accelerators programs. For
instance, I3 mentioned: “we started at [an acceler-
ation program], and they taught us startup things,
MVP, and since then our target is to build an
MVP”. Alternatively, university courses like one
mentioned by the CTO in I16: “I had a college
course about entrepreneurship and [...] I indeed
liked it”. Also in the same interview, the CEO
regretted: “if I have seen [that it would be better
to check user interest before building a product], I
would not have spent so much time, so much dedi-
cation building the product”.

Human resource availability. I8 and I14 men-
tioned the difficulty to find people able to work for
them. For instance, I8 said that his company had
financial resources to hire more people, but they
were not able to find people with the required [tech-
nical] knowledge. An undersized team will demand

more work hours from members or deadlines will
be longer. The time pressure by other people in
the company, founders or even investors may lead
to the removal of “unnecessary” practices like re-
quirements analysis and validation.

Venture capital availability. Another issue
faced by several interviewees’ current startups was
the lack of capital. Several of them (I1, I2, I3,
I6, I11) develop more than one product or, be-
sides their main product, offer consulting services
on the same field. In such a way, they obtain money
to sustain their main idea. Dealing with different
products and services will increase the development
team load leading to similar effects of those de-
scribed in the previous item.

Investors. Represented by angel investors and
Venture Capital funds (VCs), these actors have
their expectations and expertise on how to build the
product and may influence RE specially through
acting on founders. This issue was raised both dur-
ing the review process of this paper and during the
results assessment step. I4 missed the influence of
venture capitals and angel investors. About that,
he conjectured “maybe VCs and investors have not
shown up in your model because their influence is
indirect? That is, there is an influence that is made
directly over founders, or through training of soft-
ware developers or managers.”

5.3. Product management team

Many interviewed startups, especially those with
user-targeted products, had a product management
team. I12 mentioned that his startups have this
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Fig. 3. The influence on business model maturity on RE process.

Table 4
Summary of human influences on RE process.

Software development Manager
(sometimes a founder)

Based on his or her experience defines the overall team
process

Founders
Even without technical background, they can hinder
the use of practices depending on how they view them

Developers
They can promote the use of practices based on their
previous experiences but can prevent the use if they
do not have a positive opinion of them.

team because “in the beginning everyone was lost
and the product was bad [...] it is important to have
someone here [to think about the product].” This
team was not composed of developers although its
components can have a technical background, but
also business or marketing profiles. They worked
together with the software development. Usually,
they are responsible for most of the RE stages, par-
ticularly, elicitation and prioritization. A product
manager in I10 described his role: “Part of my job
is to be a filter... Even inside the company, I see
my role as a filter because we cannot do everything.
[...] I have to understand what the real problem is
and tackle from only one side and all”.

I12 mentioned the product team importance:

“we have two guys concerned... trying to develop
the product. [...] there must be someone responsible
because it is very important. In the beginning, there
was no one, and everyone was lost. Someone should
be responsible for the product to have a vision”. I7
compared two different product managers: when a
more experienced person took care of the product:
“he used AB tests and was very good with it” but
when a not so experienced person performed the
role, according to her, they should have gathered
more data to avoid waste of work.

5.4. Activities

The following subsections describe how inter-
viewed software startups performed each of the RE
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activities. Validation activities will be discussed to-
gether with analysis and prioritization since star-
tups generally perform them before implementa-
tion. In Fig. 2, thick arrows represent the flow of
a requirement. Besides the traditional flow elici-
tation, analysis and implementation, it is also rep-
resented additional flows that we observed in soft-
ware startups. During analysis and validation, new
requirements emerge. There is also a discussion
on a post-implementation stage called product val-
idation that is important for startups to under-
stand if a requirement satisfies user needs. New
requirements can emerge at this moment as well.
In the section concerning requirements documenta-
tion, there will also be a discussion on requirements
communication within the startup.

5.4.1. Elicitation

Elicitation of requirements is probably the most
laborious task for software startups since they are
building something innovative and users are not
aware of what the software will in reality do. One
solution was to map problems instead of solutions.
In interview I9, the product manager said: “sev-
eral times, people come with the solution, but the
solution always changes, the idea is always to map
the problem never to lose the point”. Then, the
CEO added: “the client has a problem. Instead
of saying that he has a problem to solve, he already
comes with a solution. However, this is wrong. How
can he imagine a solution better than someone who
makes a living of it?”. In other words, the primary
goal of this activity is to understand the user’s prob-
lem.

Still, understanding the users’ problem can be
very difficult if the targeted market is vast. It is
impossible to reach all the users and understand
their needs. The general solution used by startups
was to have a product team. This team is responsi-
ble for understanding users and market and guiding
the development. Its tasks comprehend features se-
lection and product market positioning.

An important fact confirmed by the interviewees
is that new requirements are created continuously.
Ideas come from anyone in the company and are
constantly created. I8 mentioned “we are always
hearing everyone [...] obviously all the company
brings ideas to put in discussion”. In this sense,
I15 mentioned “everyone has a role”. This phe-
nomenon contributes to a continuous requirements
creation and flow throughout the whole process.
To create new requirements, the interviewees men-

tioned several sources like business objectives anal-
ysis (I4, I8, I10), use of competitors’ products (I9)
or from similar products (like an e-commerce plat-
form for I13), ideas from developers or product
team (I10), specially for features not visible to the
final user (I4 and I11), sales team (I3 and I5). Some
techniques mentioned were user interviews (I4, I7,
I8, I9, I11, I12 and I13); brainstorm sessions (I7);
and ideation (I8).

5.4.2. Analysis, Validation and Prioritization

Requirements analysis comprehend tasks “to
discover problems with the system requirements
and reach agreement on changes to satisfy all sys-
tem stakeholders”[5]. There was not a general way
the interviewed startups adopt. Some promote a
discussion between developers and product man-
agers to understand the best option to implement
the requirement (I3, I15, I16) including the feature
scope (I17). I13, I14, I15 and I16 mentioned an
alignment between strategy and technology. Al-
though commonplace in RE textbooks, consistency
check was only mentioned by I5 and I15. In general,
teams do not spend so much time in these practices.

Validation is probably the most important RE
stage for startups. Generally, in this moment, the
team will check if the users want the features rep-
resented by the requirements. Most of interviewed
startups perform some kind of requirements valida-
tion with little or no development. I1 said: “gen-
erally we perform a validation before implementa-
tion through user interface. We develop a wire-
frame using what we understood from the require-
ment and check with the clients”. I4 mentioned
a wireframe before implementing the solution. I8
alluded that once a feature was performed by hu-
mans before being implemented to validate if the
user really wanted it. Other techniques mentioned
by interviewees were: MVP (I3, I4, I10, I11 and
I14); mock-ups (I4) and prototypes (I1, I2, I3, I5
and I11); surveys (I16 and I17) and focus groups
(I17).

I9 said that his team only performed validation
for more complex tasks. According to him, the time
spent to perform validation for a more straightfor-
ward task could be higher than the feature devel-
opment. I3 and I4 mentioned a concern while using
validation techniques like MVP was the company
image for their customers. In I4 words: “[we are
trying to adopt] an MVP that brings value and the
user sees that has quality and not just a mock, that
is, a lousy version that in the future will be great”.
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Requirements prioritization is an important
task for startups given their small team sizes. They
may use sprints like in Scrum (I1, I4, I10 and I14)
or maintain a prioritized list like in Kanban (I9
and I12). Sometimes, the list also contains tasks
not related to software development (I1, I2 and
I6). Given the importance of software develop-
ment, some times (I1, I4 and I13) a higher manage-
ment layer (founders and/or other managers) de-
fines milestones then the development or the prod-
uct team are responsible to determine the task im-
plementation order. For client-targeted startups,
prioritization is generally restricted by asking to the
first clients what are the most important features
to them (I2, I11, I12 and I14).

Startup teams mentioned the following criteria
for prioritization: firm strategy (I7, I8, I9, I12
and I13), need to demonstrate the product (I2, I3
and I4), value to the user (I12 and I15), prevent
other teams blocking (I1), essential features (I16),
high priority situation like critical bugs (I14), cost-
effective analysis (I14).

5.4.3. Product validation

In RE textbooks like [5], implementation is the
ultimate step in a requirement lifespan. For star-
tups, though, it is actually more important to un-
derstand if a requirement satisfies a user wish.
Then, teams revisit this problem after implement-
ing a requirement. In this stage, metrics are used
to evaluate user interaction with the product. A
very common tool was Google Analytics (I1, I3, I4,
I6, I9, I11, I12, I13 and I14). I3 described their
goal: “[a final product validation and metrics anal-
ysis] are very important for us because change how
we develop our final product. Our current goal is
precisely to iterate over the product with user feed-
back”.

A difficulty mentioned (I9) in this stage was that,
sometimes, several new features reach production
together then it is hard to isolate the effect each of
them cause. Another curious aspect is that practi-
tioners see failure as natural. For instance, I6 told
that several times had thrown away several hours
of programming even performing validation before
implementation. When asked if he thought that
practitioners could avoid failures, he said: “I do
not think so, it is going to happen things like that”.

5.4.4. Documentation and communication

Concerning requirements documentation, star-
tups’ major concern was to communicate what

should be done. I3 mentioned: “we are docu-
menting everything even as a communication means
among us”. The main reason to create artifacts was
to spread knowledge between developers and also to
other people or teams in the organization. Never-
theless, in some startups, tacit knowledge is still
vigorous. For instance, I13 mentioned: “we did not
spend much time documenting because information
is in people”.

The degree in which software startups document
their requirements varied a lot. Some startups do
not keep track of their requirements and just use
email communications or contracts (I2), others op-
erate in a strict market that demands complete re-
quirements documentation (I5). Though, generally,
startups perform a shallow documentation using
simple tools like physical or electronic boards. A
common tool used by teams was Trello5 (I2, I4,
I8, I11, I16, I17). Bigger teams also mentioned us-
ing issue trackers or agile project management tools
(I4, I10, I15). I4 mentioned its experience on a tra-
ditional project management (Asana) that did not
work out.

5.5. Results assessment

To assess our results, we performed member
checking through a survey. Since each startup had
its context, it would not be possible to ask all in-
terviewees if all influences were correct. Hence, we
created questions to evaluate if the interviewee’s
startup RE process was represented in the model.
Appendix A displays the survey questions and re-
sults.

The last survey question was open and asked for
comments and suggestions. Based on the analysis
of these responses, we improved the figure that rep-
resents the model.

I7 raised another point: “The research is inter-
esting and seems to bring good inputs to the RE
process in startups, but in the last question my an-
swer was neutral because I would not know how to
start applying this model to improve the process in
my startup [...] some examples or material would
be interesting explaining how startups could bene-
fit from this result.” The message we sent for the
interviewee’s validation contained only the expla-
nation of the model without guidelines of how to
apply it to a real scenario. The potential improve-
ments based on the model are numerous. For in-
stance, a software startup struggling with its RE

5https://www.trello.com.
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process could check if a product management team
is needed based on their market. Similarly, in case
of problems in any activity, the team could try to
figure out which influence is harming it and act on
the problem.

The basic conclusions one can draw from the
interviewee’s final feedback, summarized in Ta-
ble A.5, is that a large majority (91%) of the inter-
viewees believe that the model is good in capturing
the reality of RE both in general and in their star-
tups. However, only 45% of them thought that the
awareness of the model would be useful in practical
terms for their startup’s daily life, with 27% of them
saying explicitly that it would not be useful. This
shows that the model seems to be very successful in
advancing scientific knowledge about software star-
tups requirements engineering and partially suc-
cessful in providing a useful tool for practitioners.
Additional future work could focus on resolving this
last issue.

6. Discussion

From the results presented, software startups do
not execute RE practices in a single way. In-
stead, they change them according to a set of influ-
ences (Founders, Software Development Manager,
Developers, Market, Business Model, and Startup
Ecosystem). Coleman and O’Connor [30] found a
similar result for software development process for-
mation in software startups. The authors recog-
nized as influences the background of the software
development manager, the background of founder
and market requirements. Zettel et al. [25] already
diagnosed the startup process immaturity and Gi-
ardino et al. [3] viewed it as an evolutionary ap-
proach. Our model confirmed the influences previ-
ously discussed in the literature and revealed others
such as Developers and Startup Ecosystem.

In comparison to the model proposed by Gralha
et al.[34], our results indicate that the maturity of
a startup is just one of several conditions that in-
fluence how startup teams perform RE activities.
Besides that, practices do not follow a linear evolu-
tion. Instead, they may begin already in a complex
stage because of market requirements, but they can
also sometimes regress depending on founders’ or
developers’ opinions. One reason for such difference
could be that, in their study, “in most of the stud-
ied companies, the business followed a subscription
plan”, while we interviewed companies operating
in different markets with several business models.

Finally, our study investigated each of the activi-
ties already described in RE literature allowing the
comparison between software startups with other
contexts.

The following subsection describes a detailed dis-
cussion on the influences grounded in our study and
Section 6.2 details the practices in software star-
tups and compares them to what the literature for
traditional and agile software development teams
describes.

6.1. Influences on Requirements engineering pro-
cess

Founders regulate practices that their startups
use especially in elicitation, analysis, validation and
prioritization stages. They do that based on their
previous experience in the market or other startups
and because they are anxious about having a prod-
uct ready. Seppänen et al. [52] already observed the
impact of founders in software startups. They per-
formed interviews with European software startups
studying the initial team competencies and found
that even when the founder did not do any soft-
ware development “s/he participated at a higher
level: target setting, management, and evaluation”.
This involvement is a reflection of founders impor-
tance in the team and their attitude more as owners
than managers [53]. Coleman and O’Connor [30]
describe an indirect influence on practices selection
rather than an explicit choice made by a founder
without a technological background. Our results
indicate that this can also happen in a “lower”
level, that is, if specific requirements are valid and
how they should be prioritized. Besides that, since
some software development activities do not create
a code output, founders could take them as unnec-
essary. This problem refers to the newness problem
on founding team experience. The founders should,
generally, learn new roles [54, 55] including manag-
ing software development.

Software development managers, in the end, de-
termine which activities the team will perform in
all process steps. Coleman and O’Connor [30]
found a similar result: the founder and the soft-
ware development manager backgrounds will deter-
mine the management style used in the organiza-
tion. This style could be: “command and con-
trol” or “embrace and empower.” Regarding the
software development manager, they state: “it was
clear that where the software development manager
had worked before, what their responsibilities were,
what process and process improvement model was
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used[...] shaped the process that the software de-
velopment manager used in their current company”.
Our results give more pieces of evidence to support
these claims.

The market is also a significant influence on all
aspects of the process including the activities and
even the presence of a product team. Generally,
if a market is user-targeted, there will probably be
a product team, and all activities will focus to di-
minish the uncertainty about what the user wants.
Meanwhile, in a client-targeted market, the product
team was not usually present, and the communica-
tion was made directly with some customers, that
is, all the activities will somehow be related to these
customers. There are also some specific require-
ments that could determine the practices the team
uses. These aspects give more evidence but also ex-
pands what Coleman and O’Connor [30] observed.
According to the authors, market requirements in-
fluence in software startups process formation what
several authors [56, 57, 58] discussed it in market-
driven requirements literature.

The business model is vital for new ventures suc-
cess [59]. Given its importance, if it is not ma-
ture, all activities will be performed with the goal
of reaching a sustainable one. In this case, founders
are more present and their influence on practices se-
lection will be substantial. In the other side, if the
business model is mature, generally, the require-
ments are more technical, and founders do not in-
tervene much in practices. Some studies focus on
software startup maturity. These two stages are
close to the differences observed in a study by Wang
et al. [60]. The authors distinguish two main stages
for a startup: problem/solution fit when a prob-
lem is observed, and a proposed solution is eval-
uated to check if it solves the problem, and prod-
uct/market fit when a product development process
takes place to deliver a mature product. In another
study, Nguyen-Duc et al. [61] proposed a model
based on the Cynefin framework. It consists of two
different types of activities: hunting (in the chaotic
domain) comprising of “generating ideas, elicita-
tion requirements and market and customer de-
velopment” and gathering related to “requirements
description, prototype implementation, automated
testing, system integration, and deployment.” The
authors conclude that in the early phases most of
the startup activities are hunting and, as the com-
pany evolves, more gathering activities take place.
These two models have in common two different
stages (although Nguyen-Duc et al. stress that they

are simultaneous): one focusing more on elemen-
tary questions and doubts about the business model
and the other more about focused on a determined
task. These two models could be essential tools to
explore deeper this problem in future work. An-
other possibility would be the model proposed by
Croll et al. in the Lean Analytics book [62]. The
authors suggested another startup maturity model
composed of five stages: Empathy, Stickiness, Vi-
rality, Revenue, and Scale. When it comes to the
reason for developing software, if the software is a
product itself, requirements will be close to busi-
ness perspectives and founders may also influence.
Meanwhile, if it is not the case, again, the technical
actors determined the practices the team uses.

Developers also have an impact on practices cho-
sen, especially in analysis, validation, and prioriti-
zation. They can propose the practices to be used
or refuse to use them preventing their adoption.
Concerning this aspect, some explanations are pos-
sible. First, they might have earned an equity share
as an advantage to joining a risky enterprise. Sec-
ond, it is also hard for startups to attract talents
then they are well treated not to leave the company.
For instance, I8 and I14 mentioned that talents are
rare and really hard to find. The developers’ im-
portance in software development practices selec-
tion is already present in the literature. Kajko-
Mattsson and Niktina [63] tried to improve star-
tups processes and recognized that developers bring
their experiences and suggest techniques. Several
authors [64, 65] studied people-related factors while
migrating to or adopting agile. Hardgrave et al. [66]
investigated the determinants of software method-
ologies adoption and concluded that “an organiza-
tional mandate is not sufficient to guarantee use of
the methodology in a sustained manner”. These
results analyzed jointly with ours make reasonable
to think about specific capabilities to evolve in de-
velopers and technical students that want to be, or
already are, part of a startup. This claim is also
supported by studies in information systems liter-
ature concerning how software developers or man-
agers characteristics influence on organization inno-
vation like individual innovation orientation [67] or
understanding of business [68]. Chow and Cao [69]
also found a similar result that team environment
and team capability are some of key project success
factors for agile software development.

The Startup Ecosystem has several aspects, but
only those concerning capital, human resources and
knowledge availability had an influence detected on
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activities, especially, validation, prioritization, and
product validation stages. As presented in Section
1, there are several methodologies for startup de-
velopment in non-scientific literature. Nevertheless,
this is not enough for them to be widely adopted.
Taking these practices as innovations, we can use
the innovation diffusion theory from Rogers [70] to
explain it: “most people depend mainly upon a sub-
jective evaluation of an innovation that is conveyed
to them from other individuals like themselves who
have previously adopted the innovation”. Through
acceleration programs or other startup commu-
nity events, startups have contact with other star-
tups and mentors incorporating new techniques and
learn from mistakes other startups made. Since all
interviewed startups were in the São Paulo startup
ecosystem, it is important to assess its characteris-
tics. On a scale to assess software startup ecosystem
maturity proposed by Cukier et al. [71], São Paulo is
in an Evolving stage. This scale consists of the fol-
lowing steps: Nascent, Evolving, Mature and Self-
sustainable. An Evolving stage startup ecosystem
has “few successful companies, some regional im-
pact, job generation, and small local economic im-
pact”. As a comparison, a Self-Sustainable startup
ecosystem like Silicon Valley has “thousands of star-
tups and financial deals, at least a 2nd generation of
entrepreneurs mentors, specially angel investors, a
strong network of successful entrepreneurs[...] and
presence of high-quality technical talent.” A strong
network and entrepreneurs mentors would facilitate
the diffusion of practices towards startups-focused
practices and better availability of capital and hu-
man resources tackling the other two factors dis-
cussed.

6.2. Requirements engineering process

The RE process in software startups presented all
activities described in textbooks, but practices used
depended on influences above. Besides that, there
is an essential actor responsible for some activities
present in software startups: the product team.

The product team is responsible for acting as a
proxy between a market and the startup, especially
in user-targeted startups. They are active usually
in elicitation, analysis, validation and prioritization
activities. The role performed by this team is simi-
lar to the Product Owner in Scrum [72] or product
manager role in XP [73]. Initially a one-person job,
some authors, like De-Ste-Croix and Easton [74]
and Bass [75], already discussed a team perform-
ing this role. In the startups’ context, Blank [11]

recommends two separated teams existing through-
out the whole startup history: product develop-
ment and customer development. The customer de-
velopment for Blank is what is called the product
team by our interviewees. The role of the product
team, viewed by the interviewees, is to assist in the
customer development process. Founders can also
perform this role since they, generally, already have
experience on the targeted market as Seppänen et
al. [52] mention that the “founder tends to be the
sole owner of the innovation and its related compe-
tency domains”.

Ebert and Brinkkemper [76] evaluated the prod-
uct manager role in fifteen different organizations
worldwide and concluded that an empowered prod-
uct management role improved project success
rates regarding schedule predictability, quality and
project duration. They also identified that prod-
uct managers generally come from a technical back-
ground without a formal education in this field as
we observed in our interviews. According to the
authors, this role ensures “that products have a
clear business focus and are not mere feature col-
lections” that was a concern for several of our inter-
viewees. Software product managers cover techni-
cal and business activities [77]. In an agile context,
if a real customer is not available, they act as sur-
rogates [24]. In this sense, Racheva et al. [78] make
a distinction like ours: “while in a custom context,
the agile approaches rely on the on-site customer,
in a vendor model, it is the product manager”. The
product owner is not always present in an agile con-
text as Diebold et al. [79] mentioned. In their study,
only half of the companies had a product owner in
their projects. Although, some have a dedicated de-
partment to handle that. In this sense, our results
indicate when such department or role generally oc-
curs.

Requirements elicitation is, indeed, a hard task
for software startups as shown in the interviews.
They continuously use different sources to create a
flow of requirements. The product team acts as a
surrogate to a big market. Use of prototypes and
MVP was also widespread.

In a systematic review of empirical studies on re-
quirements elicitation techniques, Davis et al. [80]
had interesting conclusions. They state that “expe-
rience has shown that for simple and well-defined
problems, elicitation techniques are more or less
equivalent” and the most used technique in prac-
tice are interviews being the most effective in a
wide range of domains and situations. It is interest-
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ing, though, that the authors did not find the use
of prototypes, very differently from our study. In
a very large organization, Werner and Berner [81]
found that this phase is performed by the prod-
uct marketing team that has “substantial market
knowledge.” In an agile context, Ramesh et al. [24]
identify that practitioners prefer face-to-face com-
munication over written specifications as our results
also indicate in the software startup context.

First, concerning elicitation techniques, software
startups resemble agile teams since they gather re-
quirements throughout the development process in-
stead of a long phase of requirements gathering
found in traditional approaches. Specifically, it is
also clear the difference between a single or a small
group of clients and a market-driven product simi-
lar to what Ramesh et al.[24] mention. The differ-
ence is that the process is more complicated because
even the possible customer does not know what she
surely wants. In this sense, startups should use
several other techniques besides interviews, which
are considered the most-well suited technique for a
wide range of problems in traditional or even ag-
ile projects. Another difference was prototypes be-
ing mentioned several times in opposition to what
Ramesh et al. [24] observed in agile contexts. Nev-
ertheless, requirements demanded much more val-
idation even when compared to the ones in agile
contexts with market-driven products. The reason
is that innovation in the product makes require-
ments gathering harder, transferring the effort to
requirements validation.

On the other hand, requirements analysis and ne-
gotiation are shallower as in the agile context. In
software startups, though, at this moment, there
is a focus on alignment between business and tech-
nology aspects. The reason is that the features im-
plemented are critical from a business perspective,
frequently influencing the company survival.

As mentioned earlier, the requirements validation
is much more crucial and represents more work in
software startups than in traditional or even ag-
ile projects. In the latter, this is achieved through
constant communication with clients or a surrogate,
especially, in iteration planning meeting [24]. This
fact leads to a stronger validation when compared
to traditional RE. Instead, in software startups,
even when a product manager or a product team is
present, they are not sure, or should not be, about
the users’ needs or desires. Several tools such as
interviews, mock-ups or prototypes are used at this
moment to decrease the uncertainty level.

Requirements prioritization is, usually, layered:
founders or other higher level manager dictate the
overall goals or milestones, and at an operational
level, teams decide what to do in smaller cycles
like sprints. The activities are also informal as
already found in agile and even traditional teams
as mentioned in a systematic mapping study [82]
and a systematic literature review [83] on the topic.
Kukreja et al. [84] identified 17 prioritization tech-
niques most used in the industry, including An-
alytical Hierarchy Process (AHP), Cost-value ap-
proach, MoSCoW, Planning game. Although our
interviewees (I4 and I10) only mentioned plan-
ning game, several criteria used by the interviewees
resemble other techniques: prevent other teams
blocking is similar to Cost of Delay, value to the
user similar to Cost-Value approach. Nevertheless,
these techniques are not performed strictly instead
they emerge according to the practitioners’ needs
without even being mentioned by interviewees. A
smaller set of techniques were found mainly the ones
also used in agile contexts like Planning game and a
MoSCoW like approach. The difference observed in
software startups was the input from strategic and
business people in prioritization. Again this is mo-
tivated by the importance of software development
to company survival.

Other works already found the lack of a formal
process in other companies. In a multiple case
study in two companies focused on requirements
prioritization practice challenges, Lehtola et al. [85]
concluded that “requirements prioritization is an
ambiguous concept and current practices in the
companies are informal”. Svensson et al. [86] found
a similar result. Although the study focuses on the
prioritization of quality requirements, nine out of
eleven companies analyzed indicated that they per-
form prioritization in an ad-hoc fashion and seven
of them indicated that functional requirements pri-
oritization used the same method as quality ones.
The authors also elicit the criteria used by their in-
terviewees: no criterion, customer input, value, and
cost. These results are very similar to the findings
in this study. Our results can be a particular case
of these criteria specific to software startups.

Bakalova et al. [87] performed a similar study fo-
cused on agile methods. After interviewing 11 prac-
titioners from ten projects, they concluded that the
“prioritization process itself varies significantly in
terms of participants involved, prioritization crite-
ria applied, purpose and frequency of the prioriti-
zation” and that “the project context has a signifi-
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cant impact on the prioritization criteria.” Racheva
et al. [78] identified techniques used in agile teams
which are very similar to the already mentioned
studies for traditional teams. They argue that in
contrast to traditional development, agile projects
have to decide what to implement in each iteration
and which requirements will deliver the maximum
value to the customers. These constraints are the
same for software startups.

Product validation is an after-implementation
stage for requirements in software startups related
to the validation stage. It is not a part of RE in tra-
ditional software development processes. However,
it plays an important role in understanding require-
ments in the software startup context. Especially
the use of MVPs in many cases is to understand
user needs/requirements better rather than to de-
liver a product. Startup teams use the features al-
ready implemented to learn about user needs espe-
cially through metrics. Actually, in Lean Startup
methodology [12], the product validation phase is
critical: the learning can take place, and the build-
measure-learn cycle is closed. Sometimes, users
might not use implemented features at all even af-
ter the team had spent an extended period (I10 and
I14). Through user feedback, new requirements can
emerge, e. g., new features, bug fixes or even code
refactoring, feed-backing the whole process, that is,
giving a cycle-like form to the RE process in soft-
ware startups.

Nevertheless, startups very often develop some-
thing and then realize that users did not want
it. Even though, validating assumptions as soon
as possible is present in well-known startup devel-
opment methodologies like Lean Startup [12] and
Customer Development [11] and agile methodolo-
gies recommend listening to clients. Unawareness
of such methodologies would explain that, but even
interviewees aware of them still made these mis-
takes. Startups massively adopt metrics tools in
this phase what is essential to consolidate learning.

Documentation is shallow, based on simple tools
and more concerned about task descriptions. Such
simplicity can become an issue if a person leaves the
company or when the team grows and newcomers
have to get information, and it is not structured.
Valtanen and Ahonen [88] already notice this prob-
lem in small software companies. Again this is sim-
ilar to agile contexts since generally the depth is
lower than in traditional approaches as pointed out
by studies in the field [24, 89]. In this context,
Diebold et al. [79] mentioned JIRA to handle prod-

uct backlog, but the reliance on oral communica-
tion still makes it challenging to trace the evolu-
tion of the application [24]. The exceptions, again
as in agile contexts, are when the market requires
more complex documents like financial or defense
markets. Practitioners prefer face-to-face commu-
nication and use simple tools to write a list of fea-
tures rather than describing requirements as our
interviews also showed. In general, software devel-
opers still use requirements documentation. Power
and Moynihan [90] interviewed thirty practitioners
and identified differences in requirement documents
across different contexts. There are also proposals
to improve the documentation process through a
lighter process [91] or wikis [92].

6.3. Study validity

The study validity was a concern since the be-
ginning, especially given how hard it was to reach
interviewees and the amount of time spent tran-
scribing and analyzing data. Wohlin et al. [93]
discuss that threats to validity are of the follow-
ing types to qualitative studies: construct valid-
ity, internal validity, external validity, and reliabil-
ity. Runeson and Host [94] give good definitions
to them. Construct validity reflects if what is in-
vestigated represents what the investigator have in
mind, for instance, a threat could happen if the in-
terviewee interprets the concepts differently from
the researcher. Internal validity concerns causal re-
lations and regards if the investigator is not aware
or does not know to what extent a third factor influ-
ences the relationship between two factors. Exter-
nal validity concerns to what extent it is possible to
generalize the results. Reliability concerns to what
extent the results are dependent on the researcher,
that is, if another person performs the study, the
results would be the same.

The use of semi-structured interviews improved
the construct validity since it allowed the inter-
viewer to check if the interviewee understood what
was expected, interpret what she wanted to say and
clarify any doubts. The construct validity was also
increased through embracing and comparing with
other studies in the literature. We used this tech-
nique throughout the discussion especially versus
Coleman and O’Connor’s study [30] who also iden-
tifies influences on the software development pro-
cess in software startups and Ramesh et al.’s [24]
who identified the RE state-of-practice in the ag-
ile context. Besides that, the first author, who was
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the main responsible for data collection and anal-
ysis, is a software startup partner with good expe-
rience in software development. This allowed him
to use or understand the terms used by intervie-
wees. Nevertheless, his prior knowledge and pre-
conceptions about the topic could bias the results.
The use of well-known techniques and a constant
discussion with the second author, an academic re-
searcher without any startup experience, mitigated
this threat.

In terms of internal validity, the amount of
the data, the choice of analyzing all data and con-
stant comparison until theoretical saturation, in-
herent to GT, reduced potential threats to it. Con-
stant updates on the interview guide allowed us to
ask added questions to the following interviewees.
Besides that, the results assessment phase allowed
us to ask interviewees if they agreed with our re-
sults.

The use of well-known techniques together with
a detailed description of data collection analysis
improved the reliability. The opportunistic ap-
proach used to reach the interviewees could be a
threat to external validity. However, in the end,
the studied startups operate in distinct markets,
have different sizes and maturity stages. However,
given that the interviewees worked for or founded
software startups in the São Paulo region, it is not
possible to generalize the results to all software star-
tups. Further studies in other ecosystems should be
performed to allow such generalization.

Jantunen and Gause [44] describe some tech-
niques to assess grounded theory studies: prolonged
engagement, triangulation, peer debriefing, referen-
tial adequacy, and member checking. Since data
collection and analysis took almost a year consider-
ing the three stages, it achieved a prolonged engage-
ment. Although not possible in all cases, the pref-
erence for interviews in the startup workplace pro-
vided data triangulation through field notes. Peer
debriefing consisted of a constant discussion among
the authors and publishing a paper after the first
stage end in a software startups research work-
shop [15]. For referential adequacy, we recorded all
interviews, transcribed them and saved the analysis
in AtlasTI. Finally, we performed member checking
in the results assessment phase. Since this stage was
performed two years after the data collection, a po-
tential threat is interviewee’s memory loss of what
had been discussed. Nevertheless, we asked broad
questions that would apply in different scenarios.

7. Conclusions and Future work

This study improved the understanding of RE
practices in software startups. Using a three-stage
iterative research process, through 17 interviews
with 23 people covering more than 30 software star-
tups from the region of São Paulo, Brazil, oper-
ating in different markets, the study unveiled the
employed practices and a list of factors that in-
fluence how startup teams choose these practices.
Our results indicate that software startups do not
follow a single set of practices; instead, they are
dictated by a set of influences (Founders, Software
Development Manager, Developers, Market, Busi-
ness Model, and Startup Ecosystem). We presented
how each of these context characteristics influences
RE activities. In particular, we proposed a classi-
fication for software startups product in user and
client-targeted based that improves the well-known
B2B/B2C that showed to be insufficient to under-
stand RE in software startups. Moreover, we dis-
cussed how the business model maturity influences
the use of validation techniques and mediate the
control of founders over RE practices. The pa-
per also presents a comparison between startups
and the state-of-practice described in RE literature
to teams using traditional or agile approaches. In
summary, software startups employ practices sim-
ilar to the ones used by agile contexts, mainly, in
analysis and documentation that are also faster and
smaller. Elicitation, prioritization, and validation
are also similar, but they are influenced by the gen-
eral lack of an accessible customer found in agile
contexts and the increasing importance of software
development activities to the company survival.

Several future studies could be performed based
on these results. First of all, the presented model
needs to be validated in a systematic manner. The
model was built following the Grounded Theory ap-
proach which ensures that the model is grounded
in empirical evidence. Future validation could fol-
low a more deductive approach, using a survey or
focused group with experts to systematically ex-
amine every element in the model. Another valu-
able future study would be to replicate this study
in different startup ecosystems to analyze the dif-
ferences in practices besides the possibility of other
startup ecosystem aspects also influence the prac-
tices performed. Studies could further explore the
factor of founders effect, and a possible correlation
between this influence and startup success. The
developers’ experience level could also be further
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investigated to check if more senior employees have
a more significant impact on practices selection. A
similar study could focus on product management
teams existence. This study did not focus on non-
functional requirements, which have been neglected
by agile practitioners but some practices have been
proposed to tackle this problem [23]. Future work
could focus on this topic in software startups. An-
other interesting topic would be the use of big data
and machine learning to guide software develop-
ment. A recent trend that definitely could influence
how RE is performed in software startups.

Appendix A. Assessment survey

Table A.5 presents assessment survey questions.
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