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Abstract: In this paper a video data model that allows efficient and effective representation 
and querying of spatio-temporal properties of objects is presented. The data model is focused 
on the semantic content of video streams. Objects, events, activities performed by objects are 
main interests of the model. The model supports fuzzy spatial queries including querying 
spatial relationships between objects and querying the trajectories of objects. The model is 
flexible enough to define new spatial relationship types between objects without changing the 
basic data model. A prototype of the proposed model has been implemented. The prototype 
allows various spatio-temporal queries along with the fuzzy ones and it is prone to implement 
compound queries without major changes in the data model. 

1  Introduction 

The uninterruptible advances in computer technology, which have made the storage and 
processing capabilities increase while the costs decrease, brought multimedia to our computers. As 
a result, high technology multimedia systems like video on demand services, geographical 
information systems based on image and video data, digital video libraries, teleconferences, 
security systems with video support, etc., have become ordinary parts of our life. With the high 
usage of multimedia systems in our daily life, some new requirements have arisen, like querying 
the multimedia data. Content-based queries on images have been studied for a relatively long time 
and many solutions have been developed for storing and querying images in databases. Querying 
video databases however is a newer concept than image databases.  

Although querying video databases is a newer concept, there have been several studies on 
querying the content of videos [1,8,11,12,13,15,16,17,18,19,20]. There exist mainly two different 
approaches for content-based query processing in video systems. One approach is to use image-
processing techniques in evaluating the queries. The second approach deals with the semantic 
content of the video data, where the semantic data is stored as metadata with the video. Similar to 
querying image databases, querying video databases involves queries for spatial relationships 
among objects. In addition, we need to deal with temporal and spatio-temporal queries in video 
databases.  



 

Several studies have been done on developing a video model that allows spatial, temporal and 
spatio-temporal queries. Some of them use annotation-based modelling [7,17], some use physical 
level video segmentation approach [2,10,19,20], and some have developed object based modelling 
approaches [1,6,8,13,15,18]. Annotation-based video models allow free text or attribute/keyword 
annotations in order to describe semantic and spatial attributes of video data.  The physical level 
video segmentation approach does not address semantic concepts, such as, objects, events, roles, 
players, etc.  Instead the video data is described as a stream of small segments with application 
specific temporal and spatial properties. Object based models focus on the modelling of semantic 
content of the video data using object-oriented modelling techniques.  

Among the object-based models, the Advanced Video Information System (AVIS) [1] 
introduces indexing video data, based on the objects of interest and events in the video. This index 
is represented with an association map and then transformed into an augmented interval tree 
(frame segment tree) for efficient interval access. The main focus in the AVIS is the existence of 
objects and activities in the video. Objects and activities are stored in special index structures. The 
model is capable of performing complex and compound content-based queries within the well-
defined index structure. However it lacks spatial information and thus, it does not support spatial 
and spatio-temporal queries. 

Since multimedia data is a rich information source, it contains various data types, which are 
either structured or unstructured. Especially for unstructured data types, handling uncertainty (and 
fuzziness) is an important issue. Fuzzy queries on multimedia data have already been studied by 
some researchers [5, 9]. Among these, Aygun and Yazici [4,5], use a fuzzy object oriented 
conceptual data model [21] to represent fuzzy information and object-oriented concepts [22] of 
video data.  

In this study we present a spatio-temporal data model for video data. The data model is 
developed as an extension to the AVIS model [1].  We have chosen to use AVIS as the basis for 
our study, since AVIS is a flexible model that can be used for any kind of video data. It is 
application-independent, and allows the user to store as much semantic meta-data as required. Our 
extended data model has the following properties and contributions: (1) it allows to model 
semantic content of video data including the spatial properties of objects. The extensions to AVIS 
include extending the association map, so that it can represent spatial properties of objects, being 
able to store spatial data together with objects in the frame segment tree, and introducing an array 
structure for objects to store spatial data associated with them, (2) the model allows to perform 
spatio-temporal queries on the video, including querying spatial relationships between objects in 
the video and querying moving objects in the video, (3) the model also allows to include fuzziness 
in spatial and spatio-temporal queries; therefore, one is able to do fuzzy querying, and (4) a 
prototype implementation of the proposed model is developed. The prototype implementation 
includes, in addition to all basic queries supported by AVIS, spatial relationship queries, fuzzy 
spatio-temporal and spatial relationship queries. 

The rest of the paper is organized as follows: Section 2 describes the data model in AVIS in 
detail. In Section 3, we introduce the primary extensions to AVIS, which can handle spatial and 
temporal properties and relationships between objects. Section 4 discusses the query types that are 
supported by our model. The last section concludes the paper with some remarks for future 
extensions. 



 

2  AVIS – Advanced Video Information System 

AVIS (Advanced Video Information System) [1], is an object-based video data model that can be 
used for any kind of video data. In the model, the main focus is on objects, events, and activities, 
called entities, appearing in the video. Objects are the individual entities that may be characters in 
a movie such as Rambo, James Bond, or they may be objects such as, car, tree, and ball. An 
activity type may be accepted as the subject of a given frame sequence. It is the type of the action 
performed in a video (e.g. walking, eating, or kicking a ball). An event is an instance of an activity 
type. It consists of an activity type, roles in the activity, and objects as the actors of roles in the 
activity. For example, in the event “Philip is eating a cake”, the activity type is eating, the role is 
eater, and the actor is Philip. 

A video stream is composed of a huge set of video frames. A frame sequence is defined as a set 
of contiguous frames containing semantically important data, like an object or an event. 
Associated with each entity is a set of frame sequences. These are the frames in which that entity 
appears in the video. The information about entities and frames is indexed with special index 
structures based on an association map. Fig. 1 illustrates an association map generated for a 

movie. The x-axis represents the frames of video and y-axis represents the set of entities in the 
movie. Only two entity types are presented in the figure, objects and events. For each entity, the 
corresponding line segments represent the frames in which they appear. For example, the two line 
segments of object 7 (o7) means that, object 7 appears in frame segments [12…21) and [26…29). 

Indexing in AVIS is based on the frame-segment tree (FST), which is derived from the 
association-map. Overlapping line segments for different entities are considered as separate nodes 
in the frame segment tree. A list of entities that appears in the time interval represented by a node 
is stored along with the node in the tree. Fig. 2 illustrates the segment tree generated from the map 
in Fig. 1 for the interval [1-11]. The set of numbers placed in a node denotes the identities of video 

Fig. 1.  A sample association map 



 

objects and events that appeared in the entire frame-sequence associated with that node. If an 
object exceeds the frame interval of a node, then the object is represented in more than one node. 
For any node, if an object does not appear in all frames of that node, then, the object is inserted 
into the lists of sub-nodes of the node. For example, the appearance of object o9 exceeds the time 
interval represented by node 2. Therefore o9 is listed in the object list of both node 2 and node 3. 
(i.e. the intervals [2,3) and [3, 4) ). However o9 cannot be included in the list of node 13, because 
node 13 represents the interval [1,6) and o9 does not appear in all frames of that interval. 

In addition to the frame segment tree there are some additional index structures to access the 
nodes of the FST for a given entity. For instance for a given object, it is possible to traverse these 
index structures to locate the relevant nodes in the frame segment tree, thus to locate the frame 
sequences in which that object appears.  

3  Modeling Spatio-Temporal Properties and Relationships 

Handling spatial relationships in video databases is more difficult than in image databases, since 
video data has time-dependent properties.  Some examples of spatial queries that can be applied to 
video are as follows: 

- Find all frames, where first lady stands close to President Bush. 
- Find all frames, where Bulent Ecevit is at the right of George Bush, and Tony Blair is at 

the left. 
- Find the name of the Formula1 pilot that is behind Michael Schumacher between frames 

100 and 120. 
In this paper we introduce some extensions to AVIS in order to handle such kind of spatial 

queries. The extended data model, called spatio-temporal AVIS (ST-AVIS), handles spatial 
properties of objects in a video and allows the user to express spatial and spatio-temporal queries. 
In the rest of this section, we first discuss the representation of spatial properties of objects and 

 

 
 

Fig. 2. Frame Segment Tree 



 

how different spatial relationships between objects are computed and then show how we 
incorporate spatial querying into AVIS. 

3.1 Spatial Properties of Video Objects 

Spatial properties of objects in a video can be represented in different ways. In our model we use 
2-dimensional coordinate system, in which the spatial property of the object is its position as 
appears on the screen. A common strategy is to use approximations for describing an object 
spatially. The most efficient method for the two-dimensional coordinate system is to use MBRs 
(Minimum Bounding Rectangles). We make use of a minimum rectangle that covers all parts of an 
object. This approach is similar to the MBR approach in approximating the location of objects.   

The granularity of the coordinate system is an important issue, since a minimum of pixel-level 
granularity makes it hard to apply to video data.  In our model, the user-specified rectangular areas 
on the screen represent spatial properties. We define the spatial property of an object as follows: 
 
Definition 1. The spatial property of an object A is a tuple (R, I), where, R is a rectangular area (a 
region) that covers all area in which object A appears during the time interval I=[ti, tf]. R is not 
exactly the minimum-bounding rectangle of A. At any time t in [ti, tf], object A may be located 
anywhere in R. 

 
Object A may be either static or moving in the rectangle R during the interval I. When object A is 
spatially static in R, then the rectangle R is practically the minimum-bounding rectangle of A. 
When A is moving in R, then we assume that the rectangle R is chosen so that A has a uniform 
movement in R, i.e. in a reasonable distance and as a single moving character. For example, while 
focusing on an object in the frame, if camera zooms out the object while it is moving, or if the 
object itself goes away, the size of the rectangle that covers the object gets smaller. In this case, 
for finer results, the scenes of zoom out should be handled in separate rectangles. 

3.2 Spatial Relationships 

Since the spatial property of an object is the minimum region that contains the object, the spatial 
relationship between two objects is obtained from the spatial relationship between the regions of 
each object. This property gives one the ability to find spatial relationships between any two 
objects. 

Li et. al. [16] have a formal definition of each spatial relation in a rule base. They extended 
Allen’s temporal interval algebra [3] into two-dimensional space in order to define spatial 
relationships between rectangular areas. They divide spatial relations into two groups; directional 
and topological. Directional relations include south, north, west, east, northwest, northeast, 
southwest, and southeast. Topological relations include equal, inside, contain, cover, covered by, 
overlap, touch, and disjoint. We use the notation of [16] in our formalization of spatial relations. 
In our notation, we use left, right, top, and bottom instead of west, east, north, and south, 
respectively. Our rule base covers the relations top, bottom, right, left, top-right, top-left, bottom-
right, bottom-left, overlaps, equal, inside, contain, touch, and disjoint. Any two rectangular areas 



 

satisfying the definition of any of these spatial relations have those spatial relationship(s) between 
themselves. 

 
Such a rule base can help the calculation of spatial relationships between two static objects, like 

in images, accurately. However in videos, objects are not static. They may be moving or they may 
seem to be moving because of a moving camera or zooming in or out. Therefore we need to deal 
with spatial relationships that change over time. At a certain snapshot of the video, one object may 
appear to be exactly to the left of another object. But within an interval of time, being its left might 
not be that exact all the time. Therefore we introduce fuzziness to the definition of spatial 
relationships between moving objects in videos.  We define this fuzzy spatio-temporal relationship 
as follows: 
 
Definition 2. Let Ai and Aj be two objects. Their fuzzy spatio-temporal relationship during time 
interval Ik is Ai(α,µ,Ik)Aj where α is one of the spatial relations supported by our model (top, left, 
etc.), and µ is the value of membership. AiαµAj is true during the interval Ik. 
 
Notice that this definition is similar to the definition of spatial relations between two moving 
objects given by Li et. al [16]. Their definition includes both directional and topological relations. 
Two different operators are used representing each relation type. We have used only one operator 
α for both directional and topological relations. However we use a fuzzy membership value, µ 
which is in [0,1], for any spatial relationship. The membership value determines how much the 
spatial position between two objects satisfies a given spatial relation.  

We present some samples for LEFT relation between two objects in Fig. 3. In this figure, two 
objects, namely A and B, are assumed. Each occurrence of object A in the figure has a LEFT 
relationship with object B with different membership values. For a given time interval I and a 
membership µ, this relationship will be specified by A (LEFT, µ, I) B. 

The membership value is used in the second step for the calculation of a relationship. The first 
step is to determine if any two objects satisfy the conditions stated in the rule base. If these 
conditions are not satisfied, membership value µ is assumed to be 0. Otherwise, we calculate the 

 
Fig. 3. Examples for LEFT relationship for two objects 



 

membership value of the relationship using the centres of rectangles. The angle between the x-axis 
and the line passing through the centres of the rectangles are used to calculate the membership 
value. Table 1 illustrates the relation between the angle and the membership value for each 
relation. Notice that, in this table, we represent only relations, top, left, top-left, and top-right. The 
reason is that, these relations are inverses of bottom, right, bottom-right, and bottom-left 
respectively. That is, TOP(A,B) is equal to BOTTOM(B,A), and so on. Therefore, only these four 
relations are enough for the calculation. The calculation of membership values allows us to 
perform fuzzy queries on video data. The user is able to specify the preciseness of the result of any 
query. 

3.4 Extensions to AVIS  

In this section we discuss how we incorporate spatial properties of video data into the AVIS data 
model. We have extended the contents of the association map and therefore the frame segment 
tree. Additional indexes to the frame segment tree are also modified.  

In AVIS the association map shows the frame sequences in which the entities appear. However 
an object can appear in different locations in a single frame sequence. Therefore, we need to 
divide each frame sequence into sub-intervals according to the locations of the object. As a result, 
we represent (interval, region) pairs for objects in the extended association map. Fig. 4 presents a 
sample drawing of an extended association map where we used different patterns to indicate 
different locations of an object within a frame sequence. For example, in the figure, the boy 
appears in two separate frame sequences, but he is seen in three different locations in the first 
frame sequence and five different locations in second frame sequence.  

In AVIS, each node in the frame segment tree has a list of objects existing in the interval 
represented by this node.  In order to implement the region concept, the node structure in the 
frame segment tree is modified. In our model, a tree node is defined to contain a list of (object, 
region) pairs. This means that, each (oi, ri) pair in the list states that, “object oi appears in the 
rectangular area ri within the time interval represented by that node”.  

Storing objects with their regions within the time intervals had an important effect on the frame 
segment tree. An object x may appear in more than one region during a set of continuous frames. 
For example, a plane crossing the screen from left to right, visits more than one region. In the 
segment tree of AVIS, this entity is represented in only one FST-node, since the frames are 
continuous. However, in spatio-temporal model (ST-AVIS), we divide this single interval into 

Table 1. Relation between the membership value and angle between the centers of rectangles 
 

Relation Angle (*) Membership Value 
TOP arctan(x/y) 1- (angle/90) 
LEFT arctan(y/x) angle/90 
TOP-LEFT arctan(x/y) 1 – (abs(angle-45) / 45) 
TOP-RIGHT arctan(y/x) 1 – ((angle – 45) / 45) 
* x is the horizontal distance between centers of two rectangles. 
* y is the vertical distance between centers of two rectangles. 



 

sub-intervals, when the region of the object changes. This means that, each of these sub-intervals 
is represented with a separate tree node. As a result, the number of nodes in the tree increases. 
This affects the cost of operations on the tree proportional to the order of log n, where n is the 
number of nodes in the tree. 

In order to achieve fast access to the nodes of the extended frame segment tree for a given 
object, we also modified the auxiliary indexes for objects. Each element in the object index points 
to a list of (interval, region) pairs, showing the intervals during which the object appears in the 
stated region. Additionally, for each (interval, region) pair, there is a list of pointers each of which 
points to the nodes in the frame segment tree, which is covered by the interval.   

4  Supported Query Types 

The model introduced in this paper allows all types of queries that are listed in [1]. In addition to 
these query types, our model supports querying the spatial properties of objects and the spatio-
temporal relations between objects as well.  We list the basic spatial queries into three categories:  

- Regional Queries: Given an object and time interval, one may query the regions it 
appears. Or, given an object and its region one may query the frames. 

- (Fuzzy) Spatial Relationship Queries: Given two objects and the spatial relationship 
between them we can query the frames in the video. Here we use fuzziness in the 
definition of the spatial relationship. 

- (Fuzzy) Spatio-temporal  queries (also called Trajectory Queries): Given an object we 
may query its trajectories.  

The supported spatial query types are discussed in the following along with examples. 

 
Fig. 4. The extended association map 



 

4.1 Regional Queries and Fuzzy Spatial Relationship Queries 

Given object and interval, find regions: This is a rather simple query to handle with the data 
model of this study. An example query for this type can be “Give a list of regions, where the ball 
appears in, between 5th and 10th minutes”. While processing the query, we first locate the object in 
the object index. Then, we trace the (interval, region) list of the object and retrieve regions of all 
intervals that intersect with the given interval in the query. A list of regions is returned as a result. 
The regions are represented with their x-y coordinates. 
 
Given object and region, find frames: An example to this type of query is “List all frame 
sequences during which a plane appears in a given region”. The computation is very similar to the 
previous one, since regions and intervals are kept in the same structure: The object is located in the 
index, and then all items in (interval, region) list are visited to find the given region. When the 
region is found, the corresponding interval is added to the resulting list. The intervals are sorted 
and consecutive ones are merged to obtain a solid list of intervals. When searching for the region 
we apply fuzziness since the region given in the query is only an approximation of the exact 
location of the object. Thus the equality of the regions is checked within a threshold. 

 
Given objects and a spatial relation in between, find frames: This type of queries are of the form 
“Find the set of time intervals, in which object A is seen at left of object B, with a threshold value 
of 0.7”. This is a fuzzy spatial relationship query. The model allows us to calculate this query with 
a cost proportional to the number of occurrences of the objects. We trace the regions of A, and for 
each interval, we look at the corresponding tree node, to find the object B in a suitable region. If B 
occurs and if its region satisfies the relationship within the threshold value, then the interval of 
current node is returned. As the result of the query, we have a solid set of frame intervals in which 
the given relationship occurs at least %70. 

4.2 Trajectory Queries  

Trajectory is the route of an object on the video in consecutive frames. In a trajectory query, we 
search both the time interval and the location of an object. A trajectory is composed of a set of 
sorted (interval, region) pairs, such that, any interval except the first one is the successor of the 
previous one in time, and any region except the first one is a neighbour of its predecessor. A 
formal definition of trajectory is given as the following: 
 
Definition 3. A trajectory of an object o is a set To = {(In, Rn) | n > 1} such that; 

i. In is the time interval [tns, tnf],  
ii. Rn is the rectangular area defined for object o in time interval In, 

iii. For any i, where 1 < i ≤ n, 
- t(i+1)s = tif + 1, 
- Ri+1 is a neighbour of Ri, where neighbourhood is defined in Definition 4. 
 



 

Definition 4. Given two rectangles R1 and R2, with coordinates (r1x1, r1x2, r1y1, r1y2) and (r2x1, r2x2, 
r2y1, r2y2) respectively, R1 is a neighbour of R2 if and only if one of the following conditions is 
satisfied: 

i. r1x1 = r2x2 ∧ [r1y1, r1y2] and [r2y1, r2y2] overlaps 
ii. r1x2 = r2x1 ∧ [r1y1, r1y2] and [r2y1, r2y2] overlaps 

iii. r1y1 = r2y2 ∧ [r1x1, r1x2] and [r2x1, r2x2] overlaps 
iv. r1y2 = r2y1 ∧ [r1x1, r1x2] and [r2x1, r2x2] overlaps 

where, overlaps is taken from Allen’s temporal algebra [3]. Since this algebra can be applied to 
any one-dimensional space, we used it for x-axis and y-axis. 

As an example of querying trajectories, consider a query of the form: “Find the trajectory of an 
object going from the left to the right of screen”, where left and right of the screen are specified in 
the query interface (typically with the mouse). Here the left of screen and the right of screen are 
not precisely defined regions. The spatial property definitions of the object may not exactly fit in 
these stated regions. Therefore we use uncertainty in processing this kind of queries. We match the 
actual object regions with the imprecise regions given in the query by using approximation 
techniques. A degree of preciseness is requested with each query, in order to match the starting 
and the ending locations of the trajectory.  

The neighbourhood of two rectangles is another point of uncertainty. We implemented a 
constant uncertainty degree, which is proportional to the areas of two rectangles. This degree may 
be user-specified or a commonly accepted value. 

In our data model it is possible to find trajectories that start at any region on the screen and end 
at any region on the screen. Our model allows us to find the trajectories of objects that pass the 
screen from left to right, or diagonally, or from top to bottom, or in the reverse directions. The 
returned trajectories may not only be linear trajectories but also non-linear, even spiral. 

5 Conclusions and Future Work 

In this paper we presented a spatio-temporal video data model, which is an extension of the model 
named AVIS [1]. Our model represents the semantic content of video streams and allows users to 
model any kind of objects, events, and activities of interest in the video. The model presented here 
identifies spatial properties of objects with rectangular areas (regions) resembling MBRs. It is 
possible to compute spatial relationships between two rectangular areas, hence the objects covered 
by those rectangles. We can handle spatial relations left, right, top, bottom, top-left, top-right, 
bottom-left, bottom-right, as directional relations, and overlaps, equal, inside, contain, touch, and 
disjoint as topological relations. We also allow querying the trajectory of an object given the start 
and stop regions for the required trajectory. 

A prototype of the proposed model is developed and implemented [14]. The implementation 
covers a data entry interface that allows users to do detailed frame-by-frame investigation on the 
video stream. It is also possible to see the current association map of any video stream graphically 
within the implementation. The application stores data for more than one video stream in its 
database. In case of a query development, there is a query interface to generate spatial and non-
spatial queries on the video. 



 

One advantage of this study is that, the proposed model is flexible in both design and 
implementation, so that it is easy to extend it with new spatial relations. New query types on 
object trajectories can be developed without much effort.  

As a future study, the prototype can be improved to be a complete video database system. The 
other topological relationships such as near, touch, cover, can be defined without changing the 
proposed data model. We did not discuss the implementation of compound and conjunctive 
queries. However, we think that we have developed a base for these query types, although a 
further work is necessary for more efficient algorithms.  
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