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a b s t r a c t 

Understanding the remarkable ability of some organisms to restore their anatomical shape 

following the amputation of large parts of their bodies is currently a major unsolved ques- 

tion in regenerative biology and biomedicine. Despite rapid advances in the molecular pro- 

cesses required for regeneration, a systems level, algorithmic understanding of this process 

has remained elusive. For this reason, the field needs new computational paradigms to 

help model the flow of information during regeneration. Membrane computing is a branch 

of natural computing that studies the properties and applications of theoretical computing 

devices known as P systems. These systems are an abstraction of the structure and func- 

tioning of a living cell, as well as its organization in tissues. Here, we propose a model of 

regenerative processes in planarian worms based on P systems, which recapitulates sev- 

eral aspects of regenerative pattern regulation. Our results demonstrate that it is possible 

to apply a novel computational framework to help understand pattern regulation in regen- 

erative biology. 

© 2016 Elsevier Inc. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

Membrane computing is a branch of natural computing introduced by P ̆aun in 1998 [63] . This discipline studies the prop-

erties and applications of theoretical computing devices known as P systems, which are an abstraction of the structure and

functioning of a living cell, as well as its organization in tissues and other higher-order structures [27,45,46,55–57,64,79,81–

83] . A P system defines a structure consisting of a graph of interconnected compartments , which are symbolic entities that

could represent biological cells or group of cells in an organism. Each compartment contains a multiset of objects, which

may be molecules with potentially different electrical charges. There are rules that dictate how objects are created, re-

moved, or migrate across compartments and during a computation, objects are processed by means of rewriting rules . P

system rules are abstractions of the biochemical and electrical reactions that occur inside living cells. Objects can move be-

tween two compartments if there exists an edge or link that connects the two compartments. This represents the biological

signaling that occurs between two cellular entities. Spurred by the success of membrane computing as a modeling frame-

work, we propose herein a new class of P systems called regenerative P systems . This computational framework provides a

mathematical formalism to model regenerative processes in biological organisms. 

One of the major unsolved questions facing basic biology and biomedicine today is understanding the remarkable abil-

ity of some organisms to restore their anatomical shape following amputation of large portions of their bodies [1,73] . For
∗ Corresponding author. 

E-mail addresses: mgarcia.universidad@gmail.com (M. García-Quismondo), Michael.Levin@tufts.edu (M. Levin), lobo@umbc.edu (D. Lobo). 

http://dx.doi.org/10.1016/j.ins.2016.11.017 

0020-0255/© 2016 Elsevier Inc. All rights reserved. 

http://dx.doi.org/10.1016/j.ins.2016.11.017
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ins
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ins.2016.11.017&domain=pdf
mailto:mgarcia.universidad@gmail.com
mailto:Michael.Levin@tufts.edu
mailto:lobo@umbc.edu
http://dx.doi.org/10.1016/j.ins.2016.11.017


230 M. García-Quismondo et al. / Information Sciences 381 (2017) 229–249 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

example, salamanders can regenerate their limbs, eyes, jaws, hearts, and portions of the brain [7] . Understanding shape

homeostasis and restoration is critical, not only for advances in regenerative medicine, but also for fundamental issues

in developmental biology and evolution [26,29,32,62,69] . While much progress has been recently made in identifying the

molecular signaling required for regeneration [6] , we are still very far from understanding the control of shape. The molec-

ular details are becoming clearer, but the information flow, computation, and control policies for organizing cell behaviors

towards large-scale anatomical outcomes are largely unknown [33] . 

Planaria are a powerful model system in this field, because they can regenerate every part of their bodies [34,70] . We

need to develop computational models that can explain how regeneration creates exactly what is missing, in the right

location, and stops when the target morphology has been achieved. Several types of models have been proposed [11,49,80] ,

yet constructive models are the important to explore. These models show the sufficient steps to restore pattern, not only

pathways of events necessary for regeneration [2,35,38] . This is largely an unexplored field, and we are still groping for the

correct formalism and appropriate data representation for such models and the algorithms they implement [3,5,50,68,74] .

To enrich the field of possibilities, and introduce biologists to another way to think about the controls of pattern regulation,

we present here a model of planarian regeneration based on P systems. 

A number of modeling formalisms have been attempted in planaria, including [15,35,72,74] and others described in [14] ;

however, P systems have not been investigated in this context. We decided to select membrane computing as our mod-

eling framework for regenerative processes because of its biologically–relevant properties. The explicit spatial structure of

compartments in P systems facilitates the abstraction of morphological regions in regenerative biological organisms. Further-

more, the intercellular communication and signaling through proteins, small molecules, or biophysical phenomena essential

to regeneration can be mathematically modeled with signals and objects between the compartments. 

Our model of regeneration can be easily extended by quantizing these signals in packages. This permits us to model the

magnitude of these cellular signals as the difference in the number of objects of a given class. In addition, the modular

property of P systems permits us to bundle any specific aspect of regenerative processes into a subset of rules. These rules

can then be modified without affecting the overall dynamics of the model [13,66] . For example, the specific signaling mech-

anisms for regenerating the brain and eyes can be modeled with an isolated set of rules without interferences with other

aspects of the model. 

In our proposed model, the flatworm morphology is represented as a rectangular compartment grid. Each compartment

represents a morphological region, and each region belongs to one of the following parts in the morphology: head, trunk

or tail. Signals can be sent between two compartments as long as there exists a link between them. We use objects to ex-

press the membership of a compartment to a worm region and to represent organs inside these regions. We also use links

to denote communication between compartments. Our model aims to reproduce molecular and electrical signals sent be-

tween cells at a local level, which eventually configure emergent morphologies [33,75] . This modeling approach bears some

resemblance to peer-to-peer networks. In both frameworks, a consensus system behavior emerges from the pairwise com-

munication between nodes [16] . In fact, fault diagnosis of electrical and computer networks has been successfully modeled

using P systems [58] . We have tested our modeling framework with a set of planarian in silico experiments that recapitulate

the resultant phenotypes observed in vivo . 

Section 2 introduces regenerative P systems as a new class of membrane computing devices. In Section 3 , the model is

described and its behavior is explained. Section 4 simulates the model for several scenarios, encompassing interesting case

studies. Section 5 compares the model predictions in these scenarios with experimental results. Finally, our conclusions are

reported in Section 6 . 

2. Regenerative P systems 

In this section, we propose a novel framework named regenerative P systems to model biological regeneration processes.

This framework is mainly inspired by kernel P systems, a previous approach in membrane computing [20–22,28] . Prior to

defining the framework, we describe some preliminary concepts as defined in [18] : 

An alphabet � is a non-empty set whose elements are called symbols . Likewise, a multiset w over an alphabet � is a

pair w = (�, f ) where f : � → N is a mapping. For each x ∈ � we say that f ( x ) is the multiplicity of the symbol x in w .

If w = (�, f ) is a multiset, then its support is defined as supp(w ) = { x ∈ � | f (x ) > 0 } . A multiset is finite if its support is a

finite set. A set is a multiset such that the multiplicity of each element of its support is greater or equal to 1, that is, the

multiset can contain more than one object of the same class. 

If w = (�, f ) is a finite multiset over �, and supp(w ) = { a 1 , . . . , a k } then it will be denoted as w = a 
f (a 1 ) 
1 

. . . a 
f (a k ) 

k 
(here

the order is irrelevant), and we say that f (a 1 ) + · · · + f (a k ) is the cardinal of w , denoted by | w |. The empty multiset is

denoted by ∅ . We also denote by M ( �) the set of all finite multisets over �. 

Consider w 1 = (�, f 1 ) and w 2 = (�, f 2 ) multisets over �. We define the following concepts: 

• The union of w 1 and w 2 , denoted by w 1 + w 2 is the multiset ( �, g ), where g = f 1 + f 2 , that is, g(x ) = f 1 (x ) + f 2 (x ) for

each x ∈ �. Likewise, when w 1 is updated as w 1 ← w 1 + w 2 , we say that w 2 is generated into w 1 . 
• The relative complement of w 2 in w 1 , denoted by w 1 �w 2 is the multiset ( �, g ), where g(x ) = f 1 (x ) − f 2 (x ) if f 1 ( x ) ≥ f 2 ( x )

and g(x ) = 0 otherwise. Likewise, when w 1 is updated as w 1 ← w 1 − w 2 , then we say that w 2 is consumed from w 1 . 

We also say that w is a submultiset of w , denoted by w ⊆w , if f ( x ) ≤ f ( x ) for each x ∈ �. 
1 2 1 2 1 2 
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Let w = (�, f ) a multiset over � and A a set. We define the intersection w ∩ A as the multiset ( �, g ), where g(x ) = f (x )

for each x ∈ � ∩ A , and g(x ) = 0 otherwise. 

We also must define some other concepts inspired by the idea of guard found in [22] . Please note that some definitions

are slightly different from those provided in that reference: 

Let � be an alphabet and let � = { a | a ∈ �} , provided � ∩ � = ∅ . We say that Co(�) = � ∪ � is the alphabet of object

constraints over �. 

We also recursively define a guard over an alphabet � as a predicate over M ( �). To do so, let w ∈ M ( �) be a multiset

over � at a given instant. When a guard does not evaluate to true, then it evaluates to false: 

• An empty string is a guard over �, and we say that it always evaluates to true . 
• An object constraint a ∈ Co ( �) is a guard over �. We say that a evaluates to true for w if (a ∈ � ∧ a ∈ supp(w )) ∨ (a ∈

� ∧ a / ∈ supp(w )) . 
• Let g 1 , g 2 be two guards over �. Then, g 1 ∧ g 2 and g 1 ∨ g 2 are guards. g 1 ∧ g 2 evaluates to true if both g 1 and g 2 evaluate to

true. Likewise, g 1 ∨ g 2 evaluates to true if either g 1 or g 2 (or both) evaluate to true. 

In addition, the concept of script (see below) has been inspired by Probabilistic Guarded Scripted P systems [19] . When a

script is generated, it triggers a procedure on the current configuration of the system. The execution of this procedure may

have different effects on the ongoing computation. As an example, the multisets associated with each one of the compart-

ments can be updated or the computation can be halted. 

A regenerative P system of degree ( m, n ), m ≥ 1, n ≥ 1 is defined as: 

� = (H, G, �, �, { w h i 
| 1 ≤ i ≤ q } , R , { (s k , τk ) | 1 ≤ k ≤ n } ) , where: 

• H = { h 1 , . . . , h m 

} is an alphabet of labels . 
• G = (V, S) is a non-directed graph without loops where V = { h 1 , . . . , h q } , q ≤ m is the initial set of nodes labeling com-

partments in the system and S is the initial set of edges (links) over V . 
• � and � are finite alphabets such that � ∩ � = ∅ and σ ∈ �. Elements in � are called objects , and elements in � are

called scripts . 
• For each i, 1 ≤ i ≤ q, w h i 

∈ M(�) is the initial multiset associated with compartment h i . 
• R is a finite set of rules of the following types: 

− [ u ] h i → [ v , s ] h j with u, v ∈ M ( �), 1 ≤ i, j ≤ m and s ∈ �. If s = σ, then we omit it in the notation. 

− [ u ] h i ⇒ [ v ] h j or [ u ] h i �⇒ [ v ] h j with u, v ∈ M ( �), 1 ≤ i, j ≤ m , and h i � = h j . 

− [ u ] h i ⇒ [ v ] h i [ w ] h j with u, v, w ∈ M ( �), 1 ≤ i, j ≤ m and h i � = h j . 

• Each rule from R has an associated priority, that is, there exists a function p R 

from R into Z . We denote p R 

(r) in r as

(p R 

(r)) prior to r , e.g., r ≡ (p R 

(r))[ u ] h i → [ v , s ] h j . If p R 

(r) is equal to 0, then we omit it in the notation. 

• Each rule r ∈ R has an associated guard g r . We denote g r in r as { g r } prior to r and to p R 

(r) , e.g., r ≡
{ g r } (p R 

(r))[ u ] h i → [ v , s ] h j . If g r is the empty string, then we omit it in the notation. 

• {( s k , τ k ) | 1 ≤ k ≤ n } is a set of pairs which contains the pair ( σ , F ) such as s k ∈ � and τ k is a computable predicate over

the set of configurations of � (see below). F is a predicate which always evaluates to false. For each two pairs ( s i , τ i ),

( s j , τ j ), if i � = j then s i � = s j . 

We define a configuration C t = (V t , S t , { w h i ,t 
| h i ∈ V t } ) of a regenerative P system � of degree ( m, n ) at any given time t

≥ 0 as a tuple whose components are the following: a) V t is the (possibly equal) subset of compartment labels from H ; b)

S t the set of links between labels; c) w h i ,t 
| h i ∈ V t are the multisets of objects associated with each of the compartments of

the system. The initial configuration of this regenerative P system is C 0 = (V, S, { w h i 
| h i ∈ V } ) 

Next, let w h i ,t 
be the multiset associated with compartment h i at any given time t ≥ 0. Likewise, let S t be the set of

links in configuration C t . Then, we define the applicability and application effects of rules in the regenerative P system � as

follows: 

• A rule of the form r ≡ { g r } (p R 

(r))[ u ] h i → [ v , s ] h j is applicable on compartment h i if g r evaluates to true, u ⊆ w h i ,t 
and

(h i = h j ∨ (h i , h j ) ∈ S) . Upon its application, u is consumed from w h i ,t 
and v is generated into w h j ,t 

. The role of script s is

explained later in this section. 
• A rule of the form r ≡ { g r } (p R 

(r))[ u ] h i ⇒ [ v ] h j is applicable on compartment h i if g r evaluates to true, u ⊆ w h i ,t 
, h j ∈ V

and ( h i , h j ) �∈ S . Upon its application, u is consumed from w h i ,t 
and v is generated into w h j ,t 

. Moreover, S ← S ∪ {( h i , h j )}. 

• A rule of the form r ≡ { g r } (p R 

(r))[ u ] h i �⇒ [ v ] h j is applicable on compartment h i if g r evaluates to true, u ⊆ w h i ,t 
, h j ∈ V

and ( h i , h j ) ∈ S . Upon its application, u is consumed from w h i ,t 
and v is generated into w h j ,t 

. Moreover, S ← S �{( h i , h j )}. 

• A rule of the form r ≡ { g r } (p R 

(r))[ u ] h i ⇒ [ v ] h i [ w ] h j is applicable on compartment h i if g r evaluates to true, u ⊆ w h i ,t 
and

h j �∈ V . Upon its application, u and v are respectively consumed from and generated into w h i ,t 
. Also, a new compartment

h j with associated multiset w is created, updating V t as V t ← V t ∪ { h j }. Finally, S ← S ∪ {( h i , h j )}. 

Given a set of rules R , we say that a multiset of applicable rules at time t is mutually applicable if they altogether do not

consume more objects than available. Moreover, we say that a mutually applicable multiset of rules is maximal in the case

that, if we add any rule, then the resulting multiset is not mutually applicable. 
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Next, the semantics of the model is defined. At every time t and until the computation halts, a transition step consists of

the following stages: 1) all applicable rules are selected. If there exists none of such rules, then the current configuration is

a halting configuration and the computation halts; 2) from these rules, those with the maximum priority are kept; 3) from

the remainder, a maximal multiset of rules is non-deterministically chosen. The following restriction is applied: if any rule

from this set does not consume any object, then it must appear once in the multiset; 4) all rules from such a multiset are

applied; 5) for every rule of the form r ≡ { g r } (p R 

(r))[ u ] h i → [ v , s ] h j which has been applied in the current transition step,

the predicate associated with s is evaluated for the current configuration. Objects consumed and generated in the current

transition step are considered for this application. If any of these predicates evaluates to true, then the current configuration

is a halting configuration and the computation halts. 

Finally, we define a computation C = { C 0 , C 1 , . . . , C n } as a sequence of configurations such that: a) the first term of the

sequence is the initial configuration of �; b) each remaining configuration is obtained by applying the rules defined in �

on the previous configuration in a transition step; c) the last term of the sequence is a halting configuration. 

In summary, a regenerative P system can be viewed as a set of q interconnected compartments , labeled by h 1 , . . . , h q such

that: a) w h 1 
, . . . , w h q are finite multisets over � representing the objects initially placed in the compartments of the system; 

b) G is a non-directed graph whose edges (links) specify explicit connections among compartments; c) R is the set of rules

that define the transition steps between configuration of the system and each rule r is associated with an integer number

p R E 
(r) in Z describing a priority amongst rules, in such a way that only those applicable rules with the maximum priority

can be applied; d) � is a set of symbols triggering halting predicates, in such a way that, if one of the triggered predicates

is complied at a given time, then the system halts. 

To illustrate the computations and the application of rules in a regenerative P system, let us consider a system such as: 

� = (H = { 1 , 2 , 3 } , 
G = {{ 1 , 2 } , { (1 , 2) }} , 

� = { a, b, c, d, e } , 
� = { s } , 

{ w 1 = { a 4 , c, d} , w 2 = { a 2 , b 2 }} 
R = { r 1 ≡ { d̄ } (−1)[ a 2 , e ] 1 → [ b, c 2 , s ] 2 , 

r 2 ≡ { ̄e } (0)[ a 2 , d] 1 ⇒ [ b, e ] 1 , 

r 3 ≡ { d} (0)[ c] 1 ⇒ [ c] 2 , 

r 4 ≡ { d} (0)[ b 2 ] 2 �⇒ [ b] 3 , 

r 5 ≡ (1)[ a 2 ] 2 ⇒ [ b, c, d] 2 [ c] 3 } , { (s, τ ) } ) 
where τ ( C ), being C a configuration of �, causes the system to halt. Let us consider the initial configuration of this regen-

erative P system. In this configuration, only rules r 2 , r 3 and r 5 are applicable. Although there exists a link between compart-

ments 1 and 2, r 1 cannot be applied because compartment 1 contains one d and zero e ′ s, and r 1 requires that compartment

1 contains zero d ′ s and one e . Moreover, rule r 2 is associated with the same compartment and has a higher priority (1).

In addition, since there exists no link between compartments 2 and 3 and r 5 has a higher priority than r 4 . By applying r 2 
and r 3 , two a ′ s, one c and one d are consumed and one b and one e are generated in compartment 1. Consequently, the

multiset associated with compartment 1 becomes { a 2 , b, e } in the next configuration. Plus, one object c is sent to compart-

ment 2. By applying rule r 5 , two a ′ s are consumed and one b , one c and one d are generated in compartment 2. In addition,

compartment 3 is created and linked with compartment 2. This compartment contains now one c . Therefore, the multiset

associated with compartment 2 becomes { b 3 , c 2 , d } and the multiset associated with compartment 3 becomes { c }. In the

next configuration, only r 1 and r 4 can be applied. Both r 2 and r 3 require one d in compartment 1, but this compartment

contains zero d ′ s in the present configuration. Likewise, r 5 cannot be applied because there are zero a ′ s in compartment

2 and compartment 3 has already been created. Upon applying r 1 , one e and two a ′ s are consumed from compartment 1

and one b and two c ′ s are generated in compartment 2. Moreover, the script s is generated. Likewise, the application of r 4 
consumes two b ′ s from compartment 2 and generates one b in compartment 3. After all rules in this transition step have

been applied, the link between compartments 2 and 3 is removed. Thus, the multiset associated with compartment 1 be-

comes { b }, the multiset associated with compartment 2 becomes { b 2 , c 4 , d }, and the multiset associated with compartment

3 becomes { b, c }. Once these rules have been applied, the predicate associated with the script s is triggered and the system

halts. Table 1 describes this computation. 

3. Regenerative P system model of planarian regeneration 

During planarian regeneration, precise intercellular signaling mechanisms are responsible for the growth and re- 

patterning of the body regions (head, trunk, and tail) and organs with correct proportions and in the correct locations [34] .
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Table 1 

An example of a regenerative P system computation. 

Initial configuration [ a 4 , c, d] 1 − [ a 2 , b 2 ] 2 
Transition step 1 r 2 ≡ { ̄e } (0)[ a 2 , d] 1 ⇒ [ b, e ] 1 

r 3 ≡ { d }(0)[ c ] 1 ⇒ [ c ] 2 
r 5 ≡ (1)[ a 2 ] 2 ⇒ [ b, c, d ] 2 [ c ] 3 

Configuration 2 [ a 2 , b, e ] 1 − [ b 3 , c 2 , d] 2 − [ c] 3 
Transition step 2 r 1 ≡ { ̄d } (−1)[ a 2 , e ] 1 → [ b, c 2 , s ] 2 

r 4 ≡ { d} (0)[ b 2 ] 2 �⇒ [ b] 3 
Configuration 3 [ b] 1 − [ b 2 , c 4 , d] 2 

[ b, c ] 3 
The system halts. 

Table 2 

Model parameters used in the experiments. 

Parameter Description Value 

length Maximum distance from head to tail in any 4 

morphology generated by the model 

width Maximum distance from left to right in any 3 

morphology generated by the model 

lp Maximum number of time steps that any part 7 

allocation stage can take 

bclkmax Maximum number of time steps that all part 31 

allocation stages can take, plus the required overhead to 

discard unused signals 

oclkmax Maximum number of time steps that all organ 8 

allocations can take, plus the required overhead to 

discard unused signals 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Although this process is not fully understood, it is thought to involve proteins and small molecules that are secreted by cells

in different regions. These molecules travel by diffusion or active transport to other regions of the worm. Once there, they

act as signals to instruct the fate of the new regenerated tissue [4,31,76] . For example, the family of proteins in the Wnt

pathway are involved in the regeneration of a tail [60] , whereas notum is involved in the signaling of the head region [61] .

Furthermore, bioelectrical signals related to head or tail regeneration can also travel through gap junctions in the cells and

act as regeneration signals [54] . Understanding the exchange and processing of these signals is an essential step for inferring

the mechanisms responsible for the regeneration in the worm [36] . To this end, we present here a model within the frame-

work of regenerative P systems that captures, in an abstract fashion, the cell signaling processes that enable a planarian

worm to regenerate. Our model repeats iteratively the same cycle (sequence of steps), which consists of two sub-cycles.

On the first sub-cycle, the model orients itself: it locates the head, the tail, the left-hand side and the right-hand side. If

necessary, it also grows at a rhythm of one compartment per cycle. This procedure is illustrated in Figs. 2 –5 . The second

half-cycle involves the allocation of organs inside the morphology. This process is performed case by case, depending on

the organ that is being allocated. Some organs must be allocated in the center of the morphology, such as the pharynx. In

contrast, other organs must be on the outside regions of the morphology, such as the eyes and brains. In total, the model

takes 39 time steps to complete a cycle. 

Fig. 1 represents a regenerative P systems model of a planarian worm of length 4 and width 3 (see Table 2 ). The com-

partments labeled in make up the trunk, those labeled in and compose the left-hand and right-hand

sides, respectively; and those labeled in and represent the tail and the head, respectively. Compartments with

two colors belong to two regions simultaneously. The circles in each compartment represent the organs in each morphol-

ogy part. Moreover, a black line between two compartments represents a link between them, through with objects (some

proteins, small molecules, etc.) can pass. 

The model of planarian regeneration consists of a regenerative P system defined as follows: 

� = (H, G, �, �, { w h i 
| 1 ≤ i ≤ m } , R , { (s k , τk ) | 1 ≤ k ≤ n } ) , where: 

• H = { (1 , 1) , (1 , 2) , . . . , (1 , np + 1) , (2 , 1) , (2 , 2) , . . . , (length, width ) } , where length and width are the maximum distance

from head to tail and left to right, respectively, in any possible morphology generated by the model. 
• G = (V, S) is a non-directed graph representing the initial morphology regions and their connections. Each node in G

represents a region in the initial morphology, and each edge represents an initial link between two regions. The specific

nodes in V depend on the simulated experiment. 
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Fig. 1. A visual representation of a regenerative P system model of a planarian worm. (For interpretation of the references to color in this figure, the reader 

is referred to the web version of this article). 

 

 

 

 

 

 

 

 

 

 

 

We say that two compartments are adjacent if the first or the second index (but not both) of their labels differ by one

unit. For instance, [ ] 1,1 , [ ] 1,2 are adjacent, but not [ ] 2,1 , [ ] 1,2 . Then, there exists an edge in S for each pair of adjacent

compartments whose labels belong to V . That is to say: 

S = { (i 1 , j 1 ) , (i 2 , j 2 ) } , 1 ≤ i 1 , i 2 ≤ length, 1 ≤ j 1 , j 2 ≤ width , | i 1 − i 2 | + | j 1 − j 2 | = 1 

• Alphabet � is composed of objects representing signals, markers and clocks. The meaning of bclkmax and oclkmax is

explained in Table 2 . 

� = { f et m,n , rep m,n , rec m,n , 1 ≤ m ≤ length, 1 ≤ n ≤ width } ∪ 

{ l ss i 1 ,i 2 , l ssb i 1 ,i 2 , rss i 1 ,i 2 , rssb i 1 ,i 2 , hes i 1 ,i 2 , hesb i 1 ,i 2 , tas i 1 ,i 2 , tasb i 1 ,i 2 , 

1 ≤ i 1 ≤ max (lengt h, widt h ) , 0 ≤ i 2 ≤ max (lengt h, widt h ) } ∪ 

{ les, res, less, ress, lesb, resb} ∪ 

{ he, ta, le, re, lb, rb, phar, pharsl, phars v } ∪ 

{ bclk bclki , 1 ≤ bclki ≤ bclkmax } ∪ 

{ sclk sclki , 1 ≤ sclki ≤ 4 } ∪ 

{ oclk oclki , 1 ≤ oclki ≤ oclkmax } 

− Objects fet m, n , rep m, n and rec m, n , 1 ≤ m ≤ length , 1 ≤ n ≤ width , represent fetch, reply and received signals which

assist each compartment in knowing to which morphology part it belongs. 

− Objects l ss i 1 ,i 2 , l ssb i 1 ,i 2 , rss i 1 ,i 2 , rssb i 1 ,i 2 , hes i 1 ,i 2 , hesb i 1 ,i 2 , t as i 1 ,i 2 and t asb i 1 ,i 2 , 1 ≤ i 1 ≤ max (lengt h, widt h ) , 0 ≤ i 2 ≤
max (lengt h, widt h ) determine the location of the pharynx in the body. Specifically, the model tries to allocate

a single pharynx in the center of the trunk. This task is accomplished by sending a signal towards the left-hand side

( l ss i 1 ,i 2 and l ssb i 1 ,i 2 ), right-hand side r ss i 1 ,i 2 and r ssb i 1 ,i 2 , head ( hes i 1 ,i 2 and hesb i 1 ,i 2 ) and tail ( t as i 1 ,i 2 and t asb i 1 ,i 2 ), so

as to measure the distance from each compartment to each one of these regions. When these signals bounce back

and the differences in longitudinal (head to tail) and ventral (left to right) distances are off by at most one unit

towards the left-hand side and the tail, then the model allocates the pharynx in that compartment. 

− Objects les, less, lesb, res, ress and resb are signals used to allocate the left ( les, less and lesb ), right ( res, ress and resb )

eyes and brains and left ( lvncs, lvncss and lvncsb ) and right ( rvncs, rvncss and rvncsb ) ventral nerve cords. To do so,
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Fig. 2. Initial (left) and final (right) morphologies of a model of tail regeneration. The top diagrams are cartoonlike illustrations of the morphologies and 

the bottom diagrams are visual representations of their P system configurations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

each compartment in the head sends a signal to the left ( les and less ) and right ( res and ress ). If there is no response

( lesb and resb , respectively) in the next step, then the model allocates a left eye and brain. The same applies for the

right eye and brain with objects res, ress and resb . 

− Objects he and ta are markers used to determine which compartments belong to the head and tail. Objects le and lb

represent the left eye and brain and re and rbrvnc represent their right counterparts. Finally, object phar represents

the pharynx and objects pharsl and pharsv are auxiliary signals to allocate it. 

− Objects bclk bclki , 1 ≤ bclki ≤ bclkmax , sclk sclki , 1 ≤ sclki ≤ 5 and oclk oclki , 1 ≤ oclki ≤ oclkmax are clocks which assist on

determining to which morphology part each compartment belongs ( bclk bclki and sclk sclki ) and in which compartment

each organ is ( oclk oclki ). 
• Alphabet � is composed of scripts representing computable predicates over configurations from �: � = { sc 1 , σ } . The

predicate τ 1 associated to sc 1 is computed as follows. At the beginning of the computation, a variable conf storing the

latest configuration is set to a null value. Then, when sc 1 is generated, if conf is set to null then τ 1 evaluates to false.

Otherwise, τ 1 evaluates to true at a certain instant if the configuration of the system at that instant is equal to the value

in conf . We say that two configurations C 1 and C 2 are equal if both of the following holds: 

− For each compartment i in C 1 there exists a single compartment i ′ in C 2 with the same label and associated multiset

than i . Likewise, for each compartment i in C 2 there exists a single compartment i ′ in C 1 with the same label and

associated multiset than i . 

− For each two compartments i and j which are linked in C 1 , there exist two linked compartments i ′ , j ′ in C 2 such as i ′
has the same label as i and j ′ has the same label as j . Likewise, for each two compartments i and j which are linked

in C 2 , there exist two linked compartments i ′ , j ′ in C 1 such as i ′ has the same label as i and j ′ has the same label as j .
• The initial multisets are: 

− M i, j = { bclk 1 } , (i, j) ∈ V, that is, each compartment contains a region clock set at time 1. 
• The rule set R is composed of the following rules: 

− First, the halting condition is checked. To do so, the model generates a script which triggers the halting predicate.

Note that this is only necessary for a single compartment. 

(2)[ bclk 1 → f et 1 , 1 , bclk 2 , sc 1 ] 2 , 1 
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If (2, 1) �∈ V , then such a rule is replaced by: 

(2)[ bclk 1 → f et i −1 , j , bclk 2 , sc 1 ] i, j 

provided that ( i, j ) ∈ V . 

− Next, the model associates each compartment with a morphology part. This procedure consists of four stages, each

one for a region marker. Each compartment sends a signal towards the direction in which the region must be. For

instance, in the left side stage each compartment sends a signal fet m, n towards the left-hand side. If it does not receive

a signal rep m, n in the next step, it means that there exists no compartment at its left. Therefore, the compartment

generates a marker ls to allocate itself in the left-hand side. If the compartment does not have the minimum possible

index (1), it must divide towards the left and pass on its left side marker. If there exists any compartment to the right

of the newly created compartment, then these compartments are linked. The following rules model this procedure for

the leftside (1), head (2), right side (3), and tail (4). lp is experimentally tuned so that each stage consists of enough

steps to allocate a region. 
•

(1) [ bclk 1 → f et m,n −1 , bclk 2 ] m,n 

[ f et m,n −1 ] m,n → [ rep m,n ] m,n −1 

(−1) [ r ep m,n −1 ] m,n → [ r ec m,n ] m,n −1 

{ g 1 , 1 } (−1) [ → ls ] m,n 

{ g 1 , 2 } [ bcl k l p−1 , l s ] m,n ⇒ [ bcl k l p ] m,n [ scl k 1 , l s ] m,n −1 

{ g 3 } [ ] m,n ⇒ [ ] m,n −1 

[ sclk 1 → bclk l p+1 ] m,n −1 

{
1 ≤ m ≤ length 

2 ≤ n ≤ width 

where g 1 , 1 ≡ bclk 1 ∧ sclk 1 ∧ rec m,n −1 ∧ ls ∧ bclk l p−2 , g 1 , 2 ≡ bclk 1 ∧ sclk 1 ∧ rec m,n −1 and g 3 ≡
∨ 4 

h =1 bclk h . 
•

(1) [ bclk l p+2 → f et m −1 ,n , bclk l p+3 ] m,n 

[ f et m −1 ,n ] m,n → [ rep m,n ] m −1 ,n 

(−1) [ r ep m −1 ,n ] m,n → [ r ec m,n ] m −1 ,n 

{ g 2 , 1 } (−1) [ → ta ] m,n 

{ g 2 , 2 } [ bclk 2 ·l p−1 , ta ] m,n ⇒ [ bcl k 2 ·l p ] m,n [ scl k 2 , ta ] m −1 ,n 

{ g 3 } [ ] m,n ⇒ [ ] m −1 ,n 

[ sclk 2 → bclk 2 ·l p+1 ] m −1 ,n 

{
2 ≤ m ≤ length 

1 ≤ n ≤ width 

where g 2 , 1 ≡ bclk 1 ∧ sclk 1 ∧ rec m,n −1 ∧ ta ∧ bclk 2 ·l p−2 and g 2 , 2 ≡ bclk 1 ∧ sclk 1 ∧ rec m −1 ,n . 
•

(1) [ bclk 2 ·l p+2 → f et m,n +1 , bclk 2 ·l p+3 ] m,n 

[ f et m,n +1 ] m,n → [ rep m,n ] m,n +1 

(−1) [ r ep m,n +1 ] m,n → [ r ec m,n ] m,n +1 

{ g 3 , 1 } (−1) [ → rs ] m,n 

{ g 3 , 2 } [ bclk 3 ·l p−1 , rs ] m,n ⇒ [ bcl k 3 ·l p ] m,n [ scl k 3 , rs ] m,n +1 

{ g 3 } [ ] m,n ⇒ [ ] m,n +1 

[ sclk 3 → bclk 3 ·l p+1 ] m,n +1 

{
1 ≤ m ≤ length 

1 ≤ n ≤ width − 1 

where g 3 , 1 ≡ bclk 1 ∧ sclk 1 ∧ rec m,n −1 ∧ rs ∧ bclk 3 ·l p−2 and g 3 , 2 ≡ bclk 1 ∧ sclk 1 ∧ rec m,n +1 . 
•

(1) [ bclk 3 ·l p+2 → f et m +1 ,n , bclk 3 ·l p+3 ] m,n 

[ f et m +1 ,n ] m,n → [ rep m,n ] m +1 ,n 

(−1) [ r ep m +1 ,n ] m,n → [ r ec m,n ] m +1 ,n 

{ g 4 , 1 } (−1) [ → he ] m,n 

{ g 3 , 2 } [ bclk 4 ·l p−1 , rs ] m,n ⇒ [ bcl k 4 ·l p ] m,n [ scl k 4 , he ] m +1 ,n 

{ g 3 } [ ] m,n ⇒ [ ] m +1 ,n 

[ sclk 4 → bclk 4 ·l p+1 ] m +1 ,n 

{
1 ≤ m ≤ length − 1 

1 ≤ n ≤ width 

where g 4 , 1 ≡ bclk 1 ∧ sclk 1 ∧ rec m,n −1 ∧ he ∧ bclk 4 ·l p−2 and g 4 , 2 ≡ bclk 1 ∧ sclk 1 ∧ rec m +1 ,n . 

− In case that none of the above rules have been applied at a certain step, there exists another auxiliary set of rules

which increase the morphology part clock in each compartment. 
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•

(−1) [ bclk i → bclk i +1 ] m,n 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

1 ≤ m ≤ length 

1 ≤ n ≤ width 

1 ≤ i ≤ bclkmax − 1 

i � = 2 

i � = l p + 3 

i � = 2 · l p + 3 

i � = 3 · l p + 3 

•
[ bclk 2+ j → bclk 3+ j ] m,n 

[ bclk i + l p+3 → bclk i + l p+4 ] m,n 

[ bclk i +2 ·l p+3 → bclk i +2 ·l p+4 ] m,n 

[ bclk i +3 ·l p+3 → bclk i +3 ·l p+4 ] m,n 

[ bclk bclkmax → oclk 1 ] m,n 

{ 

1 ≤ m ≤ length 

1 ≤ n ≤ width 

0 ≤ j ≤ 1 

− After the morphology part allocation stage has been completed, the objects rec m, n that remain unused are cleared. 

(1) [ rec m,n −1 , clk cl kit·l p−2 → c lk cl kit·l p−1 ] m,n 

(1) [ rec m −1 ,n , clk cl kit·l p−2 → c lk cl kit·l p−1 ] m,n 

(1) [ rec m,n +1 , clk cl kit·l p−2 → c lk cl kit·l p−1 ] m,n 

(1) [ rec m +1 ,n , clk cl kit·l p−2 → c lk cl kit·l p−1 ] m,n 

⎧ ⎨ 

⎩ 

1 ≤ m ≤ length 

1 ≤ n ≤ width 

1 ≤ clkit ≤ 4 

− Our model does not permit the same compartment to simultaneously belong to the head and the tail regions, nor to

the left-hand and the right-hand side. Therefore, if any of these pairs of object markers coincides in a compartment

at the same time, they are cleared out. Cells often implement bi-stable negative feedback signaling to ensure that

only one outcome dominates. The purpose of these rules is to avoid incorrect behaviors in the model resulting from

having the same compartment associated with opposing parts. 

(−1) [ he, ta → ] m,n 

(−1) [ ls, rs → ] m,n 

{
1 ≤ m ≤ length 

1 ≤ n ≤ width 

− These rules initiate and locate the pharynx in the center of the trunk. The model considers that all compartments

that do not belong either to the head and the tail are automatically part of the trunk. Therefore, head and tail com-

partments are excluded from the pharynx allocation. Likewise, compartments which belong either to the left-hand or

the right-hand side are excluded from being assigned as ’center’. 

{ he ∧ ta ∧ ls ∧ rs ∧ oclk 1 } [ → lss n, 0 , rss n, 0 , hes m, 0 , tas m, 0 ] m,n 

{ he ∧ ta ∧ ls ∧ rs } [ pharsl, phars v → phar] m,n 

{
2 ≤ m ≤ length − 1 

2 ≤ n ≤ width − 1 

− After all compartments have been associated with a morphology part, but before the organs are allocated, the model

flushes organ markers. 

{ oclk 1 } [ phar → ] m,n 

{ oclk 1 } [ e → ] m,n 

{ oclk 1 } [ b → ] m,n 

{
1 ≤ m ≤ length 

1 ≤ n ≤ width 

− Compartments that have been allocated to the head send a signal to the left and right to allocate the eyes and brains.

If they do not receive any response from the compartment on the left in the next step, then the compartment is at

the leftmost position in the head. Consequently, it generates an eye and a brain. The same applies for the right-hand

side. 

{ he ∧ oclk 1 } [ → les, res ] m,n 

{ he } [ l es ] m,n → [ l ess ] m,n −1 

{ he } [ r es ] m,n → [ r ess ] m,n +1 

{ he } [ l ess ] m,n → [ l esb] m,n +1 

{ he } [ r ess ] m,n → [ r esb] m,n −1 

{ he ∧ oclk oclkmax } [ lesb → ] m,n 

{ he ∧ oclk oclkmax } [ resb → ] m,n 

{ he ∧ oclk oclkmax ∧ lesb } [ → e, b] m,n 

{ he ∧ oclk oclkmax ∧ resb } [ → e, b] m,n 

{
2 ≤ m ≤ length 

1 ≤ n ≤ width 

− The organ clock advances one unit per computation step. 
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[ oclk i → oclk i +1 ] m,n 

{ 

1 ≤ m ≤ length − 1 

1 ≤ n ≤ width 

1 ≤ i ≤ oclkmax − 1 

− The signals used to allocate the pharynx are transmitted at a speed of one compartment per computation step. 

{ ls } [ l ss a,i ] m,n → [ l ss a,i +1 ] m,n −1 

{ rs } [ r ss a,i ] m,n → [ r ss a,i +1 ] m,n +1 

⎧ ⎪ ⎨ 

⎪ ⎩ 

1 ≤ m ≤ length 

2 ≤ n ≤ width − 1 

1 ≤ a ≤ width 

0 ≤ i ≤ length 

{ ta } [ t as a,i ] m,n → [ t as a,i +1 ] m −1 ,n 

{ he } [ hes a,i ] m,n → [ hes a,i +1 ] m +1 ,n 

⎧ ⎪ ⎨ 

⎪ ⎩ 

2 ≤ m ≤ length − 1 

1 ≤ n ≤ width 

1 ≤ a ≤ length 

0 ≤ i ≤ width 

− The signals used to allocate the pharynx return once they have reached the farthest compartment in a specific direc-

tion. 

{ ls } [ l ss a,i ] m,n → [ l ssb a,i +1 ] m,n +1 

{ rs } [ r ss a,i ] m,n → [ r ssb a,i +1 ] m,n −1 

⎧ ⎪ ⎨ 

⎪ ⎩ 

1 ≤ m ≤ length 

1 ≤ n ≤ width 

1 ≤ a ≤ width 

0 ≤ i ≤ length 

{ ta } [ t as a,i ] m,n → [ t asb a,i +1 ] m +1 ,n 

{ he } [ hes a,i ] m,n → [ hesb a,i +1 ] m −1 ,n 

⎧ ⎪ ⎨ 

⎪ ⎩ 

1 ≤ m ≤ length 

1 ≤ n ≤ width 

1 ≤ a ≤ length 

0 ≤ i ≤ width 

− The signals used to allocate the pharynx propagate back until they reach their compartment of origin. 

{ ls } [ l ssb a,i ] m,n → [ l ssb a,i +1 ] m,n +1 

{ rs } [ r ssb a,i ] m,n → [ r ssb a,i +1 ] m,n −1 

⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

1 ≤ m ≤ length 

2 ≤ n ≤ width − 1 

1 ≤ a ≤ width 

0 ≤ i ≤ length 

a � = n 

{ ta } [ t asb a,i ] m,n → [ t asb a,i +1 ] m,n +1 

{ he } [ hesb a,i ] m,n → [ hesb a,i +1 ] m,n −1 

⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

2 ≤ m ≤ length − 1 

1 ≤ n ≤ width 

1 ≤ a ≤ length 

0 ≤ i ≤ width 

a � = n 

− When the ventral or longitudinal pharynx signals issued by the same compartment collide and they are off by at

most one unit towards the left and the tail, they generate a marker indicating that the orientation allocation for the

pharynx is correct. 

{ ls ∧ rs ∧ ta ∧ he } [ lssb n,i , r ssb n,i − j → phar s v ] m,n 

⎧ ⎪ ⎨ 

⎪ ⎩ 

2 ≤ m ≤ length − 1 

2 ≤ n ≤ width − 1 

0 ≤ i ≤ length 

0 ≤ j ≤ 1 

{ ls ∧ rs ∧ ta ∧ he } [ hesb m,i , tasb m,i − j → pharsl] m,n 

⎧ ⎪ ⎨ 

⎪ ⎩ 

2 ≤ m ≤ length − 1 

2 ≤ n ≤ width − 1 

0 ≤ i ≤ width 

0 ≤ j ≤ 1 

− Otherwise, the signals are cleared. 

{ ls ∧ rs ∧ ta ∧ he } [ lssb n,i , rssb n, j → ] m,n 

{ ls ∧ rs ∧ ta ∧ he } [ tasb m,i , hesb m, j → ] m,n 

⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

2 ≤ m ≤ length − 1 

2 ≤ n ≤ width − 1 

0 ≤ i ≤ length 

0 ≤ j ≤ width 

i � = j + 1 
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− If the organ clock reaches its maximum value and there are still pharynx signals in transit, then they are cleared. 

{ oclk oclkmax } [ phars v → ] m,n 

{ oclk oclkmax } [ pharsl → ] m,n 

{
2 ≤ m ≤ length − 1 

2 ≤ n ≤ width − 1 

{ oclk oclkmax } [ lssb n,i → ] m,n 

{ oclk oclkmax } [ rssb n,i → ] m,n 

{ 

1 ≤ m ≤ length 

1 ≤ n ≤ width 

0 ≤ i ≤ width 

{ oclk oclkmax } [ hesb m,i → ] m,n 

{ oclk oclkmax } [ tasb m,i → ] m,n 

{ 

1 ≤ m ≤ length 

1 ≤ n ≤ width 

0 ≤ i ≤ length 

− If the organ clock reaches its maximum value and there are still signals for compartment allocation in transit, then

they are cleared. 

{ oclk oclkmax } [ rec m,n −1 → ] m,n 

{ oclk oclkmax } [ rec m −1 ,n → ] m,n 

{ oclk oclkmax } [ rec m,n +1 → ] m,n 

{ oclk oclkmax } [ rec m +1 ,n → ] m,n 

{ oclk oclkmax } [ f et m,n −1 → ] m,n 

{ oclk oclkmax } [ f et m −1 ,n → ] m,n 

{ oclk oclkmax } [ f et m,n +1 → ] m,n 

{ oclk oclkmax } [ f et m +1 ,n → ] m,n 

{
1 ≤ m ≤ length 

1 ≤ n ≤ width 

− After the organ clock has reached its maximum value, the morphology part clock is regenerated and set to its initial

value. 

[ oclk oclkmax → bclk 1 ] m,n 

{
1 ≤ m ≤ length 

1 ≤ n ≤ width 

The values and descriptions of the parameters used in the model are the following: 

Parameters lp, bclkmax and oclkmax have been experimentally adjusted in order to synchronize the model. On the con-

trary, parameters length and width can be modified, according to the resolution needed for the experiment at hand. 

4. Experiments and results 

One important property of our model is that the relative size of each morphology part is encoded by the number of

connected compartments that are allocated to it. This means that our model is able to predict the adjacencies between

morphology partsand also predicts their relative sizes. Moreover, scripts enable our model to detect its convergence to a

stable state by comparing the current morphology with that from the previous cycle. If both morphologies are equivalent,

then we can assert that no new morphology will be generated (the model will generate the same sequence of morphologies

ad infinitum ) and thus the computation halts. 

To perform the in silico experiments, we integrated regenerative P systems into P-Lingua [17] , a software API for Mem-

brane Computing. P-Lingua is available under GPL license at [59] . We used MeCoGUI (also available at [59] ) to access P-

Lingua and run the experiments and Planform [37,38] to visualize the results. We tested our model under three different

scenarios; in all cases the model worked as expected. 

4.1. Regeneration experiments 

To validate our model, we simulated seven different regenerative experiments of planarian flatworms extracted from the

Planform database [37] . The first experiment consists of the regeneration of an amputated tail fragment ( Fig. 2 ). The initial

morphology was generated without a tail, and after a simulation cycle the model restores the missing tail, generating a com-

plete worm. During this process, the compartments at the end of the trunk send a signal towards the tail. Since there are

no compartments there, they receive no response, which triggers tail regeneration. Since these newly regenerated compart-

ments do not have an anterior neighbor, they are part of the new morphology’s tail. Consequently, the initial compartments

send a ta object to these newly–regenerated compartments, indicating that they belong to the tail. 

For the next experiment, we simulated the complete regeneration of a wild-type worm starting from an amputated

head fragment ( Fig. 3 ). Again, the model correctly regenerates a complete morphology including a head, a trunk and a

tail. The simulation takes three cycles to reach the final state. During each of these cycles, a new row of compartments is

regenerated. These newly created compartments initially belong to the tail. During the next cycle, they create another row

of compartments and send a ta signal to each one of them. As a consequence of losing their ta markers, these compartments

are now assigned to the trunk. 

Next, we tested the model with a lateral amputation experiment ( Fig. 4 ). In this case, the starting morphology is missing

its entire right-hand side. In this case as well, the model regenerates a complete worm, taking two cycles to reach the final
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Fig. 3. Initial configuration and configurations at the end of each cycle during a regeneration experiment starting from a head fragment. 

Fig. 4. Initial configuration and configurations at the end of each cycle of an experiment of right-hand side regeneration. 

 

 

 

 

state. The same create-and-associate process from the previous experiments is repeated each cycle, growing towards the

right one row of compartments per cycle. 

We then simulated an amputation experiment in which only a small central fragment of the flatworm exists ( Fig. 5 ).

The model takes two cycles to regenerate a complete morphology, in a similar fashion to the previous experiments. In

this experiment, however, the regeneration is carried out simultaneously in all four directions (i.e., towards the head, tail,

left-hand side and right-hand side). 
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Fig. 5. Initial configuration and configurations at the end of each cycle of an experiment of worm regeneration from a small central trunk fragment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Next, we performed an experiment in which the head is sliced in half ( Fig. 6 ). In the model, the slice is encoded as the

absence of a link between the compartment at the left upper corner and its right contiguous neighbor. In this experiment,

the model takes a single cycle to reach its final state. In this cycle, the right and left head slices send a signal towards

the left and right side, respectively. Since they receive no response, each slice grows two new eyes and two new brains.

As a result, the model generates bi–cephalic morphology in which the two heads stem from the trunk. Note that in this

experiment there is no expansion towards any direction, just organ generation and re–allocation. The size of each head slice

is encoded as the number of compartments in each connected component in the head row. These sizes are different in this

model simulation, and so the widths of the resulting heads are different too. 

Next ( Fig. 7 ), we simulated an experiment in which the initial morphology consists of a flatworm with two heads located

at the anterior and posterior ends of the worm body. That is, an ectopic head is in the usual location of the tail in a wild-

type morphology, as occurs during some regeneration experiments [53,65] . Starting from this double–head morphology,

a small section from the posterior ectopic head is amputated. In this case, the model regenerates the amputated head

fragment in the ectopic head in a single cycle, consistent with what has been reported in the literature. 

For our last case study ( Fig. 8 ), we considered a variant of the aforementioned experiment. This variant starts from a

morphology with two opposite heads. Then, the whole posterior head is removed. A set of experiments using octanol in

the media [54] , as described in the Planform database, suggests that the model should regenerate an ectopic head at the

posterior end of the trunk, yielding the morphology prior to the amputation. However, in its current version our model is

unable to retain information about amputated regions in the compartment structure. Therefore, the model would regenerate

a tail at the end of the trunk instead of a head, resulting in a wild–type morphology. To solve this problem, we needed to

explicitly denote in the model that there existed a head posterior to the trunk. To do so, we modified the set of rules

specifically for this experiment – a permanent modification caused by the presence of octanol during regeneration. We

replaced the rules: 

(1) [ bclk l p+2 → f et m −1 ,n , bclk l p+3 ] m,n 

[ f et m −1 ,n ] m,n → [ rep m,n ] m −1 ,n 

(−1) [ r ep m −1 ,n ] m,n → [ r ec m,n ] m −1 ,n 

{ g 2 , 1 } (−1) [ → ta ] m,n 

{ g 2 , 2 } [ bclk 2 ·l p−1 , ta ] m,n ⇒ [ bcl k 2 ·l p ] m,n [ scl k 2 , ta ] m −1 ,n 

{ g 3 } [ ] m,n ⇒ [ ] m −1 ,n 

[ sclk 2 → bclk 2 ·l p+1 ] m −1 ,n 

{
2 ≤ m ≤ length 

1 ≤ n ≤ width 

where g 2 , 1 ≡ bclk 1 ∧ sclk 1 ∧ rec m,n −1 ∧ ta ∧ bclk 2 ·l p−2 and g 2 , 2 ≡ bclk 1 ∧ sclk 1 ∧ rec m −1 ,n .for the rules: 
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Fig. 6. Initial (left) and final (right) morphologies of an experiment involving a sliced head. The left upper and middle upper compartments are not 

connected in either of the two P system configurations. This disconnection is encoded as the absence of a link between these two compartments, as seen 

on the diagrams at the bottom row. 

 

 

 

 

 

 

 

 

 

 

 

(1) [ bclk l p+2 → f et m −1 ,n , bclk l p+3 ] m,n 

[ f et m −1 ,n ] m,n → [ rep m,n ] m −1 ,n 

(−1) [ r ep m −1 ,n ] m,n → [ r ec m,n ] m −1 ,n 

{ g 2 , 1 } (−1) [ → he ] m,n 

{ g 2 , 2 } [ bclk 2 ·l p−1 , he ] m,n ⇒ [ bcl k 2 ·l p ] m,n [ scl k 2 , he ] m −1 ,n 

{ g 3 } [ ] m,n ⇒ [ ] m −1 ,n 

[ sclk 2 → bclk 2 ·l p+1 ] m −1 ,n 

{
2 ≤ m ≤ length 

1 ≤ n ≤ width 

where g 2 , 1 ≡ bclk 1 ∧ sclk 1 ∧ rec m,n −1 ∧ ta ∧ bclk 2 ·l p−2 and g 2 , 2 ≡ bclk 1 ∧ sclk 1 ∧ rec m −1 ,n . 

With this modification, every time a new row is created near the posterior end of the worm, its compartments are

marked as head instead of tail. It is important to remark that this change of rules is not necessary for the previous experi-

ment. In that case, the compartments associated with the ectopic head that remain after amputation lead to the regenera-

tion of a head in that location. After a single cycle, the model regenerates a head at the posterior end of the trunk, which

is consistent with the experiment from the Planform database. 

5. Discussion 

Our model reproduces a set of regenerative experiments on Planaria flatworms taken from the literature. In each case,

the model simulates the regeneration of a complete flatworm from a surgically manipulated morphology. Our model restores

amputated parts of the flatworm morphology when the undisturbed regenerative mechanisms of a living flatworm would

do so. In addition, our model is also capable of detecting manipulations that would yield novel morphologies. An example

is the initial morphology with a bisected head. In this scenario, the model grows two new heads, each from one of the head

fragments, as occurs in vivo . 

Our model assumes that each cell cluster has a compass to orient themselves inside the flatworm. This compass signals

where the head, tail, and each side should be regenerated. This feature is essential for the correct performance of our model.
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Fig. 7. Initial (left) and final (right) morphologies of an experiment of a double–head worm. The same model that predicted the wild–type morphology in 

other amputations can now regenerate the removed notch even if the initial morphology is not a wild–type. 

Table 3 

Comparison of regenerative models of planarian regeneration. 

Model Dimensions Region delimitation Organ allocation 

Regenerative P systems 2 Discrete (potentially continuous) Yes 

Lobo’s 2 Continuous No 

Meinhardt’s 2 Continuous No 

Slack’s 1 None No 

 

 

 

 

 

 

Therefore, one prediction of our model is that cell polarity (a compass that orients individual cells to large-scale axial cues

in many patterning organisms [23,24] ), is necessary in these regeneration processes. 

5.1. Comparative analysis with other models of planarian regeneration 

Our model represents a novel approach to study planarian regeneration. We have compared it to other mathematical and

computational frameworks that have been used to explain the regeneration in planarian flatworms (see Table 3 ). For in-

stance, Slack [72] modeled a set of regenerative experiments on flatworms using a decision algorithm in two stages, namely

bifurcation and decrementation . Like our model, Slack’s model can explain the regeneration of wild–type morphologies in

which certain body parts or territories have been removed. During the bifurcation stage, the polarity of the new tissue is es-
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Fig. 8. Initial (left) and final (right) morphologies of an experiment of regeneration of a posterior head in a worm exposed to octanol. In response to 

the drug, specific rules defined in the model are altered, resulting in the regeneration of a complete posterior head and the restoration of the original 

double–head morphology in which it was amputated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

tablished by comparing the sequence indexes between the wounded region and the rest of the remaining body. During the

decrementation stage, the regions corresponding to the missing indexes are sequentially regenerated. Although this model

keeps track of the head–tail polarity, territories are not associated with the head, trunk or tail. Instead, they are placed in a

sequence between 0 (tail) and a predefined number n (head). In contrast to ours, Slack’s model is unidimensional, modeling

the flatworm morphology as sequential segments along the anterior–posterior axis. 

Meinhardt [48] proposed a regeneration framework based on dynamical systems of diffusing substances with local self–

activation and lateral inhibition. Distinction between regions is regulated by a set of interacting products. In this way, the

concentration levels of different products dictate the location of different regions, delimiting boundaries among them. Region

allocation is more expressive in this model than in ours because the association of regions with body parts is implemented

in a continuous manner. A real value is assigned to the membership of a body part to a region. Even if our current model

does not implement this type of numerical tagging, it could be implemented in our framework, since objects inside com-

partments can have a cardinality greater than one. Thus, the membership of a compartment in a body part could be encoded

as the cardinality of the body part marker in that compartment. 

Recently, a comprehensive dynamic genetic regulatory model of planarian regeneration was reverse–engineered directly 

from experimental data, including amputations, genetic knock–downs, and drugs [35,36] . Unlike Slack’s, this model can

explicitly delimit the head, trunk and tail regions in the morphology. The authors used a machine learning algorithm to

automatically generate the model from a dataset of experiments and validated its predictions by performing new experi-

ments in the laboratory [39] . However, like Slack’s, this model does not implement organ allocation, a feature included in

our model presented here. 

Finally, it is worth mentioning a cellular aggregation model based on P systems [44] ; in this work, the authors pro-

posed a P system model to capture cellular aggregation in Dictyostelium discoideum . This organism alternates between two

morphologies: a mass of cells spread in the environment that aggregates into a moving slug in response to specific environ-
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mental conditions. The authors defined rules for biomechanical motion that were based on the proximity across cells and

attraction/repulsion dynamics. However, since this work captures the behavior of a different biological process, we have not

included a detailed comparison of this work with our model. 

After this comparative analysis, we conclude that one of the new features provided by our model is the allocation of

organs inside body parts. This feature is absent in all the previously proposed frameworks that we have analyzed. Organs

are easily abstracted in our model due to the hierarchical structure of P systems, in which compartments may contain

objects and/or, as it is the case in other membrane computing frameworks [13] , other compartments. This gives place to a

hierarchy of potentially infinite levels and facilitates the modeling of hierarchical structures such as organs and other body

parts. 

5.2. Validation 

To test our model, we reproduced five different experiments from the literature. For each of these experiments, our

model reproduced the resulting morphologies observed in the in vivo experiments. 

Our model was able to regenerate an entire morphology even in the absence of a tail–head dipole. Fig. 5 displays a

representative example of this feature. At the beginning of this simulation, there exists no compartment signaling the head

nor the tail. However, the model generates a head and a tail at opposite sides of the morphology. 

Region planar proportions are also regenerated correctly by our model. For instance, in the experiment from Fig. 4 two

new columns of compartments are created, yielding a morphology with a ventral size of three columns. These proportions

are equivalent to those of a wild–type flatworm. 

Our model also succeeds in generating new organs and placing them in the correct region of the body. For example, the

experiment from Fig. 4 correctly generates a new brain and a new eye in the right side of the head, and a new pharynx

in the trunk. This mechanism works even when the final morphology differs from a wild–type flatworm. As an example,

the experiment from Fig. 6 generates a double–head worm. In this morphology, each head slice contains two eyes and two

brains, giving a final morphology with four brains and four eyes. 

To test our model further, we included two additional experiments. In these experiments, the original morphology is not

the wild–type, but a double–head worm ( Figs. 7 and 8 ). For the first experiment, a small notch from the posterior head

is removed. The idea of this experiment is to test the model predictions when the morphology before amputation is not

wild–type. Interestingly, the same model that can regenerate the wild–type morphology now accurately predicts that the

ectopic posterior head is regenerated, restoring the double–head morphology. This experiment proves that the model can

yield correct predictions even for unconventional morphologies. 

In the second experiment, we considered a case in which the whole posterior head of a double–head worm is amputated.

A set of experiments from the Planform database in which octanol was applied during regeneration [54] suggests that the

model should regenerate a new ectopic head. To account for the presence of octanol in the media in this experiment, we

altered a rule module in the model. This is necessary because the compartment structure retains no information about

amputated parts. Thus, it is not possible to encode this information in the compartments themselves. Without this change,

the model would have regenerated a posterior tail instead of a head, yielding a wild–type morphology. But with these new

rules, the model regenerates the posterior head, explaining persistence of a double–head phenotype after amputation [54] .

To the best of our knowledge, this feature is not explained by any other current computational model. 

5.3. Future work 

Despite the success of our model in reproducing these experiments, there are still some important aspects that have

not been adequately captured. For instance, it has been shown that chemical compounds [47,51] , radiation [9] and elec-

tromagnetic fields [8,10,52] influence regeneration by targeting specific endogenous components. These features, such as

proliferating stem cells and bioelectrical signaling among cells, are absent in our model. We plan to incorporate these as-

pects in future work. The fundamental notion of P systems, encoding information on membranes and passing signals among

subunits, are a good match for the known biology underlying regeneration. We believe that it is possible to extend this

formalism to include both biochemical and biophysical signaling mechanisms. 

The current version of our model has several other limitations. For example, region sizes and adjacencies are respectively

encoded on the number of membranes associated with each region and the links between membranes that belong to dif-

ferent regions. However, other relevant information, such as angles between regions and relative organ orientations [38] are

not represented. The integration of these features into our model will be performed in the future. 

Another feature to integrate in this model is the ability to represent permanent changes to the target morphology. Recent

experimental data have shown that bioelectrical connectivity among cells can be altered, changing a flatworm to a double-

head worm permanently. Amputated fragments from this worm can regenerate double–head worms [54] . Such editing of

the target morphology represents an important feature for models of regeneration, since they force explicit statements of

how complex target shape is encoded, or emerges, from the properties of cells or cell networks [40] . 

Yet another line of future work is the automatic design of regenerative models based on membrane computing. The

current version of our model was designed manually. This is obviously impractical for large sets of experiments. A future line

of work will include the development of machine learning algorithms to yield regeneration models of planarian flatworms



246 M. García-Quismondo et al. / Information Sciences 381 (2017) 229–249 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

from large experimental repositories [35,37,38] . Not only would these models be able to predict the resulting morphology

from a new experiment, but they would also help elucidate the internal workings of regenerative processes in flatworms

at a cellular level. This is possible because of the tremendous expressiveness of membrane computing. In particular, its

semantics is based on rewriting rules that can be bundled into modules with associated functions [13,43,66] . In our model,

these modules represent specific aspects of regenerative processes in planarian flatworms. In a framework for the automatic

design of models based on membrane computing, the modules would behave as white boxes. The application of rewriting

rules could be interpreted as bioelectrical and biochemical processes. Such modularity is a very attractive feature, as it

is known to facilitate the development and evolvability of complex forms [30,41,42,44,71,77,78] . The expressive power of

this modularity is also corroborated in this work. In the experiment shown in Fig. 8 , the desired behavior of the model

could be adjusted by simply switching a module. The easiness with which the rules can be modified in order to achieve

specific patterning results is one of the major assets of membrane computing as a modeling framework for intracellular

[12,25,67] and inter–cellular [66] phenomena. This class of models facilitates the linkage between high–level patterning

outcomes and mechanism–level rules. This is a challenging inverse problem [40] that these systems handle well, especially

in comparison with more traditional frameworks such as differential equations [12] . 

6. Conclusions 

In this work, we presented a new application of the rich computational formalism of membrane computing for describing

models of regenerative biology. P systems are an excellent framework for modeling the signaling mechanisms in regenerative

organisms due to their inherent capacity to model morphological regions as membranes and their algorithmic (generative)

nature to model dynamic shape restoration. Unlike molecular pathway networks, P system models can be easily designed to

recapitulate large-scale patterning behaviors. This facilitates the development of testable models without needing machine

learning methods to search and optimize parameters. Based on this novel formalism, we presented as a proof-of-concept a

novel model of planarian regeneration able to recapitulate several aspects of the extraordinary ability of these organisms to

restore their regional configuration and organ locations after large-scale amputations. Future work will extend the complex-

ity of this model, derive novel specific predictions from it, and validate them at the bench. Novel applications of computer

science formalisms to the biological problem of pattern formation and control, such as the work presented here, is essential

for leveraging the continuous progress and experimental results from molecular biology experiments and translating them

into a mechanistic understanding leading to biomedical advances. 
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