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Abstract

Recently, several methods have been proposed for introducing Linked Open Data

(LOD) into recommender systems. LOD can be used to enrich the representa-

tion of items by leveraging RDF statements and adopting graph-based methods

to implement e�ective recommender systems. However, most of those methods

do not exploit embeddings of entities and relations built on knowledge graphs,

such as datasets coming from the LOD. In this paper, we propose a novel rec-

ommender system based on holographic embeddings of knowledge graphs built

from Wikidata, a free and open knowledge base that can be read and edited

by both humans and machines. The evaluation performed on three standard

datasets such as Movielens 1M, Last.fm and LibraryThing shows promising re-

sults, which con�rm the e�ectiveness of the proposed method.

Keywords: Recommender Systems, Knowledge Graph Embedding, Linked

Data

1. Introduction

The Linked Open Data (LOD) [1] was launched in 2007 to support the

publishing of data in RDF1 format adopting shared vocabularies. The Linked
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Open Data (LOD) cloud forms a knowledge base which covers several domains,

ranging from geographical data to information about media (movies, books,5

etc.). Currently, the LOD cloud contains almost 150 billions of RDF triples

and consists of about 10,000 datasets2. This huge amount of machine-readable

knowledge can be exploited to improve knowledge-intensive applications, such

as recommender systems. Recently, several methods have been proposed to

introduce LOD information into recommender systems [2, 3, 4, 5, 6, 7, 8]. Ba-10

sically, item descriptions can be enriched by leveraging relations described into

the LOD cloud. For example, the movie E.T. the Extra-Terrestrial, identi�ed by

a speci�c Wikidata URI3, can be described by the following properties: direc-

tor:Steven Spielberg, composer:John Williams and distributor:Universal Studios.

In addition, the availability of Linked Data allows to discover interesting rela-15

tions between movies by following their properties. For example, by following

the relation composer:John Williams, we can discover that John Williams was

the music composer of Star Wars Rebels and Lost in Space.

Recently, vector space embeddings of knowledge graphs have gained consid-

erable attention [9] and have been applied to several tasks such as link predic-20

tion, entity disambiguation, extraction of taxonomies and question answering

[10, 11, 12, 13]. These approaches allow to represent entities and relations

through an embedding, which is a continuous vector representation able to cap-

ture the semantics of an entity or relation. In this work we investigate holo-

graphic embeddings (HolE) [14], which exploit the circular correlation of entity25

embeddings to create compositional representations of binary relational data

coming from the LOD cloud. By exploiting HolE, we model a recommendation

framework in which items are represented by entity embeddings and the pro-

�le of the target user is built by composing entity embeddings related to items

already rated by the user. The recommendation is performed by evaluating30

the similarity between the user pro�le and the embeddings associated to the

2http://stats.lod2.eu/
3http://www.wikidata.org/entity/Q11621
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items not rated by the user. We evaluate the proposed framework in a top-n

recommendation scenario by comparing it with several baselines.

The main research question of our work is to prove the ability of knowledge

graph embeddings to represent items in a Content-based Recommender System35

(CBRS). Their relevance is justi�ed by the fact that the user pro�le can be built

very e�ciently by exploiting pre-trained embeddings and the recommendation

phase involves vector operations which can be greatly speeded up by using

dedicated architectures (e.g., GPUs).

The paper is organized as follows: Section 2 reports the current literature40

about LOD-based recommender systems, while Section 3 describes the adopted

methodology. Evaluation and results are provided in Section 4, while conclusions

and future work close the paper.

2. Related Work

In the last years, several approaches for introducing LOD into recommender45

systems have been proposed. LOD-based recommender systems have their roots

in ontology-based recommender systems [15], while a �rst attempt to exploit

LOD to compute semantic similarity between items by using DBpedia [16] was

proposed by Passant [17]. DBpedia is the RDF mapping of Wikipedia and it is

the core of the LOD cloud. Other papers investigated the role of DBpedia in50

computing semantic similarity between items. In [2] the computation of seman-

tic similarity in DBpedia is exploited to produce personalized music playlists,

while in [3] a similarity measure inspired by Information Theory and adapted

to the scenario of LOD is used to compute the similarity between items in a col-

laborative recommendation approach. Datasets in the LOD cloud can be used55

as data sources to enrich the representation of both items and the user pro�le.

For example, in [4] DBpedia is used to retrieve one or more genres played by

each artist extracted from Facebook. The retrieved genres are used to �nd more
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artists in DBpedia for providing suggestions. Similarly in [18] Freebase4, a large

collaborative knowledge base, is exploited for describing artists, while in [19]60

LinkedGeoData5 is used to extract features for describing point of interests.

In the previously mentioned papers, LOD are used to cope the problem of

limited content analysis [20], which a�ects content-based recommendation ap-

proaches. On the other hand, several papers have investigated the impact of the

use of LOD features on recommender systems performance. A relevant paper in65

this direction is [5], which analyses the use of manually selected properties in the

context of movie recommendation. The work presented in [21] investigates the

impact of LOD features on two types of recommendation techniques: PageR-

ank and text classi�cation models. The reported results prove the e�ectiveness

of introducing LOD features, as con�rmed by further work in several domains,70

such as event recommendation [22], book recommendation [23] and e-learning

resources recommendation [24]. In 2014, during the ESWC 2014 Recommender

Systems Challenge6, several recommendation approaches based on LOD were

proposed. The best system [25, 26] aggregates several approaches, such as Ran-

dom Forests, Logistic Regression and PageRank with Priors, leveraging a diverse75

sets of features retrieved from the LOD cloud. An interesting approach to auto-

matically select relevant features from the LOD was described in [6, 7], in which

the authors applied several feature selection strategies to �nd the best set of

LOD features for describing items. In [8] a hybrid approach, which combines

collaborative features with graph-based ones extracted from the LOD, is used80

to perform sound and music recommendations.

All the above mentioned papers do not exploit entity and relation embed-

dings built from a knowledge graph. Recently, embeddings of knowledge graphs

have been exploited in several tasks, obtaining promising results [9, 27, 28].

In this paper, we propose a recommendation framework based on graph em-85

4https://www.freebase.com/
5http://linkedgeodata.org
6http://2014.eswc-conferences.org/important-dates/call-RecSys
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beddings built from Wikidata7. To the best of our knowledge, this is the �rst

attempt to exploit Wikidata to build entity and relation embeddings in recom-

mender systems.

3. Methodology

In this section we describe our approach for computing a user pro�le based on90

knowledge base embeddings. First, in sub-section 3.1 we introduce the general

compositional vector space framework for knowledge graphs, next in sub-section

3.2 we explain a speci�c instance of this class of methods called Holographic

Embeddings (HolE), last in sub-section 3.3 we de�ne our approach to solve the

top-n recommendation task which exploits HolE in a CBRS to build a user95

pro�le from user preferences.

3.1. Basics of Knowledge Graphs Embeddings

A generic knowledge graph can be described by a set of entities E and a

set of predicates P . Given a predicate p ∈ P , we can de�ne a binary relation

Rp ⊆ E × E, which is intended as the set of all pairs of entities related by the100

predicate p. For each pair of entities, the characteristic function φp : E × E →

{±1} indicates whether it is an element of Rp. An element Rp(s, o) is called

a triple and is composed by a subject s and an object o related by p, where

s, o ∈ E .

By exploiting compositional vector space models, it is possible to learn the105

characteristic functions of the relations between entities in a knowledge graph,

casting the learning task as a supervised learning problem. In particular, these

models should be able to estimate the conditional probability Pr(φp(s, o) = 1|Θ)

directly from the relations in the knowledge graph, where Θ denotes the set of

all embeddings. A speci�c formulation of this kind of models can be described110

7https://www.wikidata.org/
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as follows:

Pr(φp(s, o) = 1|Θ) = σ(ηspo) = σ(rᵀp (es ◦ eo)), (1)

where rp ∈ Rdr is obtained by a lookup operation on a relation embedding

matrix Wr ∈ R|R|×dr , es, eo ∈ Rde are obtained by a lookup operation on an

item embedding matrix We ∈ R|R|×de , Θ = {Wr,We}, σ(x) = 1/(1+exp(−x))

denotes the logistic function, ◦ : Rde ×Rdr → Rdp is the compositional operator115

in the de�ned vector space able to create a vector representation for the pair

(s, o) from the embeddings es, eo; de is the size of the entity embeddings, dr is

the size of the relation embeddings and dp is the size of the embeddings obtained

by the compositional operator.

Given a dataset D = {(xi, yi)}mi=1 of m existing and non-existing relation120

instances, where xi ∈ P×E×E denotes a triple and yi ∈ {±1} denotes its label,

we want to learn vector representations of entities and relations Θ such that the

Equation 1 best approximates the value of the characteristic function for all the

examples in the dataset D. For instance, this can be done by minimizing the

following pairwise ranking loss:125

L(D,Θ) =
∑
i∈D+

∑
j∈D−

max(0, γ + σ(ηj)− σ(ηi)), (2)

where D+ denotes the set of existing triples, D− denotes the set of non-existing

triples and γ > 0 speci�es the width of the margin, as in [27]. In this way, the

model learns to rank the existing triples higher than the non-existing ones.

3.2. HolE

In this work we exploit Holographic Embeddings (HolE) [14], which is a130

speci�c instance of the compositional vector space framework presented in the

previous section to learn holographic embeddings for entities and relations in a

knowledge graph. HolE uses the circular correlation operator ? (in place of the
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◦ operator), de�ned as follows:

[a ? b]k =

d−1∑
i=0

aib(k+i) mod d. (3)

Compositional vector space models equipped with the circular correlation135

operator have obtained superior performance over other methods presented in

the literature, as demonstrated in [14]. The use of the circular correlation has

several advantages, such as:

• it allows to learn vector representations for the relations which encode

semantically similar interactions between the entities which take part in140

the relations;

• it is non commutative, thus it is able to model asymmetric relations in

knowledge graphs;

• the component [a ? b]0 =
∑

i aibi corresponds to the dot product 〈a, b〉,

which allows to take into account the similarity between entities.145

The model capability to estimate the probability de�ned in Equation 1 rep-

resents an appealing property in scenarios in which we want to understand if

it is possible to relate two entities of the knowledge graph. Particularly, this

is really important for the knowledge completion task which could be a way

to extend the relations in a knowledge base. By solving this task, the entity150

representation encodes similarities between entities which take part in similar

relations.

3.3. Exploiting HolE in a Content-based Recommender System

Given a set R of user preferences (u, i, r), where u ∈ U is the user identi�er,

i ∈ I is the item identi�er and r ∈ {0, 1} is the binary preference of the user u155

related to the item i, the aim of a CBRS is to learn a user pro�le for each user

u by leveraging the item representations and then to exploit it for providing a

list of suggestions ranked according to user preferences.
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In order to generate the item representation, we exploit a knowledge graph

which represents the information related to the domain in which the recom-160

mender system will be evaluated (i.e., music, movies, etc.). Obviously, we as-

sume that the considered knowledge graph contains information associated to

the set of items I. The knowledge graph triples can be used as a training set

for the HolE method to learn representations for each entity by minimizing the

loss function reported in Equation 2 through the Stochastic Gradient Descent165

(SGD), where ◦ = ?.

We de�ne two strategies that can be exploited to obtain re�ned representa-

tions associated to each entity of the knowledge graph:

L2 normalization: we apply L2 normalization on the We matrix obtaining

the matrix W̃e;170

PCA-based: inspired by the word embeddings preprocessing strategy exten-

sively evaluated in the work presented in [29], we apply it to the entity

embedding matrix We. First, we center the matrix We to its mean and

then we compute Principal Component Analysis (PCA) selecting the �rst

de/100 components that we use to project the original representations175

according to the selected components obtaining the matrix W̃e.

The L2 normalization strategy is applied to the reference vector space in which

the embeddings lies on, while the PCA-based strategy removes the nonzero

mean vector from all embeddings and projects the representations away from the

dominating directions. While the latter seems a counter-intuitive preprocessing180

procedure, it has the advantage of yielding �puri�ed� entity representations, as

demonstrated in the experiments reported in [29].

The recommendation process can be computed by using two di�erent strate-

gies: the �rst uses distributed representations only, while the second uses item

embeddings to feed a classi�er.185

Distributed representations: The matrix W̃e contains the embeddings

associated to each entity of the knowledge graph. It is possible to extract

the embedding associated to each item i ∈ I from it by selecting the related
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row. We denote the set of item embeddings as Ie, for each item i ∈ I. Given

i ∈ I, we denote as v(i) the embedding of i. HolE exploits the computed item

representations to generate the user pro�le of a given user u considering his/her

positive preferences I+(u) = {i ∈ I | ∃(u, i, r) ∈ R ∧ r == 1} and negative

preferences I−(u) = {i ∈ I | ∃(u, i, r) ∈ R ∧ r == 0}. We compute the centroid

of the set of embeddings contained in W̃e as follows:

ce =
1

|E|
∑
k∈E

W̃e(k), (4)

where W̃e(k) denotes the k-th row of the entity embedding matrix W̃e. We

evaluate the positive user pro�le u+ as follows:

u+ =
∑

i∈I+(u)

v(i)− ce (5)

and we exploit it to generate the user pro�le u by an orthogonalization procedure

taking into account the negative user preferences I−(u). In a geometric space

the concept of relevance is expressed in terms of similarity, while the concept

of irrelevance is de�ned by orthogonality (similarity equals to zero). Given two

vectors a and b in a vector space V endowed with a scalar product, a NOT b190

corresponds to the projection of a onto the orthogonal space 〈b〉⊥ ≡ {v ∈ V :

∀b ∈ 〈b〉, v · b = 0}, where 〈b〉 is the subspace {λb : λ ∈ R}. The negation

operator is implemented using the Gram-Schmidt orthogonalization procedure

on the set of vectors 〈i1, i2, . . . , i|I−(u)|,u
+〉 obtaining the user pro�le u as the

last vector of the resulting set of vectors. In this way, we are able to remove from195

the positive user pro�le vector u+ all the components related to the negative

item embeddings. Two particular cases may happen when building the user

pro�le which are described as follows:

• if I+(u) is empty, we consider as the positive user pro�le u+ the centroid

of the vector space ce and we apply the orthogonalization procedure as200

described before;

• if I−(u) is empty, we consider as the user pro�le u only the positive user

pro�le vector u+.
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The recommendation process for a given user u is completed by evaluating

a list of n items ranked in descending order according to the cosine similarity205

between the user pro�le u and the item embedding i of each item i ∈ I \ I(u).

Classi�ers: Given the capability of distributed representations to capture

latent factors among dataset instances, we decide to feed a classi�er with the

learned item embeddings in order to learn user pro�les. In this scenario, each

dimension of the embeddings is a feature exploited by the classi�er. In particu-210

lar, we create a dataset composed by item embeddings associated to the rated

items contained in I+(u) and I−(u) for the given user u. We exploit a classi�er

to estimate the probability P (i|u) of a like given to the item i by the user u to

generate a ranked list of suggestions sorted in descending order. Two particular

cases may happen when building the user pro�le which are described as follows:215

• if I+(u) is empty, we add to the dataset a positive instance generated by

orthogonalizing the centroid ce with respect to the centroid of the negative

items, built using the same procedure of u+. The idea is that all the items

not explicitly rated as negative can be positive;

• if I−(u) is empty, we add to the dataset a positive instance generated by220

orthogonalizing the centroid ce with respect to the centroid of the positive

items u+. The idea is that all the items not explicitly rated as positive

can be negative.

4. Experimental Evaluation

In this section, we present the experimental evaluation designed to assess the225

e�ectiveness of the proposed method by comparing its performance on the top-n

recommendation task with state-of-the-art baselines, such as classical collabora-

tive �ltering techniques and matrix factorization algorithms. All the algorithms

involved in the experimental evaluation should be able to leverage binary user

feedback to generate appropriate lists of suggestions. In sub-section 4.1 we de-230

scribe the experimental design and the datasets used in the evaluation, while in

sub-section 4.2 we discuss the experimental results.
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4.1. Experimental Design

Datasets: Experiments were performed against three state-of-the-art datasets:

Movielens 1M (ML1M)8, Last.fm9 and LibraryThing10. ML1M is a well-known235

dataset related to the movies domain, Last.fm is a dataset which describes user

listening preferences towards speci�c artists or music bands whereas Library-

Thing is a rating dataset of books extracted from the website LibraryThing.

Protocol: The fundamental requirement for the experimental evaluation is

a mapping between the items in the dataset and speci�c identi�ers in a knowl-240

edge base. In this work, we decided to exploit Wikidata11 as knowledge base

from which triples related to the speci�c application domain of the considered

datasets were extracted. For the ML1M dataset, we retrieved all the triples

involving properties reported in Table 2 for the movies which are instance of

wd:Q11424 12 (�lm) or of one of its subclasses using the property wdt:P31 13 (in-245

stance of). Precisely, we considered movies which are instance of a type whose

depth in the class hierarchy is at most four starting from wd:Q11424 (�lm) as

shown in the SPARQL query 1.

For the Last.fm dataset we retrieved all the triples involving the properties

reported in Table 3 for the entities corresponding to artists or bands identi�ed250

according to their occupation (represented by the property wdt:P106 ). In partic-

ular, artists are entities whose occupation is wd:Q177220 (singer), wd:Q639669

(musician) or wd:Q36834 (composer), while bands are entities whose occupa-

tion is wd:Q215380 (band). Precisely, we considered entities whose occupation

is instance of a type whose depth in the class hierarchy is at most four starting255

from the relative most general type. The queries employed to retrieve artist and

band properties are shown in Listings 2 and 3, respectively.

For the LibraryThing dataset, we exploited a similar procedure to the one

8http://grouplens.org/datasets/movielens/
9https://grouplens.org/datasets/hetrec-2011/

10http://www.macle.nl/tud/LT
11https://www.wikidata.org/
12The pre�x wd stands for http://www.wikidata.org/entity/
13The pre�x wdt stands for http://www.wikidata.org/prop/direct/

11
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adopted for ML1M. In particular, we used as a reference type for books the

entity represented by the identi�er wd:Q571 (book) and for each instance of260

this type (or one of its subclasses) we retrieved all the values associated to the

properties reported in Table 4. The retrieved triples are stored in a Sleepycat

Berkeley DB database provided by the RDFlib library14. Table 1 shows some

statistics related to the retrieved triples.

We used the ML1M, Last.fm and LibraryThing DBpedia mappings, provided265

by [30], to �nd the corresponding Wikidata URIs by querying the DBpedia

knowledge base using the SPARQL query 4.

ML1M Last.fm LibraryThing

Triples 1,930,649 508,478 336,511

Entities 395,813 225,889 152,162

Predicates 24 14 13

Table 1: Statistics about the retrieved triples.

We �ltered out items from the original datasets that have not a correspond-

ing identi�er in the Wikidata knowledge base or have no triples describing them

in the Sleepycat Berkeley DB database. Statistics of the �ltered datasets are270

reported in Table 5.

The experimental evaluation requires that the datasets contain binary user

preferences, so we applied a binarization procedure to the datasets. For the

ML1M dataset we considered as positive ratings those that were greater than

3, as negatives all the others. For the Last.fm dataset we considered as positive275

ratings those that were greater than the median of the users listening count,

negative otherwise. Finally, for the LibraryThing dataset the binarization pro-

cedure was not required because it already contains binary feedback.

We applied a 5-fold cross validation exploiting the folds obtained by using

14https://github.com/RDFLib/rdflib
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the script15 of the RiVal evaluation toolkit [31]. In order to make our experi-280

ments reproducible, all the metrics are calculated by using RiVal following the

TestRatings strategy [32]. The �nal F1@K measure for each algorithm is com-

puted by averaging the F1@K measure obtained on each fold.

Baselines: In order to con�rm the e�ectiveness of our approach, we com-285

pared it with several state-of-the-art techniques, as collaborative �ltering with-

out side information and with side information (BPRMF-LOD).

Popularity a non-personalized technique which recommends most-popular items

to users;

U2U k-nearest neighbour user-based collaborative �ltering [33], where the pref-290

erence estimation is computed according to the preference expressed by

users similar to the one to whom the suggestions will be generated;

I2I k-nearest neighbour item-based collaborative �ltering [34], uses similarities

between the rating patterns of items to estimate the preference of a given

user for a given item;295

BPRMF a matrix factorization model for item recommendation based on

Bayesian Personalized Ranking optimization criterion (BPR-Opt) [35];

BPRMF-LOD a con�guration of the BPRMF model able to exploit the LOD

features retrieved from the knowledge base associated to the items as side

information. Side information are represented as attributes associated to300

each item. Attributes are obtained by concatenating the property and

the subject of each triple associated to the item, for example the item

E.T._the_Extra-Terrestrial has the attribute director_Steven_Spielberg ;

WRMF a weighted matrix factorization algorithm based on the Alternating

Least Squares (ALS) learning method [36];305

15https://github.com/recommenders/rival/
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BPRSlim Sparse Linear Methods (SLIM) for item recommendation using BPR-

Opt [37].

The adopted baselines are available in the MyMediaLite recommender sys-

tem library16. For the BPRMF-LOD con�guration, we speci�ed LOD features

using the �item-attributes parameter.310

Overview of the parameters: The HolE model was trained by using

Adagrad optimizer [38] for at most 500 epochs with a learning rate of 0.1. The

number of batches was set to 100, the embedding size was �xed to 300 and

the margin for the pairwise ranking loss was set to 0.2. For what concerns the

baseline parameters, I2I and U2U are evaluated by setting the neighbourhood315

size to 30, 50 and 80, while the matrix factorization algorithms are run by

learning 10, 30 and 50 latent factors.

Model implementation details: The model was implemented in Python 3

by leveraging the HolE implementation provided by the scikit-kge library17 and

NumPy18 and scikit-learn19 libraries. The method (HolE-LR) that exploits320

items' embeddings as features in a classi�er is based on the Logistic Regression

implementation provided by the scikit-learn library.

4.2. Discussion of the results

The results of the experimental evaluation for the datasets ML1M, Last.fm

and LibraryThing are reported in Tables 6, 7 and 8, respectively. The best-325

performing baseline is reported in italics, while the overall best con�guration is

highlighted in bold.

Di�erent con�gurations of the HolE approach have been evaluated. In par-

ticular, we denote as HolE-RT the approach which applies orthogonalization and

removal of the centroid, as HolE-R the approach which applies the removal of the330

centroid only, as HolEE-T the approach which applies orthogonalization only and

16http://www.mymedialite.net/documentation/item_prediction.html
17https://github.com/mnick/scikit-kge
18http://www.numpy.org/
19http://scikit-learn.org/
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as HolE the approach which applies neither of the two. Four particular con�g-

urations of HolE (HolE-RT-5, HolE-RT-10, HolE-PCA-RT-5, HolE-PCA-RT-10)

exploit a limited number of negative ratings, respectively 5 and 10. We apply

this strategy because, when a user has a large number of negative ratings, the335

orthogonalization process causes under�ow errors. The HolE-LR is the approach

based on Logistic Regression.

As shown by the experimental evaluation, the HolE con�gurations obtain

results comparable to the best baseline according to the adopted evaluation

metrics. Moreover, HolE is able to outperform all the baselines for both F1@10340

and F1@15 in the Last.fm dataset. HolE-LR is able to overcome all the baselines

in the LibraryThing dataset. The results of the experimental evaluation are

validated using the Wilcoxon signed-rank test with a signi�cance level α =

0.05. For the ML1M dataset, the statistical signi�cance tests highlight that the

di�erences between HolE-LR and WRMF-10 are statistically signi�cant on the top-345

5 and top-15, but not on the top-10, while the di�erences between BPRMF-LOD-10

and HolE-PCA-RT-10 are statistically signi�cant with respect to all the cuto�s.

For the Last.fm dataset, the di�erences between HolE and BPRMF-LOD-10 are

statistically signi�cant with respect to all the F1 cuto�s. For the LibraryThing

dataset, the di�erences between HolE-LR and BPRMF-LOD-10 are statistically350

signi�cant with respect to all the F1 cuto�s.

Regarding the experimental evaluation on the Last.fm dataset, we can notice

that the results for the baselines and the HolE con�gurations are very similar

to each other. We think that the similarity of the results is probably caused by

the low number of ratings per user contained in the test set. Indeed, the same355

behaviour is not observed in the experimental evaluation on both ML1M and

LibraryThing datasets.

In addition to the good performance, it is worth noting that all the HolE

con�gurations (except HolE-LR) are able to e�ectively deal with the new user

problem [39] because they build the user pro�le without requiring a costly o�ine360

training procedure like in matrix factorization techniques. However, if a new

item is added to the catalogue a new training procedure of the knowledge graph
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embeddings and the computation of the PCA on the embeddings matrix (for

HolE-PCA only) is required. Finally, it is important to underline that HolE

is completely content-based and even when users have few ratings, as in the365

Last.fm dataset, it is able to achieve the best performance.

The fact that HolE is able to achieve performance close to collaborative �l-

tering approaches is encouraging since it exploits only information about items

content without any knowledge about other users. This allows to build trans-

parent approaches able to provide an explanation about the provided recom-370

mendation by exploiting the description associated to the suggested item [40].

We plan to investigate this aspect in the future.

5. Conclusion and Future Work

In this paper, we propose a Content-based Recommender System that ex-

ploits knowledge graph embeddings for representing items. The embeddings are375

built by leveraging on triples extracted from Wikidata. Several approaches for

building the user pro�les and for generating a list of suggestions for the user are

proposed. The evaluation performed on three datasets such as Movielens 1M,

Last.fm and LibraryThing proves the e�ectiveness of our approach in achieving

performance which is comparable to the performance of state-of-the-art collab-380

orative systems and which, in some cases, outperforms the performance of all

the baselines. This is an encouraging outcome since our approach exploits only

the item description without any knowledge about other users.

This outcome opens several perspectives for further investigations:

• it is possible to include in the knowledge graph information about users,385

items and ratings. By adding triples of the type <userId> rates <itemId>,

it is possible to learn embeddings which can be exploited to: 1) build an

embedding for each user; 2) compute the similarity between users and

items; 3) try to predict the probability of a link between an user and

any item. It is important to underline that 3) allows to implement a390

recommender system able to rank items according to their probability;
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• using the probability of a link between an item and any other node in

the graph, we can predict the most likely propriety that links them. This

approach could be useful to explain the recommendation;

• HolE is able to build embeddings related to properties. This allows to395

predict the most related properties associated to any node embedding. If

we consider the user vector pro�le as an embedding, we can predict the

most appropriate properties that describe the user pro�le. These prop-

erties can be exploited to provide a transparent description of the user

pro�le in according to the European Union's new General Data Protec-400

tion Regulation;

• embeddings can be used to initialize the weights of a deep neural net-

work in order to implement recommender systems based on deep learning

techniques. The promising results obtained by HolE-LR justify the use of

classi�ers to obtain higher performance.405

Currently, our approach based on knowledge graph embeddings is not able

to clearly outperform collaborative baselines. However, its potentialities are

remarkable and need further investigations which may lead to more transparent

and e�ective recommender systems.

Appendix A - SPARQL queries410

PREFIX wdt: <http :// www.wikidata.org/prop/direct/>

PREFIX wd: <http ://www.wikidata.org/entity/>

SELECT ?s ?p ?o WHERE {415

{

?s wdt:P31 ?type.

?type wdt:P279 ?t1.

?t1 wdt:P279 ?t2.

?t2 wdt:P279 ?t3.420

?t3 wdt:P279 movie_type.

}
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UNION

{

?s wdt:P31 ?type.425

?type wdt:P279 ?t1.

?t1 wdt:P279 ?t2.

?t2 wdt:P279 movie_type.

}

UNION430

{

?s wdt:P31 ?type.

?type wdt:P279 ?t.

?t wdt:P279 movie_type.

}435

UNION

{

?s wdt:P31 ?type.

?type wdt:P279 movie_type.

}440

UNION

{

?s wdt:P31 movie_type.

}

VALUES ?p {movie_properties}445

?s ?p ?o.

}

Listing 1: SPARQL query used to retrieve all the properties movie_properties associated to

the entities instance of movie_type.

PREFIX wdt: <http :// www.wikidata.org/prop/direct/>450

PREFIX wd: <http ://www.wikidata.org/entity/>

SELECT ?s ?p ?o WHERE {

{

?s wdt:P106 ?type.455

?type wdt:P279 ?t1.

?t1 wdt:P279 ?t2.

?t2 wdt:P279 ?t3.

?t3 wdt:P279 artist_type.
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}460

UNION

{

?s wdt:P106 ?type.

?type wdt:P279 ?t1.

?t1 wdt:P279 ?t2.465

?t2 wdt:P279 artist_type.

}

UNION

{

?s wdt:P106 ?type.470

?type wdt:P279 ?t.

?t wdt:P279 artist_type.

}

UNION

{475

?s wdt:P106 ?type.

?type wdt:P279 artist_type.

}

UNION

{480

?s wdt:P106 artist_type.

}

VALUES ?p {artist_properties}

?s ?p ?o.

}485

Listing 2: SPARQL query used to retrieve all the properties artist_properties associated to

the artists instance of artist_type.

PREFIX wdt: <http :// www.wikidata.org/prop/direct/>

PREFIX wd: <http ://www.wikidata.org/entity/>

490

SELECT ?s ?p ?o WHERE {

{

?s wdt:P31 ?type.

?type wdt:P279 ?t1.

?t1 wdt:P279 ?t2.495

?t2 wdt:P279 ?t3.
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?t3 wdt:P279 band_type.

}

UNION

{500

?s wdt:P31 ?type.

?type wdt:P279 ?t1.

?t1 wdt:P279 ?t2.

?t2 wdt:P279 band_type.

}505

UNION

{

?s wdt:P31 ?type.

?type wdt:P279 ?t.

?t wdt:P279 band_type.510

}

UNION

{

?s wdt:P31 ?type.

?type wdt:P279 band_type.515

}

UNION

{

?s wdt:P31 band_type.

}520

VALUES ?p {band_properties}

?s ?p ?o.

}

Listing 3: SPARQL query used to retrieve all the properties band_properties associated to

the entities instance of band_type.

525

PREFIX owl: <http :// www.w3.org /2002/07/ owl#>

SELECT ?wikidata_uri WHERE {

dbpedia_uri owl:sameAs ?wikidata_uri

FILTER(REGEX(? wikidata_uri , "www.wikidata.org" ))

}530

Listing 4: SPARQL query used to �nd the Wikidata URI corresponding to the DBpedia URI,

where dbpedia_uri is the item identi�er in DBpedia knowledge base.
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Property Description

wdt:P57 director

wdt:P58 screenwriter

wdt:P162 producer

wdt:P161 cast member

wdt:P344 director of photography

wdt:P262 production company

wdt:P136 genre

wdt:P921 main subject

wdt:P840 narrative location

wdt:P577 publication date

wdt:P495 country of origin

wdt:P364 original language of work

wdt:P166 award received

wdt:P1040 �lm editor

wdt:P86 composer

wdt:P1411 nominated for

wdt:P462 color

wdt:P2047 duration

wdt:P144 based on

wdt:P915 �lming location

wdt:P2408 set period

wdt:P750 distributor

wdt:P941 inspired by

wdt:P179 series

Table 2: Wikidata properties associated to the items contained in the ML1M dataset.
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Property Description

A
rt
is
t

wdt:P21 sex or gender

wdt:P27 country of citizenship

wdt:P136 genre

wdt:P272 production company

wdt:P495 country of origin

wdt:P166 award received

wdt:P1411 nominated for

wdt:P941 inspired by

B
a
n
d

wdt:P527 has part

wdt:P136 genre

wdt:P495 country of origin

wdt:P740 location of formation

wdt:P737 in�uenced by

wdt:P571 inception

Table 3: Wikidata properties associated to the artists and the bands contained in the Last.fm

dataset.
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Property Description

wdt:P57 director

wdt:P136 genre

wdt:P50 author

wdt:P123 publisher

wdt:P495 country of origin

wdt:P364 original language of work

wdt:P840 narrative location

wdt:P674 characters

wdt:P155 follows

wdt:P156 followed by

wdt:P577 publication date

wdt:P571 inception

wdt:P110 illustrator

wdt:P166 award received

Table 4: Wikidata properties associated to the items contained in the LibraryThing dataset.

ML1M Last.fm LibraryThing

Users 6,040 1,883 7,261

Items 3,227 8,674 9,418

Ratings 948,987 73,975 391,566

Sparsity 95.13% 99.55% 99.4%

Avg. ratings/user 157.12 39.28 53.927

Avg. positive ratings/user 89.92 19.63 34.964

Avg. negative ratings/user 67.19 19.66 18.963

Table 5: Statistics of the �ltered datasets.
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ML1M

F1@5 F1@10 F1@15

Popularity 0.506 0.600 0.605

I2I-50 0.514 0.606 0.611

U2U-80 0.532 0.619 0.620

BPRMF-10 0.530 0.621 0.621

WRMF-10 0.537 0.622 0.622

BPRSlim 0.488 0.574 0.578

BPRMF-LOD-10 0.530 0.620 0.622

HolE-RT 0.514 0.603 0.604

HolE-R 0.510 0.598 0.600

HolE-T 0.516 0.603 0.605

HolE-RT-5 0.515 0.603 0.605

HolE-RT-10 0.518 0.607 0.609

HolE 0.508 0.595 0.597

HolE-PCA-RT 0.516 0.604 0.603

HolE-PCA-R 0.518 0.605 0.604

HolE-PCA-T 0.516 0.605 0.603

HolE-PCA-RT-5 0.521 0.609 0.608

HolE-PCA-RT-10 0.522 0.611 0.610

HolE-LR 0.527 0.619 0.622

Table 6: Results of the experimental evaluation on ML1M data. The best-performing baseline

is reported in italics while the overall best con�guration is highlighted in bold.
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Last.fm

F1@5 F1@10 F1@15

Popularity 0.568 0.541 0.398

I2I-30 0.586 0.541 0.398

U2U-30 0.590 0.541 0.398

BPRMF-10 0.584 0.541 0.398

WRMF-30 0.591 0.541 0.398

BPRSlim 0.582 0.541 0.398

BPRMF-LOD-10 0.588 0.564 0.415

HolE-RT 0.559 0.565 0.416

HolE-R 0.568 0.565 0.416

HolE-T 0.559 0.565 0.416

HolE-RT-5 0.564 0.565 0.416

HolE-RT-10 0.562 0.565 0.416

HolE 0.568 0.565 0.416

HolE-PCA-RT 0.559 0.565 0.416

HolE-PCA-R 0.567 0.565 0.416

HolE-PCA-T 0.559 0.565 0.416

HolE-PCA-RT-5 0.562 0.565 0.416

HolE-PCA-RT-10 0.561 0.565 0.416

HolE-LR 0.552 0.565 0.416

Table 7: Results of the experimental evaluation on Last.fm data. The best-performing baseline

is reported in italics while the overall best con�guration is highlighted in bold.
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LibraryThing

F1@5 F1@10 F1@15

Popularity 0.623 0.581 0.506

I2I-30 0.644 0.593 0.514

U2U-30 0.647 0.593 0.514

BPRMF-10 0.651 0.596 0.515

WRMF-30 0.649 0.594 0.515

BPRSlim 0.644 0.589 0.510

BPRMF-LOD-10 0.651 0.596 0.515

HolE-RT 0.651 0.596 0.515

HolE-R 0.637 0.586 0.509

HolE-T 0.649 0.595 0.515

HolE-RT-5 0.644 0.590 0.512

HolE-RT-10 0.647 0.592 0.513

HolE 0.636 0.586 0.509

HolE-PCA-RT 0.652 0.596 0.515

HolE-PCA-R 0.644 0.591 0.513

HolE-PCA-T 0.652 0.596 0.515

HolE-PCA-RT-5 0.650 0.593 0.514

HolE-PCA-RT-10 0.650 0.594 0.514

HolE-LR 0.654 0.599 0.517

Table 8: Results of the experimental evaluation on LibraryThing data. The best-performing

baseline is reported in italics while the overall best con�guration is highlighted in bold.
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