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THE LINEAR PENCIL APPROACH TO RATIONAL INTERPOLATION

BERNHARD BECKERMANN, MAXIM DEREVYAGIN, AND ALEXEI ZHEDANOV

ABSTRACT. It is possible to generalize the fruitful interaction between (real or complex)
Jacobi matrices, orthogonal polynomials and Padé approximants at infinity by considering
rational interpolants, (bi-)orthogonal rational functions and linear pencilszB − A of two
tridiagonal matricesA,B, following Spiridonov and Zhedanov.

In the present paper, beside revisiting the underlying generalized Favard theorem, we
suggest a new criterion for the resolvent set of this linear pencil in terms of the underlying
associated rational functions. This enables us to generalize several convergence results for
Padé approximants in terms of complex Jacobi matrices to the more general case of conver-
gence of rational interpolants in terms of the linear pencil. We also study generalizations
of the Darboux transformations and the link to biorthogonalrational functions. Finally,
for a Markov function and for pairwise conjugate interpolation points tending to∞, we
compute explicitly the spectrum and the numerical range of the underlying linear pencil.

1. INTRODUCTION

The connection with Jacobi matrices has led to numerous applications of spectral tech-
niques for self-adjoint operators in the theory of orthogonal polynomials on the real line
and Padé approximation. In order to give an idea of these interactions consider a Markov
function of the form

ϕ(z) =

∫ b

a

dµ(t)

z − t
,

wherea, b are real numbers anddµ(t) is a probability measure, that is,
∫ b

a
dµ(t) = 1. It

is well known [1], [31] that one can expand such a Markov function ϕ into the following
continued fraction

ϕ(z) =
1

z − b0 −
a20

z − b1 −
a21
. . .

=
1

z − b0
− a20

z − b1
− a21

z − b2
− · · · , (1.1)

wherebj, aj ∈ R, aj > 0. Continued fractions of the form (1.1) are called J-fractions [21,
31]. To the continued fraction (1.1) one can associate a Jacobi matrixA acting inℓ2, the
space of square summable sequences, and its truncationA[0:n]

A =




b0 a0
a0 b1 a1

a1 b2
. . .

. . .
. . .



, A[0:n−1] =




b0 a0

a0 b1
. . .

. . .
. . . an−2

an−2 bn−1



.
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Then it is known thatϕ(z) = 〈(zI − A)−1e0, e0〉, and thenth convergent of the above
continued fraction is given by

pn(z)

qn(z)
= 〈(zI −A[0:n−1])

−1e0, e0〉 =
1

z − a0
− · · · − b2n−2

z − an−1
,

where the column vectore0 = (1, 0, . . . )⊤ is the first canonical vector of suitable size,qn
are orthogonal polynomials with respect todµ, andpn are polynomials of the second kind,
see [1, 24, 25]. It is elementary fact of the continued fraction theory that

ϕ(z)− pn(z)

qn(z)
= O

(
1

z2n+1

)

z→∞

, (1.2)

see for instance [1, 4, 21]. Relation (1.2) means that the rational functionpn/qn is thenth
diagonal Padé approximant toϕ at infinity. Consequently, the locally uniform convergence
of diagonal Padé approximants appears as the strong resolvent convergence of the finite
matrix approximationsA[0:n]. For instance, one knows thatpn/qn → ϕ in capacity in
the resolvent ofA given by the complement of the support ofµ, and locally uniformly
outside the numerical range ofA given by the convex hull of the spectrum ofA, see for
instance [28]. Besides, it should be mentioned here that an operator approach for prov-
ing convergence of Padé approximants for rational perturbations of Markov functions was
proposed in [15], see also [14].

If ϕ is no longer a Markov function but has distinctnth Padé approximants at infinity, we
may still recover these approximants as convergents of a continued fraction of type (1.1),
but now in generalaj , bj ∈ C, aj 6= 0, see [31], that is,A becomes complex symmetric,
called a complex Jacobi matrix. There is no longer a natural candidate for the spectrum of
A, but it is still possible to characterize the spectrum in terms of some asymptotic behavior
of the Padé denominatorsqn(z) and the linearized error functionsrn(z) = qn(z)φ(z) −
pn(z) [3, 11, 9], see also [7, 15, 14] for more general banded matrices. Convergence
outside the numerical range was established in [11], and convergence in capacity in the
outer connected component of the resolvent set in [10]. We refer the reader to [8] for
some recent summary on complex Jacobi matrices, including some open questions partially
solved in [6].

The goal of this paper is to generalize several of the above results to the case of multi-
point Padé approximants.

Definition 1.1 ([4]). The [n1|n2] multipoint Pad́e approximant (or rational interpolant)
for a functionϕ at the points{zk}∞k=1 is defined as the ratiop/q of two polynomials
p and q 6= 0 of degree at mostn1 and n2, respectively, such thatϕq − p vanishes at
z1, z2, ..., zn1+n2+1 counting multiplicities.

It is easy to see that the degree and interpolation conditions lead to a homogeneous
system of linear equations, and thus a[n1|n2] multipoint Padé approximant exists. Also,
one may show uniqueness of the fractionp/q. However, since the denominator may vanish
at some of the interpolation points, it may happen that the fractionp/q does not interpolate
ϕ at some pointzk, usually referred to as an unattainable point.

Under some regularity conditions, the[n−1|n] multipoint Padé approximants ofϕmay
be written asnth convergents of a continued fraction of the form

1

z − b0
− a20(z − z1)(z − z2)

z − b1
− a21(z − z3)(z − z4)

z − b2
− . . . , (1.3)

the odd part of a Thiele continued fraction [4]. Continued fractions of this type are re-
ferred to asMP -fractions in [19] and asRII–fractions in [20]. In particular, the authors
study in [19, Theorem 4.4] and [20, Theorem 3.5] some analog of Favard’s theorem and
the link with orthogonal rational functions. Spiridonov and one of the authors [27, 32]
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showed that such continued fractions are related not to a single Jacobi matrix but to a
pencil zB − A with tridiagonal matricesA,B. Various links to bi-orthogonal rational
functions have been presented in [32] and [16]. In particular, in [16, Theorem 6.2] the au-
thors present an operator-theoretic proof for the Markov convergence theorem multipoint
Padé approximants [18] based on spectral properties of thepencilzB −A.

The aim of this paper is to present further convergence results for the continued fraction
(1.3), both in the resolvent set and outside the numerical range of the tridiagonal linear
pencilzB − A. To be more precise, denote byℓ2 = ℓ2[0:∞) the Hilbert space of complex

square summable sequences(x0, x1, . . . )
⊤ with the usual inner product

〈x, y〉 =
∞∑

j=0

xjyj , x, y ∈ ℓ2.

We will restrict our attention to the case of tridiagonal matricesA,B with bounded en-
tries, in which case we may identify via usual matrix productthe matricesA andB with
bounded operators acting inℓ2. Notice that many algebraic relations remain true in the
unbounded case as well. However, already the simpler case ofbounded pencils allows to
describe the main ideas of how to generalize results from theclassical theory of orthogonal
polynomials to the theory of biorthogonal rational functions as well as to the multipoint
Padé approximation.

The remainder of the paper is organized as follows: we start from a general bounded
MP–fraction and introduce the associated linear pencils together with the rational solu-
tions of some underlying three term recurrence relations in§2.1. In§2.2, by generalizing
previous work of Aptekarev, Kaliaguine & Van Assche [3] we show how the asymptotic
behavior of these rational solutions allows to decide whether the linear pencilzB − A is
boundedly invertible. In particular, we deduce in Corollary 2.5 the pointwise convergence
of at least a subsequence of our multipoint Padé approximants towards what is called the
m–function (or Weyl function) of the linear pencil. Subsequently, we present in Theo-
rem 2.9 of§2.3 an alternate proof for a Favard-type theorem based on orthogonality prop-
erties of associated rational functions, which yields in Corollary 2.11 a simple proof for
the fact that the convergents of our continued fractions areindeed multipoint Padé approx-
imants of them-function of our linear pencil. In§3 we generalize the above-mentioned
results of [11, Theorem 3.10], [10, Theorem 3.1], and [10, Theorem 4.4], on the conver-
gence of Padé approximants at infinity in terms of complex Jacobi matrices to the more
general case of multi-point Padé approximants in terms of linear pencilszB − A. The
aim of §4 is to exploreLU andUL decompositions of our linear pencil, and the link to
biorthogonal rational functions. This naturally leads us to consider generalizations of the
Darboux transformations of [12]. Finally, we generalize in§5 the findings described in the
begining of this section, namely, if we start with a Markov function and pairwise conjugate
interpolation points tending to infinity, then the spectrumof our linear pencil is still the
support of the underlying measure, and the numerical range equals its convex hull.

2. CONTINUED FRACTIONS, LINEAR PENCILS, AND THEIR RESOLVENT

In this section we show the links between continued fractions in question and linear
pencils. Moreover, we prove a Favard type result for the corresponding recurrence relation.

2.1. Linear pencils. Let us consider a continued fraction of the form

1

β0(z)
− αL

0 (z)α
R
0 (z)

β1(z)
− αL

1 (z)α
R
1 (z)

β2(z)
− . . . (2.1)

whereβn, αL
n , α

R
n are polynomials of degree at most1 and not identically zero. Next,

denote byCn(z) the nth convergent of this continued fraction obtained by takingonly
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the firstn terms in (2.1), then the well-known theory of continued fractions tells us that
Cn(z) = pn(z)/qn(z), where the polynomialspn of degree≤ n− 1 andqn of degree≤ n
are obtained as solutions of the three-term recurrence relation

yn+1 = βn(z)yn − αL
n−1(z)α

R
n−1(z)yn−1, n = 0, 1, 2, . . . (2.2)

by means of the initial conditions (settingαL
−1 = αR

−1 = 1 for convenience)

q0(z) = 1, q−1(z) = 0, p0(z) = 0, p−1(z) = −1. (2.3)

Using (2.2) and (2.3) one easily verifies by recurrence that

qn(z) = det(zB[0:n−1] −A[0:n−1]), pn(z) = det(zB[1:n−1] −A[1:n−1]). (2.4)

By Cramer’s rule, this implies the following formula for theconvergents

Cn(z) =
pn(z)

qn(z)
= 〈(zB[0:n−1] −A[0:n−1])

−1e0, e0〉. (2.5)

By induction, one also easily shows the Liouville-Ostrogradsky formula

pn+1(z)qn(z)− pn(z)qn+1(z) =
n−1∏

k=0

αL
k (z)α

R
k (z), n = 0, 1, 2, . . . . (2.6)

For a complex numberφ(z), the sequence defined by

rn(z) := φ(z)qn(z)− pn(z), (2.7)

gives another solution of (2.2) with initial conditions

r0(z) = φ(z), r−1(z) = 1. (2.8)

We will refer to rn as linearized error (or function of the second kind) since, from the
Pincherle Theorem [21, Theorem 5.7], the continued fraction (2.1) has a limitφ(z) iff
rn(z) is a minimial solution of the recurrence relation (2.2).

It will be convenient to write the polynomialsαL
j , αR

j , andβj occurring in (2.1) in the
form of the tridiagonal infinite linear pencil

zB −A =




β0(z) −αR
0 (z) 0 0 . . .

−αL
0 (z) β1(z) −αR

1 (z) 0
. . .

0 −αL
1 (z) β2(z) αR

2 (z)
. . .

...
. . .

. . .
. . .

. . .




(2.9)

with the two tridiagonal infinite matricesA = (ai,j)
∞
i,j=0 andB = (bi,j)

∞
i,j=0. For aJ-

fraction, we obtain the linear pencilz − A with a tridiagonal matrixA [1] (see also [8]).
In the case ofJ-fractions it is also known that we may write the eigenvalue equation
Ay = zy for some infinite column vectory in terms of normalized counterparts of the
monic polynomialsqn(z) (namely the corresponding orthonormal OP). Notice that the
productAy is defined fory not necessarily an element ofℓ2, since for each component
there are only a finite number of non-zero terms. For the linear pencil zB − A we can
analogously write the similar eigenvalue equations

AqR(z) = zBqR(z), qL(z)A = zqL(z)B, (2.10)

with an infinite column vectorqR(z) = (qR0 (z), q
R
1 (z), . . . )

⊤ and an infinite row vector
qL(z) = (qL0 (z), q

L
1 (z), . . . ). HereqLn (z) andqRn (z) are rational functions obtained from
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qn(z) by scaling with a product of linear polynomials. Indeed, definingqRn (z), p
R
n (z), and

rRn (z) via

qRn (z) =
qn(z)

n−1∏

k=0

αR
k (z)

, pRn (z) =
pn(z)

n−1∏

k=0

αR
k (z)

, rRn (z) =
rn(z)

n−1∏

k=0

αR
k (z)

, (2.11)

leads us to three solutions of the recurrence relation

αR
n (z)y

R
n+1 − βn(z)y

R
n + αL

n−1(z)y
R
n−1 = 0, n = 0, 1, 2, . . . . (2.12)

In the similar way, we see that

qLn (z) =
qn(z)

n−1∏

k=0

αL
k (z)

, pLn(z) =
pn(z)

n−1∏

k=0

αL
k (z)

, rLn (z) =
rn(z)

n−1∏

k=0

αL
k (z)

, (2.13)

are three solutions of the recurrence relation

αL
n(z)y

L
n+1 − βn(z)y

L
n + αR

n−1(z)y
L
n−1 = 0, n = 0, 1, 2, . . . . (2.14)

Now, it is immediate to see by taking into account the initialconditions (2.3) that the
identities (2.12) and (2.14) reduce to the formal spectral equations (2.10).

It should be also noted that we formally have

pL(z)(zB −A) = −e⊤0 , (zB −A)pR(z) = −e0. (2.15)

Remark 2.1. There are many degrees of freedom in going from a continued fraction
(2.1) to a linear pencilzB − A. For instance, for the special case ofdeg βn = 1 and
degαL

n = 0 = degαR
n for all n ≥ 0, the above approach leads a priori to diagonalB and

tridiagonalA without any further symmetry properties. However, by applying an equiva-
lence transformation to (2.1) we can make the polynomialsβn monic, implying thatB is
the identity matrix. Moreover, we can chooseαL

n = αR
n , i.e.,A becomes complex sym-

metric (also called a complex Jacobi matrix). In this case,qLn = qRn are known to be the
corresponding formal orthonormal polynomials, whereasqn is the associated monic coun-
terpart. We will return to this scaling and normalization freedom in the last section. �

2.2. m-functions of linear pencils and the resolvent.In accordance with the Jacobi case
of B being the identity, we define the resolvent setρ(A,B) of the linear pencilzB −A to
be the set ofz ∈ C such thatzB −A has a bounded inverse.

Aptekarev et al. [3, Theorem 1] showed that a bounded tridiagonal matrix has a bounded
inverse if and only if the above solutions of the recurrencies (2.12) and (2.14) have a par-
ticular asymptotic behavior. In our setting, their findings(see also the slight improvement
given in [11, Theorem 2.1]) read as follows.

Theorem 2.2([3]). Suppose thatA,B are bounded, and consider forz ∈ C the matrix
R(z) with entries

R(z)j,k =

{
rRj (z)q

L
k (z) = (qRj (z)φ(x) − pRj (z))q

L
k (z) if j ≥ k,

qRj (z)r
L
k (z) = qRj (z)(q

L
k (z)φ(x) − pLk (z)) if j ≤ k.

Thenz ∈ ρ(A,B) if and only if there existsφ(z) ∈ C and constantsγ(z) > 0, δ(z) ∈
(0, 1) such that

|R(z)j,k| ≤ γ(z)δ(z)|j−k|, j, k = 0, 1, .... (2.16)

In this case,R(z)j,k = 〈(zB −A)−1ek, ej〉, in particular,φ(z) is uniquely given by

φ(z) = R(z)0,0 = 〈(zB −A)−1e0, e0〉.
For the sake of completeness, we will give below the ideas of the proof of Theorem 2.2.

Let us first discuss some immediate consequences.
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Remark 2.3. For the particular case of Jacobi matrices (that isB = I), the above formulas
for the entries of the resolvent, also referred to as Green’sfunctions, have been known for
a long time, see for instance the recent book [26, Section 4.4]. Our linear pencil formalism
also includes so-called CMV matrices occurring in the studyof orthogonal polynomials
on the unit circle, see [26, Section 4.2], hereA,B are not only tridiagonal but in addition
block-diagonal, with unitary blocks. Again, the formulas for the Green’s functions given
in [26] are a special case of Theorem 2.2. �

A basic object in Theorem 2.2 and in the rest of the paper is following.

Definition 2.4. The function

m(z) = 〈(zB −A)−1e0, e0〉, z ∈ ρ(A,B) (2.17)

will be called them-function (or Weyl function) of the linear pencilzB −A.

Comparing with (2.5) we are left with the central question whether them-function
pn(z)/qn(z) = 〈(zB[0:n−1] −A[0:n−1])

−1e0, e0〉 of the finite pencilzB[0:n−1] −A[0:n−1]

converges forn→ ∞ to them-function of the infinte pencilzB −A.
We learn from Theorem 2.2 that the linearized errorsrLn (z) = R(z)0,n = qLn (z)m(z)−

pLn(z) andrRn (z) = R(z)n,0 = qRn (z)m(z)− pRn (z) tend to zero with a geometric rate

lim sup
n→∞

|rLn (z)|1/n < 1, lim sup
n→∞

|rRn (z)|1/n < 1, z ∈ ρ(A,B). (2.18)

Following exactly the lines of Aptekarev et al. [3, Theorem 2and Corollary 3] we obtain
the following result on point-wise convergence of a subequence.

Corollary 2.5. We have forz ∈ ρ(A,B)

lim sup
n→∞

|qLn (z)|1/n > 1, lim sup
n→∞

|qRn (z)|1/n > 1, lim inf
n→∞

|m(z)− pn(z)

qn(z)
|1/n < 1.

Proof. Using (2.11) and (2.13), the Liouville-Ostrogradsky formula (2.6) takes the follow-
ing form

αL
n(z)q

L
n+1(z)r

R
n (z)− αR

n (z)q
L
n (z)r

R
n+1(z) = 1. (2.19)

Sincesupn max{|αL
n(z)|, |αR

n (z)|} < ∞ by assumption onA,B, relation (2.18) together
with the Cauchy-Schwarz inequality implies that

lim inf
n→∞

[|qLn (z)|2 + |qLn+1(z)|2]1/(2n) > 1,

implying our first claim. The second is established using similar techniques, and the third
by writingm(z)− pn(z)/qn(z) = rLn (z)/q

L
n (z). �

By having a closer look at the proof, we see that we have pointwise convergence for a
quite dense subsequence, namely forpn+ǫn/qn+ǫn for n ≥ 0 with suitableǫn ∈ {0, 1}.
We will show in Theorem 3.5 below that this point-wise convergence result can be replaced
by a uniform convergence result in neighborhoods of an element of ρ(A,B).

In the remainder of this subsection we present the main linesof the proof of Theo-
rem 2.2. The first step consists in showing that our infinite matrix R(z) is a formal left and
right inverse forzB − A, compare with [31, Section 60 and Section 61]) for the case of
complex Jacobi matrices.

Lemma 2.6. For any value ofφ(z), the formal matrix productsR(z)(zB−A) and(zB−
A)R(z) give the identity matrix.

Proof. We will concentrate on the first identity, the second following along the same lines.
Write shorter

qL[0:j] = (qL0 , . . . , q
L
j , 0, 0, . . . )
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and similarlypL[0:j] andrL[0:j] for the row vectors built with the other solutions of the recur-
rence (2.14). Then

pL[0:j](z)(zB −A) = −e⊤0 + αL
j (z)p

L
j+1(z)e

⊤
j + αR

j p
L
j (z)e

⊤
j+1, (2.20)

qL[0:j](z)(zB −A) = αL
j (z)q

L
j+1(z)e

⊤
j + αR

j q
L
j (z)e

⊤
j+1. (2.21)

In view of (2.6), (2.11), and (2.13), one obtains

(qRj (z)p
L
[0:j](z)− pRj (z)q

L
[0:j](z))(zB −A) = e⊤j − qLj (z)e

⊤
0 .

In addition, from (2.10) and 2.15 we have that

(qL(z)φ(z)− pL(z))(zB −A) = e⊤0 .

A combination of the last two equations shows that, for allj ≥ 0,

(R(z)j,0, R(z)j,1, R(z)j,2, . . . )(zB −A) = e⊤j ,

as claimed above. �

Proof of Theorem 2.2.Let z ∈ ρ(A,B). Then, according to Lemma 2.6,R(z) is indeed
the matrix representation of the bounded operator(zB−A)−1. We get the decay rate (2.16)
of the entries ofR(z) from [13, Theorem 2.4] using the fact thatR(z) is the inverse of a
bounded tridiagonal matrix.

Suppose now thatφ(z) ∈ C is such that (2.16) is satisfied. Then, using the same argu-
ments as in [3] we have thatR(z) represents a bounded operator inℓ2,which by Lemma 2.6
is a left and right inverse ofzB −A. Hencez ∈ ρ(A,B). �

Remark 2.7. The essential tool in the proof of Theorem 2.2 was the decay rate (2.16)
of entries of the inverse of a bounded tridiagonal matrix. Inorder to specify the rate of
convergence, for instance in Corollary 2.5, it is interesting to quote from [13, Theorem 2.4]
possible values ofγ(z), δ(z) in terms of the condition number

κ(z) = ‖zB −A‖ ‖(zB −A)−1‖ ≥ 1

being obviously continuous inρ(A,B), compare with [11, Lemma 3.3],

δ(z) =

√
κ(z)− 1

κ(z) + 1
, γ(z) =

3 ‖(zB −A)−1‖
δ(z)2

max
{
κ(z),

(1 + κ(z))2

2κ(z)

}
.

�

2.3. Biorthogonal rational functions and a Favard theorem. Our explicit formulas for
the entries of the resolvent allow for a simple proof of biorthogonality for the denominators
qRj andqLk , and in addition an explicit formula for the linear functional of orthogonality
discussed by Ismail and Masson [20]. This generalizes the classical case ofB = I and a
selfadjoint Jacobi matrixA [1] where it is well-known that, forj 6= k,

〈qj(A)e0, qk(A)e0〉 = 0.

As a consequence, we obtain a simple proof of the fact that thenth convergent of (2.1) is
indeed an[n− 1|n]th multipoint Padé approximant of them-function.

In this subsection we denote fork = 0, 1, 2, ... by z2k+1 (and byz2k+2) the root ofαL
k

(and ofαR
k , respectively), where we putz2k+1 = ∞ (andz2k+1 = ∞) if αL

k (andαR
k ) is

of degree0. Similar to [20] we suppose for convenience thatz1, z2, ... ∈ ρ(A,B). More
precisely, we suppose that there exists a domainΓext with compact boundary forming a
Jordan curve such that

z1, z2, ... ∈ Γext ⊂ Clos(Γext) ⊂ ρ(A,B), (2.22)

where Clos(·) denotes the closure. The casezk = ∞ needs special care: notice that
∞ ∈ ρ(A,B) if and only ifB has a bounded inverse, in which case we will also suppose
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that∞ ∈ Γext. The boundaryΓ of Γext is orientated such thatΓext is on the right ofΓ,
implying that

g(z) =
1

2πi

∫

Γ

g(ζ)

z − ζ
dζ

for z ∈ Γext and any functiong being analytic inρ(A,B) and, if∞ ∈ ρ(A,B), vanishing
at infinity.

We start by establishing an integral formula for the entriesof the resolvent.

Lemma 2.8. Under the assumption(2.22), we have forz ∈ Γext andj, k = 0, 1, 2, ...

R(z)j,k = 〈(zB −A)−1ek, ej〉 =
1

2πi

∫

Γ

qRj (ζ)q
L
k (ζ)

m(ζ)

z − ζ
dζ.

Proof. We will consider only the casej ≥ k, the casej < k is similar. Both the resolvent
andRj,k are analytic inρ(A,B), and vanishing at infinity provided that∞ ∈ ρ(A,B).
Using the explicit formula forR(z)j,k derived in Theorem 2.2, we get forz ∈ Γext

R(z)j,k =
1

2πi

∫

Γ

rRj (ζ)q
L
k (ζ)

dζ

z − ζ

=
1

2πi

∫

Γ

qRj (ζ)q
L
k (ζ)

m(ζ)

z − ζ
dζ − 1

2πi

∫

Γ

pRj (ζ)q
L
k (ζ)

dζ

z − ζ
.

It remains to show that the last integral equals zero. Denoteby Ω a connected component
of C \ Clos(Γext). If Ω is bounded, then, by assumption (2.22), all poles of the rational
functionζ 7→ pRj (ζ)q

L
k (ζ)/(z − ζ) are outside of Clos(Ω), and hence the integral over∂Ω

is zero. IfΩ is unbounded, then by the above assumption onΓext we may conclude that
∞ 6∈ ρ(A,B), implying that allzℓ are finite. It follows from (2.11) and (2.13) that all poles
of the rational functionζ 7→ pRj (ζ)q

L
k (ζ)/(z− ζ) are outside of Clos(Ω), and this function

does vanish at∞. Hence again the integral over∂Ω is zero. �

We are now prepared to state and to give a new constructive proof of the Favard type
Theorems [20, Theorem 2.1 and Theorem 3.5] of Ismail and Masson.

Theorem 2.9. Under the assumption(2.22), define forg ∈ C(Γ) the linear functional

S(g) =
1

2πi

∫

Γ

g(ζ)m(ζ) dζ,

then we have the following biorthogonality relations: for anyn ≥ 1 and for any polyno-
mial p of degree< n there holds

S

(
qRn

p

αL
0 α

L
1 . . . α

L
n−1

)
= 0, S

(
p

αR
0 α

R
1 . . . α

R
n−1

qLn

)
= 0.

Proof. We again only show the first relation, the second follows by symmetry. Observe
first thatαL

n−1(z2n−1) = 0 implies thatzB − A is upper block-diagonal. Sincez2n−1 ∈
ρ(A,B) by (2.22), we obtain for the resolvent(z2n−1B − A)−1 the block matrix repre-
sentation[

(z2n−1B[0:n−1] −A[0:n−1])
−1 ∗

0 (z2n−1B[n:∞] −A[n:∞])
−1

]
.

In particular, comparing with (2.4) it follows thatqk(z2k−1) 6= 0 for k = 0, 1, ..., n− 1 (or
deg qk = k provided thatz2k−1 = ∞), and

R(z2n−1)n,k = 0, k = 0, 1, ..., n− 1

(or limz→∞ zR(z)n,k = 0 in the casez2n−1 = ∞). The first relation implies that

span

{
qLk
αL
n−1

: k = 0, 1, ..., n− 1

}
=

{
p

αL
0 α

L
1 . . . α

L
n−1

: deg p < n

}
,
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and the second combined with Lemma 2.8 that

S

(
qRn

qLk
αL
n−1

)
= 0, k = 0, 1, ..., n− 1,

as claimed in Theorem 2.9. �

Remark 2.10. In the statement of Theorem 2.9, one recovers them-function as a generat-
ing function for the linear functional of orthogonality, since

z 7→ Sζ

(
1

z − ζ

)
= m(z), z ∈ Γext.

Suppose in addition that∞ ∈ ρ(A,B), and thusB has a bounded inverse. Then Cauchy’s
theorem gives the normalisationS(1) = m′(∞) = 〈B−1e0, e0〉, and forℓ ≥ 0

Sζ(ζ
ℓ) = 〈B−1(AB−1)ℓe0, e0〉.

Similarly, for zk ∈ Γext andℓ ≥ 0 we have that

m(ℓ)(zk)

ℓ!
= Sζ

( −1

(ζ − zℓ)ℓ+1

)
= −〈B−1(AB−1 − zk)

−1−ℓe0, e0〉.

Using a partial fraction decomposition, we obtain for any polynomialp (of degree< 2n if
∞ 6∈ ρ(A,B)) the even simpler formula

S(r) = 〈B−1r(AB−1)e0, e0〉, r =
p

αL
0 α

R
0 . . . α

L
n−1α

R
n−1

.

�

The orthogonality relations of Theorem 2.9 allow now to showin a simple way that the
convergents of our continued fraction (2.1) are indeed multipoint Padé approximants.

Corollary 2.11. Under the assumption(2.22), for anyn ≥ 0, the rational functionpn/qn
is an[n− 1|n] multipoint Pad́e approximant of them-function of the pencilzB−A at the
pointsz1, ..., z2n counting multiplicities.

Proof. Relation (2.4) shows thatpn, qn, are polynomials of degree at mostn − 1, andn,
respectively, and from the proof of Theorem 2.9 we know thatqn(z2n+1) 6= 0, henceqn is
non-trivial.

The interpolation conditions for a Cauchy transform (or more generally for a generating
function of a linear functional) are known to translate to orthogonality relations with vary-
ing weights, see for instance [28, Lemma 6.1.2]. SincerRn = (mqn − pn)/(α

R
0 . . . α

R
n−1)

is analytic inΓext (and vanishes at∞ if z ∈ ρ(A,B)), we only have to show that
ω := rRn /(α

L
0 . . . α

L
n−1) is analytic inΓext, and, provided that∞ ∈ Γext, its expansion at

∞ starts with a termz−n−1.
Denote bỹz1, ..., z̃ℓ(k) the finite points out ofz1, z3, ..., z2k−1 with k ≤ n. If ℓ(k) ≥ 1,

define

p̃(z) =
αL
0 (z) . . . α

L
n−1(z)

(z − z̃ℓ(1)) . . . (z − z̃ℓ(k))
,

a polynomial of degree< n. Arguing as in Lemma 2.8 and using the Hermite integral
formulas for divided differences we find that

[z̃ℓ(1), ..., z̃ℓ(k)]r
R
n =

1

2π

∫

Γ

rRn (ζ)p̃(ζ)

αL
0 (ζ) . . . α

L
n−1(ζ)

dζ = S

(
qRn p̃

αL
0 α

L
1 . . . α

L
n−1

)
= 0,

where in the last step we have applied the orthogonality relation of Theorem 2.9. Henceω
is indeed analytic inΓext. If ∞ ∈ Γext, we find by a similar argument for the expansion
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of ω at∞

ω(z) =
1

2π

∫

Γ

rRn (ζ)

αL
0 (ζ) . . . α

L
n−1(ζ)

dζ

z − ζ

= Sζ

(
qRn (ζ)

αL
0 (ζ) . . . α

L
n−1(ζ)(z − ζ)

)
=

∞∑

j=0

z−j−1
Sζ

(
qRn (ζ)ζ

j

αL
0 (ζ) . . . α

L
n−1(ζ)

)
,

which again by Theorem 2.9 starts with the termz−n−1. �

3. CONVERGENCE RESULTS FOR MULTIPOINTPADÉ APPROXIMANTS

The aim of this section is to generalize various convergenceresults for complex Jacobi
matrices to the setting of linear pencils.

3.1. Numerical ranges of linear pencils. It is well known that zeros of formal orthogonal
polynomials lie in the numerical range of the correspondingtridiagonal operator. More-
over, the corresponding sequence of Padé approximants converges locally uniformly out-
side the closure of the numerical range [11, Theorem 3.10]. In this section, we generalize
this machinery to the case of linear pencils and multipoint Padé approximants.

Let us recall that, for a bounded operatorT acting inℓ2, it’s numerical range is defined
by

Θ(T ) := {(Ty, y)ℓ2 : ‖y‖ = 1} ⊂ C

Clearly,Θ(T ) is a bounded set. By the Hausdorff theorem we have that the spectrumσ(T )
of T is a subset of the convex setΘ(T ) (for instance, see [23, Section 26]). The following
definition generalizes the concept of numerical ranges to the linear pencil case.

Definition 3.1 ([23]). The set

W (A,B) := {z ∈ C : 〈(zB −A)y, y〉ℓ2 = 0 for somey 6= 0}
is called a numerical range of the linear pencilzB −A.

The following proposition is immediate from Definition 3.1.

Proposition 3.2. All the zeros ofqn andpn belong toW (A,B).

Proof. Let us suppose thatξ is a zero of the polynomialqn. Thus, according to (2.4), there
exists an elementyξ ∈ Cn such that

(ξB[0:n−1] −A[0:n−1])yξ = 0, ‖yξ‖ = 1.

The latter relation impliesξ ∈ W (A[0:n−1], B[0:n−1]) ⊂W (A,B). Similarly, we have the
inclusion of the zeros ofpj toW (A,B). �

In general, for the bounded operatorsA andB, the setW (A,B) is neither convex nor
bounded. However, it turns out that the condition

0 6∈ Θ(B) (3.1)

impliesσ(A,B) ⊂W (A,B) [23, Section 26], as well as the representation

W (A,B) =

{ 〈Af, f〉
〈Bf, f〉 : ‖f‖ = 1

}
, (3.2)

from which we see the boundedness ofW (A,B).
Generalizing [11, Theorem 3.10] for complex Jacobi matrices, we are able to prove

a result on locally uniform convergence which in some sense generalizes the Gonchar
theorem [17].

Theorem 3.3. Let (3.1) be satisfied. Then the sequence of multipoint Padé approximants
m[0:n] := pn+1/qn+1 converges to them-function locally uniformly inC \W (A,B).
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Proof. Denote byD ⊂ C \W (A,B) a closed set with compact boundary. Settingd :=
inf

‖f‖=1
|〈Bf, f〉| > 0, we find forz ∈ ∂D and‖f‖ = 1 that

‖(zB −A)f‖ ≥ |〈Bf, f〉| |z − 〈Af, f〉
〈Bf, f〉 | ≥ d dist(z,W (A,B)),

implying that

max
z∈∂D

‖(zB −A)−1‖ ≤ d1 :=
1

d
max
z∈∂D

1

dist(z,W (A,B))
.

SinceW (A[0:n−1], B[0:n−1]) ⊂ W (A,B), the same argument can be used to estimate the
norm of the resolvent of finite subsections

max
z∈∂D

‖(zB[0:n] −A[0:n])
−1‖ ≤ d1. (3.3)

Letψ be a finite sequence, that is,ψ = (ψ1, . . . , ψk, 0, 0, . . . )
⊤. Then

(zB −A)ψ = (zB[0:j] −A[0:j])ψ = φ

for sufficiently largej ∈ Z+ andφ is also a finite sequence. Further, one obviously has

(zB −A)−1φ = lim
j→∞

(zB[0:j] −A[0:j])
−1φ. (3.4)

SincezB − A is bounded and boundedly invertible, the set of suchφ’s is dense inℓ2 and,
therefore, due to (3.3) we have that formula (3.4) is also valid for all φ ∈ ℓ2 implying the
pointwise convergencem[0:j](λ) → m(λ) for anyz ∈ C\W (A,B). Now, the statement of
the theorem immediately follows from (3.3) and the Vitali theorem [30, Section 5.21].�

Notice that the concept of a numerical range is valid for operator-valued functions [23].
Thus the presented approach can be also generalized to linear pencils proposed in [5].

3.2. Uniform convergence of subsequences in neighborhoods.We start by improving
the pointwise convergence result of Corollary 2.5 generalizing [3, Corollary 3]. It was
Ambroladze [2, Corollaries 3 and 4] who first observed that, for real Jacobi matrices, a
quite dense subsequence of convergents of (2.1) converges uniformly in a neighborhood of
any element of the resolvent set. This result has been generalized in [10, Theorem 4.4] to
the setting of complex Jacobi matrices. We follow here the lines of the proof presented in
[8, Theorem 4.7] since this allows to deduce in the next subsection a result of convergence
in capacity in bounded connected components ofρ(A,B).

A central observation in what follows is the following result which for complex Jacobi
matrices may be found in [10, Proposition 2.2].

Proposition 3.4. The family of rational functions

un(z) =
qn(z)

qn+1(z)
=

qLn (z)

αL
n(z)q

L
n+1(z)

=
qRn (z)

αR
n (z)q

R
n+1(z)

is normal with respect to chordal metric onρ(A,B).

Proof. We only have to show thatun is equicontinuous on the Riemann sphere. By the
definition of the chordal metric we find forx, y ∈ ρ(A,B)

χ(un(x), un(y)) =

∣∣∣αL
n(x)q

L
n+1(x)q

R
n (y)− αR

n (y)q
L
n (x)q

R
n+1(y)

∣∣∣
∥∥∥[qLn (x), αL

n (x)q
L
n+1(x)]

∥∥∥
∥∥∥[qRn (y), αR

n (y)q
R
n+1(y)]

∥∥∥
.

In order to minorize the denominator, we write shorter as in the proof of Lemma 2.6

qL[0:n] = (qL0 , . . . , q
L
n , 0, 0, . . . ), qR[0:n] = (qR0 , . . . , q

R
n , 0, 0, . . . )

⊤



12 BERNHARD BECKERMANN, MAXIM DEREVYAGIN, AND ALEXEI ZHEDANOV

and observe that

qL[0:n](x)(xB −A) =
[
0, ..., 0︸ ︷︷ ︸

n

, αL
n(x)q

L
n+1(x),−αR

n (x)q
L
n (x), 0, ...

]
,

implying that

‖qL[0:n](x)‖2 ≤ ‖(xB −A)−1‖2 (1 + |αR
n (x)|2) (|qLn (x)|2 + |αL

n(x)q
L
n+1(x)|2).

Similarly,

(yB −A)qR[0:n](y) =
[
0, ..., 0︸ ︷︷ ︸

n

, αR
n (y)q

R
n+1(y),−αL

n(y)q
R
n (y), 0, ...

]⊤
,

implying that

‖qR[0:n](y)‖2 ≤ ‖(yB −A)−1‖2 (1 + |αL
n(y)|2) (|qRn (x)|2 + |αR

n (y)q
R
n+1(y)|2).

Finally,
(
αL
n(x)q

L
n+1(x)q

R
n (y)− αR

n (y)q
L
n (x)q

R
n+1(y)

)

= qL[0:n](x)
[
(xB −A)− (yB −A)

]
qR[0:n](y) = (x− y)qL[0:n](x)Bq

R
[0:n](y),

and a combination of these findings yields thatχ(un(x), un(y)) is bounded above by|x−y|
times a quantity which can be bounded forx, y lying in compact subsets ofρ(A,B). �

We are now prepared to generalize [10, Theorem 4.4] to linearpencils.

Theorem 3.5. For anyξ ∈ ρ(A,B) there exists a closed neighborhoodV ⊂ ρ(A,B) and
ǫn ∈ {0, 1} such thatm[0:n−1+ǫn] converges tom uniformly inV .

Proof. Let vn = un andǫn = 0 if |un(ξ)| < 1, or elsewherevn = 1/un andǫn = 1. Then

|m(z)−m[0:n−1+ǫn](z)| =
∣∣∣
rLn+ǫn(z)

qLn+ǫn(z)

∣∣∣ =
∣∣∣
αL
n(z)

ǫnrLn+ǫn(z)
√
1 + |vn(z)|2√

|qLn (z)|2 + |αL
n(z)q

L
n+1(z)|2

∣∣∣.

Using the equicontinuity of theun (and thus thevn) established in Proposition 3.4, there
exists a neighborhoodV of ξ such that|vn(z)| ≤ 2 for all z ∈ V . Applying the Cauchy-
Schwarz inequality to (2.19), we obtain forz ∈ V the upper bound

|m(z)−m[0:n−1+ǫn](z)| ≤
√
5
√
|rLn (z)|2 + |αL

n(z)r
L
n+1(z)|2

√
|rRn (z)|2 + |αR

n (z)r
R
n+1(z)|2

and the right-hand side tends to zero with a geometric rate according to Remark 2.7. �

One may construct examples withB = I and selfadjointA with the spectrumC \
ρ(A,B) consisting of two intervals being symmetric with respect tothe originξ = 0, and
m[0:n−1] has a pole atξ for all oddn. This shows that we may not expect convergence for
a subsequence denser than that of Theorem 3.5.

3.3. Convergence in capacity.As explained already before, in general one may not ex-
pect convergence ofm[0:n] to m locally uniformly in ρ(A,B) since there might be so-
called spurious poles inρ(A,B). One strategy of overcoming the problem of spurious
poles is to allow for exceptional small sets, as done in [10, Theorem 3.1] for complex
Jacobi matrices where convergence in capacity is established. We may generalize these
findings for linear pencils, where again we follow the lines of the alternate proof presented
in [8, Theorem 4.7].
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Theorem 3.6. Let V be a closed connected subset ofρ(A,B) with compact boundary,
then there existǫn ∈ {0, 1} such thatm[0:n−1+ǫn] converges tom in capacity inV .

If (3.1) is satisfied andV 6⊂ W (A,B) then we obtain convergence in capacity of the
whole subsequence.

Proof. Let again bevn = u1−2ǫn
n with ǫn ∈ {0, 1} to be fixed later, and consider the sets

Vǫ := {z ∈ V : |vn(z)| ≥ 1/ǫ}.
The arguments in the proof of Theorem 3.5 show thatm[0:n−1+ǫn] converges tom uni-
formly in V \ Vǫ. It remains thus to show that the capacity ofVǫ tends to zero forǫ→ 0.

We chooseǫn in order to insure that the normal family(vn) does not have a partial limit
being equal to the constant∞ in the connected component ofρ(A,B) containingV : this
can be done for instance by choosing a fixedξ ∈ V and to takeǫn as in Theorem 3.5,
namelyǫn = 0 if |un(ξ)| < 1, and elsewhereǫn = 1. However, under the assumptions of
the second part of the statement, by takingξ ∈ V \W (A,B) it follows from the proof of
Theorem 3.3 that

sup
n

|un(ξ)| = sup
n

|e⊤n (ξB[0:n] −A[0:n])
−1en| <∞,

and hence here we may take the constant sequenceǫn = 0.
It is now a well-known fact on normal families (see for instance [10, Lemma 2.4] or the

proof of [8, Theorem 4.7]) that for normal meromorphic families(vn)n with partial limits
different from∞ there exist monic polynomialsωn of degree bounded independent ofn
such that

C := sup
n

max
z∈V

|ωn(z)vn(z)| <∞.

This enables us insure that

Vǫ ⊂ {z ∈ V :
C

|ωn(z)|
≥ 1/ǫ} ⊂ {z ∈ C : |ωn(z)| ≤ ǫC}.

Since the capacity increases for increasing sets, and sincethe capacity of the right-hand
lemniscate can be explicitly computed to be(ǫC)1/ degωn , the assertion follows. �

4. BIORTHOGONAL RATIONAL FUNCTIONS AND BI-DIAGONAL DECOMPOSITIONS

In this section we give an operator interpretation of the Darboux transformations of
rational solutions of the difference equations in question(for the orthogonal polynomials
case see [12]). In other words, we present a scheme for constructing biorthogonal rational
functions.

4.1. LU -factorizations. Let us try to factorize the linear pencilzB −A as follows

zB −A = L(z)D(z)U(z) (4.1)

whereD(z) = diag(d0(z), d1(z), ....) is a diagonal matrix, andL,U are bidiagonal matri-
ces of the forms

L =




1 0 0 · · ·
−vL0 1 0

0 −vL1 1
. . .

...
. . .

. . .
. . .



, U =




1 −vR0 0 · · ·
0 1 −vR1

. . .

0 0
. . .

. . .
...

. . .
. . .



.

Comparing coefficients gives

−αL
n = −vLndn, −αR

n = −vRn dn, d0 = β0, βn = dn +
αL
n−1α

R
n−1

dn−1
.
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Thusd0(z) = q1(z)/q0(z) by (2.3), and by recurrence using (2.2) one deduces that

dn(z) =
qn+1(z)

qn(z)
, vLn (z) =

αL
n(z)qn(z)

qn+1(z)
, vRn (z) =

αR
n (z)qn(z)

qn+1(z)
.

Hence, the decomposition (4.1) exists if and only iffqn(z) 6= 0 for all n ≥ 0. In particular,
from Proposition 3.2 we obtain existence of such a factorization for z 6∈ W (A,B).

The decomposition (4.1) gives us the possibility to define Christoffel type transforma-
tions.

Proposition 4.1. Under assumption(2.22), let x0 ∈ Γext such that the decomposition
(4.1) exists forz = x0. Define forn ≥ 0 the functions rational inx

QL
n(x0, x) =

qLn (x)− vLn (x0)q
L
n+1(x)

x0 − x
, QR

n (x0, x) =
qRn (x) − vRn (x0)q

R
n+1(x)

x0 − x
.

Then we have the orthogonality relations

1

2πi

∫

Γ

QL
j (x0, x)Q

R
k (x0, x)(x0 − x)m(x)dx = δj,k/dj(x0), (4.2)

whereδj,k is the Kronecker delta.

Proof. Denote byIj,k the expression on the left-hand side of (4.2). We only consider the
case0 ≤ j ≤ k, the other case follows by symmetry. By definition ofQL

j (x0, x) and
QR

k (x0, x) and by Lemma 2.8 we obtain

Ijk = R(x0)k,j − vRk (x0)R(x0)k+1,j

−vLj (x0)R(x0)k,j+1 + vLj (x0)v
R
k (x0)R(x0)k+1,j+1.

For j < k, we may apply Theorem 2.2 and obtain after factorization

Ijk = (qLj (x0)− vLj (x0)q
L
j+1(x0))(r

R
k (x0)− vRk (x0)r

R
k+1(x0)) = 0

by definition ofvLj (x0). If j = k, we get slightly different formulas from Theorem 2.2 and
obtain after some simplifications

Ijj = qLj (x0)(r
R
j (x0)− vRj (x0)r

R
j+1(x0)) =

qj(x0)

qj+1(x0)
=

1

dj(x0)
,

where in the second equality we have applied (2.19). �

Remark 4.2. Clearly, the functionsαL
0 . . . α

L
nQ

L
n(x0, ·) andαR

0 . . . α
R
nQ

R
n (x0, ·) are poly-

nomials of degree≤ n. �

Proposition 4.1 tells us that the Christoffel transformation leads to multiplication of the
biorthogonality measurem(x) by a linear factor(x0 − x). This process can be repeated.
Indeed, after the Christoffel transformation we again obtain a pair of biorthogonal rational
functions satisfying a generalized eigenvalue equation with a new pair of the Jacobi ma-
tricesÃ, B̃ [32]. We can thus apply the Christoffel transformation to these new functions
factorizing the linear pencilx1B̃− Ã in a similar way as in (4.1). Then the weight function
m(x)(x0−x) is multiplied by a linear factorx1−xwith x1 6= x0. Repeating this process,
let us introduce the polynomialπN (x) = (x0 − x)(x1 − x) . . . (xN−1 − x) with xi 6= xj ,
for i 6= j and construct the functions

QL
n(x0, x1, . . . , xN−1;x) =

AL
n,N (x)

πN (x)Bn,N
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where

AL
n,N (x) = det




qLn (x) qLn+1(x) . . . qLn+N (x)
qLn (x0) qLn+1(x0) . . . qLn+N (x0)
. . . . . . . . . . . .

qLn (xN−1) qLn+1(xN−1) . . . qLn+N (xN−1)


 , (4.3)

BL
n,N = det




qLn+1(x0) qLn+2(x0) . . . qLn+N (x0)
. . . . . . . . . . . .

qLn+1(xN−1) qLn+2(xN−1) . . . qLn+N (xN−1)


 , (4.4)

and similar expressions forQR
n (x0, ..., xn−1;x), AR

n,N (x) andBR
n,N(x). Note that if two

or more of the parametersxi coincide, sayx1 = x0, then we may apply a simple limiting
process leading to appearance of derivatives in corresponding determinants. Then it is easy
to show that these functions satisfy the biorthogonality relation

1

2πi

∫

Γ

QL
j (x0, x1, . . . , xN−1;x)Q

R
k (x0, x1, . . . , xN−1;x)πj(x)m(x)dx

= δj,k/dj(x0, x1, . . . , xj−1), (4.5)

with some constantsdj(x0, x1, . . . , xj−1). Formula (4.5) is a direct generalization of the
Christoffel formula for the orthogonal polynomials, see, e.g., [29,§2.5].

4.2. UL-decomposition. Forz ∈ ρ(A,B), let us find a decomposition

zB −A = U(z)D(z)L(z) (4.6)

with a diagonal matrixD(z) = diag(d0(z), d1(z), ....), and bidiagonal matrices

U =




1 −uR0 0 · · ·
0 1 −uR1

. . .

0 0
. . .

. . .
...

. . .
. . .



, L =




1 0 0 · · ·
−uL0 1 0

0 −uL1 1
. . .

...
. . .

. . .
. . .



.

By comparing coefficients we have

−αL
n = −uLndn+1, −αR

n = −uRndn+1, βn = dn + uLnu
R
n dn+1 = dn +

αL
nα

R
n

dn+1
.

It turns out that this decomposition is unique after fixing anarbitrary value ford0. Indeed,
let y−1 = d0, y0 = 1, and consideryn defined by the recurrence relation (2.2). Then it
follows that

dn =
αL
n−1α

R
n−1yn−1

yn
, uLn =

yn+1

αR
n yn

, uRn =
yn+1

αL
nyn

,

where from (2.3) we learn that

yn(z) = (1−m(z)d0(z))qn(z) + d0(z)rn(z) = qn(z)− d0(z)pn(z) (4.7)

for all n ≥ −1. Thus the decomposition (4.6) exists if and only ifd0(z) ∈ C is chosen
such thatyn(z) 6= 0 andαL

n(z)α
R
n (z) 6= 0 for all n ≥ 0. For the special cased0(z) = 0 we

may compare with theLU decomposition of the preceding subsection and getuRn = 1/vLn
and similarlyuLn = 1/vRn . Also, for the special casem(z)d0(z) = 1 one may show that
yn(z) = d0(z)rn(z) 6= 0 provided thatz 6∈ W (A,B).

Suppose that the above factorization exists forz = x0, and define the Geronimus type
transformations by the following formulas

QL
n(x0, x) = qLn (x)−uRn−1(x0)q

L
n−1(x), QR

n (x0, x) = qRn (x)−uLn−1(x0)q
R
n−1(x),

andQL
0 (x0, x) = QR

0 (x0, x) = 1.
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Proposition 4.3. Under assumption(2.22), letx0 ∈ Γext, d0(x0) 6= 0, such that the above
factorization(4.6)exists forz = x0. Consider forg ∈ C(Γ) the linear functional

S̃(g) =
1

2πi

∫

Γ

g(ζ)
m(ζ)

x0 − ζ
dζ +

( 1

d0(x0)
−m(x0)

)
g(x0),

then we obtain forj 6= k the biorthogonality relations

S̃

(
QR

j (·, x0)QL
k (·, x0)

)
= 0, S̃

(
QR

j (·, x0)QL
j (·, x0)

)
=

1

dj(x0)
. (4.8)

Proof. We only look at the casej ≥ k ≥ 0, the other case follows by symmetry. Let us
compute the(j, k)th entry of the productL(x0)(x0B − A)−1 (which formally is perhaps
expected to be equal to the upper triangular matrixD(x0)

−1U(x0)
−1 but turns out to be a

full matrix). Using Lemma 2.8 observing thatx0 ∈ Γext we get forj > 0,

〈L(x0)(x0B −A)−1ek, ej〉
= 〈(x0B −A)−1ek, ej〉 − uLj−1(x0)〈(x0B −A)−1ek, ej−1〉

=
1

2πi

∫

Γ

QR
j (ζ, x0)q

L
k (ζ)

m(ζ)

x0 − ζ
dζ,

and we observe that the same conclusion is true forj = 0. If now j > k, we may rewrite
the last expression as

〈L(x0)(x0B −A)−1ek, ej〉 =
(
rRj (x0)− uLj−1(x0)r

R
j−1(x0)

)
qLk (x0).

Noticing thatuLj−1(x0) = yRj (x0)/y
R
j−1(x0) with yRn = yn/(α

R
0 ...α

R
n−1), we get accord-

ing to (4.7)

rRj (x0)− uLj−1(x0)r
R
j−1(x0)

= rRj (x0)−
yRj (x0)

d0(x0)
− uLj−1(x0)

(
rRj−1(x0)−

yRj−1(x0)

d0(x0)

)

=
(
m(x0)−

1

d0(x0)

)
QR

j (x0, x0).

Thus for allg ∈ span{qLk : k = 0, ..., j − 1} = span{QL
k (·, x0) : k = 0, ..., j − 1} we

conclude that̃S(QR
j (·, x0)g) = 0, and, by definition of̃S and Theorem 2.2,

S̃(QR
j (·, x0)QL

j (·, x0)) = S̃(QR
j (·, x0)qLj )

= 〈L(x0)(x0B −A)−1ej , ej〉+
( 1

d0(x0)
−m(x0)

)
QR

j (x0, x0)q
L
j (x0)

= QR
j (x0, x0)

(
rLj (x0) + (

1

d0(x0)
−m(x0))q

L
j (x0)

)

= QR
j (x0, x0)

yj(x0)

d0(x0)αL
0 (x0)...α

L
j−1(x0)

=
1

dj(x0)
,

the last claim being evident forj = 0, and forj > 0 according to (2.6) and (4.7)

QR
j (x0, x0)

d0(x0)αL
0 (x0)...α

L
j−1(x0)

=
pjqj−1 − pj−1qj

yj−1αL
0 ...α

L
j−1α

R
0 ...α

R
j−1

=
1

yj−1αL
j−1α

R
j−1

=
yj(x0)

dj(x0)

where for simplicity we have dropped in the intermediate expression the argumentx0. �
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Remark 4.4. Formula (4.8) means that the (bi)orthogonality measurem̃(x) for the trans-
formed rational functionsQL

j (x0, x),QR
k (x0, x) consists of a regular partm(x)/(x0 − x)

on Γ plus a point mass atx = x0, with massM0 = 2πi(1/d0(x0) − m(x0)), where
d0(x0) 6= 0 is a free parameter. A similar situation occurs in the case ofordinary orthog-
onal polynomials, where the mass of the point mass in the Geronimus transformation can
be freely chosen [12]. �

Remark 4.5. Proposition 4.3 forx0 → ∞ (after multiplication withx0) has been consid-
ered before in [16, Theorem 2.2]. �

5. AN EXAMPLE

In order to illustrate the above findings and to give a non-trivial example, we study in
this section the properties of a symmetric linear pencils related to a Markov function of the
form

ϕ(z) =

∫ b

a

dµ(t)

z − t
,

with a probability measureµ with support included in some compact real interval[a, b].
Here, the entriesAj,k, Bj,k of the linear pencilzB−A for symmetric interpolation points

z1 = z2, z3 = z4, ... ∈ C \ [a, b] (5.1)

are obtained by developingϕ into an even part of a Thiele continued fraction. Before
going into details, we recall from the beginning of§1 the special case of interpolation at
infinity z1 = z2 = z3 = ... = ∞. Here the expansion ofϕ into aJ-fraction generates a
pencilzB − A with a real Jacobi matrixA and withB = I the identity, and it is known
that the spectrum of the linear pencilzB − A (and thus ofA) is given by the support of
the underlying measureµ, and the numerical range equals to its convex hull[a, b]. The
aim of this section is to show that these properties remain valid for more general sets of
interpolation points.

Returning to the task of developingϕ into the continued fraction in question, the fol-
lowing result has been shown in [16, Lemma 3.1 and Remark 3.3], by making the link with
Nevalinna functions. The proof given in [16] uses the assumption | Im zj | ≥ δ > 0 and it
can be immediately generalized to our setting.

Proposition 5.1. Suppose that(5.1) holds, and thatµ has an infinite number of points
of increase such thatϕ is not a rational function. Then there exist probability measures
µ0 = µ, µ1, µ2, ... such that, for allj ≥ 0,

ϕj(z) =
1

zBj,j −Aj,j − B2
j+1,j(z − z2j+1)(z − z2j+2)ϕj+1(z)

with the Markov functions

ϕj(z) =

∫ b

a

dµj(t)

z − t
,

and the real numbers

Bj,j =

∫ b

a
dµj(t)

|z2j+1−t|2∣∣∣
∫ b

a
dµj(t)
z2j+1−t

∣∣∣
2 > 1, Aj,j =

∫ b

a
t dµj(t)

|z2j+1−t|2∣∣∣
∫ b

a
dµj(t)
z2j+1−t

∣∣∣
2 , Bj+1,j =

√
Bj,j − 1 > 0.

Hence, our Markov functionϕ for the symmetric interpolation points (5.1) induces a
linear tridiagonal pencilzB −A if we set according to (2.9),

βj(z) = zBj,j −Aj,j ,

−αL
j (z) = zBj+1,j −Aj+1,j = Bj+1,j(z − z2j+1),

−αR
j (z) = zBj,j+1 −Aj,j+1 = Bj+1,j(z − z2j+1) = Bj,j+1(z − z2j+2).
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We collect some elementary properties of this pencil in the following two propositions.

Proposition 5.2. Suppose that(5.1)holds. Then the above tridiagonal matricesA,B are
Hermitian and bounded.

Proof. It follows from (5.1) and the explicit formulas given in Proposition 5.1 thatA and
B are hermitian, andB is real. In order to show thatB is bounded, it is sufficient to show
that its entries are uniformly bounded, where in our case it is sufficient to consider the
diagonal ones. Let us first establish the minorization

∣∣∣∣∣

∫ b

a

dµj(t)

z − t

∣∣∣∣∣ ≥
dist(z, [a, b])

max{|z − a|2, |z − b|2} , z ∈ C \ [a, b]. (5.2)

For a proof of (5.2) we suppose thatRe z ≥ (a + b)/2, the other case is similar. Since
t 7→ Im(1/(z − t)) does not change sign on[a, b], we get

∣∣∣∣∣Im
∫ b

a

dµj(t)

z − t

∣∣∣∣∣ =
∫ b

a

∣∣∣∣Im
1

z − t

∣∣∣∣ dµj(t) ≥
| Im z|
|z − a|2 .

Hence our claim (5.2) follows provided that| Im z| = dist(z, [a, b]). Otherwise, we have
thatRe(z − t) ≥ Re(z − b) > 0 for all t ∈ [a, b], and hence

|Reϕj(z)| ≥
Re(z − b)

|z − a|2 ,

and the claim follows by observing that|z − b| = dist(z2j+1, [a, b]).
Combining (5.2) with the definition ofBj,j given in Proposition 5.1 we conclude that

Bj,j ≤
max(|z2j+1 − a|4, |z2j+1 − b|4)

dist(z2j+1, [a, b])4

the right-hand side being bounded according to assumption (5.1). ThusB is bounded.
Similarly, one shows that the diagonal entriesAj,j of A are uniformly bounded. In

order to discuss the off-diagonal entries ofA, we choose a fixed pointz ∈ C \ [a, b] having
a positive distance from the set of the interpolation pointszj , and get with the help of
Proposition 5.1

|Aj+1,j |2 = |Aj,j+1|2 = |z2j+1|2B2
j+1,j

≤ 1

ϕj+1(z)

|z2j+1|2
|z − z2j+1|2

(
|zBj,j −Aj,j |+

1

|ϕj(z)|

)

the right-hand side being bounded uniformly forj ≥ 0 according to (5.2). Hence,A is
also bounded. �

Proposition 5.3. Suppose that(5.1)holds. Then for ally = (y0, y1, ...)
⊤ ∈ ℓ2 there holds

〈By, y〉 ≥ |yk|2 if y0 = ... = yk−1 = 0. (5.3)

Furthermore, for the numerical range of Definition 3.1 thereholdsW (A,B) ⊂ [a, b].

Proof. In order to show (5.3), lety = (y0, y1, y2, ...)
⊤ ∈ ℓ2. We write as beforey[0:n] =

(y0, y1, ..., yn, 0, 0, ...)
⊤ ∈ ℓ2, and notice that〈By[0:n], y[0:n]〉 → 〈By, y〉 for n → ∞

sinceB is bounded by Proposition 5.2. Then fory0 = ... = yk−1 = 0 andn ≥ k using the
relationBj,j = 1 +B2

j+1,j we get

〈By[0:n], y[0:n]〉 =

n∑

j=k

Bj,j |yj |2 + 2

n−1∑

j=k

Bj+1,j Re(yjyj+1)

= |yk|2 +
n−1∑

j=k

|Bj+1,jyj + yj+1|2 +B2
n+1,n|yn|2 ≥ |yk|2,
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implying that (5.3) holds. Since also〈Ay[0:n], y[0:n]〉 → 〈Ay, y〉 for n → ∞, we get
using (5.3) thatW (A,B) is included in the closure of the union of the numerical ranges
W (A[0:n], B[0:n]) of all finite sections. Hence it is sufficient to show thatA[0:n] − aB[0:n]

andbB[0:n]−A[0:n] are positive definite for alln ≥ 0, or, the determinants of these matrices
are positive. From (2.4) we know that

qn+1(b) = det(bB[0:n] −A[0:n]), (−1)n+1qn+1(a) = det(A[0:n] − aB[0:n]),

moreover,qn+1 has the leading coefficientdet(B[0:n]) which is> 0 sinceB[0:n] is positive
definite by (5.3). Thus the positivity of both determinants inclusionW (A[0:n], B[0:n]) ⊂
[a, b] follows from the observation that alln + 1 roots ofqn+1 , that is, the poles of a
rational interpolant of a Markov function are lying in the open interval(a, b), see [28,
Lemma 6.1.2]. �

The positive definiteness of finite sections ofB also for not necessarily bounded[a, b]
has been shown already in [16, Proposition 4.2], where the authors also establish (5.3).

Notice that property (5.3) in general does not imply that condition (3.1) is true. How-
ever, only the latter condition allows us to conclude that the spectrum of the pencilzB−A
is included in[a, b]. There is a special case where we may say more.

Theorem 5.4. Beside(5.1), suppose in addition thatz2j+1 = z2j+2 → ∞ as j → ∞.
Then the operatorB is a compact perturbation of the identity, and condition(3.1)holds.

In particular, the spectrum ofzB − A is given by the support of the measureµ, and,
outside the spectrum,ϕ coincides with them–function of the linear pencilzB −A.

Proof. We have shown in the proof of Proposition 5.2 that|Aj+1,j |2 = |z2j+1|2(Bj,j −
1) = |z2j+1|2B2

j+1,j is bounded forj → ∞, and hence

lim
j→∞

Bj+1,j = lim
j→∞

Bj,j+1 = 0, lim
j→∞

Bj,j = 1,

showing thatB is a compact perturbation of the identity, andB has its numerical range
included in[0,+∞) by (5.3). Hence, if (3.1) does not hold, then0 would be an eigenvalue
of B, with corresponding eigenvectory ∈ ℓ2, y 6= 0. Inserting thisy into (5.3) withk such
thatyk 6= 0 gives a contradiction.

It follows from the text after (3.1) together with Proposition 5.3 that the spectrum
σ(A,B) of the linear pencilzB − A is included in[a, b]. Also, by construction and
Corollary 2.11,pn/qn interpolates bothϕ andm in z2n, implying that these functions
are equal forz = z2n and for alln, and analytic inC \ [a, b] including∞. Since these
points accumulate at∞, we conclude thatm = ϕ outside[a, b]. Finally, the inclusion
supp(µ) ⊂ σ(A,B) follows from the fact thatϕ is not analytic in any domain containing
points of the support ofµ.

Givenz ∈ C\ [a, b], by choosing a contourΓ surrounding[a, b] but not the interpolation
pointszj norz we get from Lemma 2.8 the formula

〈(zB −A)−1ek, ej〉 =
1

2πi

∫

Γ

qRj (ζ)q
L
k (ζ)

m(ζ)

z − ζ
dζ =

∫ b

a

qRj (t)q
L
k (t)

dµ(t)

z − t
,

where for the second identity we have used Fubini and the factthatϕ = m on Γ. We
denote byR(z) the infinite matrix with entriesR(z)j,k given by the above right-hand
integral, which is clearly well defined for anyz outside the support ofµ. From Lemma 2.6
we know thatR(z) is a formal left and right inverse of(zB−A), and the desired conclusion
z 6∈ σ(A,B) follows as in the proof of Theorem 2.2 by showing thatR(z) is bounded.

For this last step, we consider theUL decomposition ofB discussed in Remark 4.5 and
in [16, Theorem 2.2]: letU be an upper bidiagonal matrix with ones on the diagonal, and
the quantitiesBj+1,j on the main upper diagonal, thenU represents a bounded operator



20 BERNHARD BECKERMANN, MAXIM DEREVYAGIN, AND ALEXEI ZHEDANOV

on ℓ2 according to Proposition 5.2. Moreover, we have thatB = UU∗, and, withB, also
U has a bounded inverse. Hence it will be sufficient to show that

|〈U∗R(z)Uy, y〉| ≤ 〈y, y〉
dist(z, supp(µ))

(5.4)

for all y = (y0, y1, ..., yn, 0, 0, ...)
⊤ ∈ ℓ2 and for alln. Comparing with Proposition 4.3

we find that

〈U∗R(z)Uek, ej〉 =
∫ b

a

QR
j (∞, t)QL

k (∞, t)
dµ(t)

z − t

where

QL
n(∞, x) = qLn (x) −Bn,n−1q

L
n−1(x), QR

n (∞, x) = qRn (x) −Bn,n−1q
R
n−1(x),

andQL
0 (∞, x) = QR

0 (∞, x) = 1, and finally

1

2πi

∫

Γ

QR
j (∞, ζ)QL

k (∞, ζ)m(ζ)dζ =

∫ b

a

QR
j (∞, t)QL

k (∞, t) dµ(t) = δj,k.

In addition, sinceqn has real coefficients, it also follows from (5.1) that, fort ∈ R,

qRj (t) = qLj (t), QR
j (∞, t) = QL

j (∞, t),

implying that

|〈U∗R(z)Uy, y〉| =

∣∣∣∣∣∣∣

∫ b

a

∣∣∣∣∣∣

n∑

j=0

yjQL
j (∞, t)

∣∣∣∣∣∣

2

dµ(t)

z − t

∣∣∣∣∣∣∣

≤ 1

dist(z, supp(µ))

∫ b

a

∣∣∣∣∣∣

n∑

j=0

yjQL
j (∞, t)

∣∣∣∣∣∣

2

dµ(t) =
〈y, y〉

dist(z, supp(µ))
,

as claimed in (5.4). �

Remark 5.5. The assumptionz2j+1 = z2j+2 → ∞ asj → ∞ is very restrictive and can
be relaxed. For instance, if

lim sup
j→∞

max(|z2j+1 − a|, |z2j+1 − b|)
dist(z2j+1, [a, b])

<
4
√
2,

then it follows from the proof of Proposition 5.2 thatsup
j
Bj+1,j < 1. As a consequence,

the operatorU from the proof of Theorem 5.4 and thusB is a compact perturbation of
a boundedly invertible operator. This implies that (3.1) and hence the second part of the
statement of Theorem 5.4 is still true. �

In the setting of Theorem 5.4, we may therefore apply our findings of Theorem 3.3,
Theorem 3.5, or Theorem 3.6 in order to study the convergenceof the multipoint Padé
approximants towards the Markov functionϕ, compare with [16, Theorem 6.2].

Finally, returning to the discussion of Remark 2.1 concerning the degrees of freedom of
representing multipoint Padé approximants via linear pencils, it is not difficult to see that
the two linear pencilszB −A and∆D(zB − A)D−1∆ for diagonalD,∆ with non-zero
diagonal entries generate the same continued fraction (2.1). Notice that the matrixD does
not affect the diagonal entries and can be therefore be considered as to be a balancing factor
for the offdiagonal entries, whereas∆ allows to scale the entries. In terms of the continued
fraction (2.1), a scaling corresponds to considering an equivalence transformation of (2.1),
and different normalizations can be found in the literatureconcerning the special cases
of J-fractions,T -fractions or Thiele continued fractions. A balancing, however, leaves
invariant the continued fraction (2.1) and just addresses the question how to factorize the
productsαL

j α
R
j .
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It is always possible to choose a scaling such that the resulting matricesA, B become
bounded. However, such a scaling might produce a matrixB having no longer a bounded
inverse, or satisfying no longer the condition (3.1). We also know from [11, Theorem 2.3]
that, for fixedz, the balancing which is best for obtainingz ∈ ρ(A,B) is the one which
makeszB − A to be complex symmetric (i.e., a complex Jacobi matrix). In the special
case of Theorem 5.4, we have chosen a balancing factor to makeB real symmetric, and a
scaling such thatA,B are bounded andB has a bounded inverse.

A study of best scaling or balancing for general linear pencils is beyond the scope of
this paper. For future research it might be interesting to consider a (formal) factorization
z0B − A = M1(z0)M2(z0) for some fixedz0 (as done in§ 4) and to discuss the conver-
gence of multi-point approximants in terms of spectral properties ofz 7→M1(z0)

−1(zB−
A)M2(z0)

−1, since this latter quantity does not depend on scaling or balancing (but de-
pends on how to choose the factorsMj(z0)).
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