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Abstract
Objective—Clinicians pose complex clinical questions when seeing patients, and identifying the
answers to those questions in a timely manner helps improve the quality of patient care. We report
here on two natural language processing models, namely, automatic topic assignment and keyword
identification, that together automatically and effectively extract information needs from ad hoc
clinical questions. Our study is motivated in the context of developing the larger clinical question
answering system AskHERMES (Help clinicians to Extract and aRrticulate Multimedia
information for answering clinical quEstionS).

Design and Measurements—We developed supervised machine-learning systems to
automatically assign predefined general categories (e.g., etiology, procedure, and diagnosis) to a
question. We also explored both supervised and unsupervised systems to automatically identify
keywords that capture the main content of the question.

Results—We evaluated our systems on 4,654 annotated clinical questions that were collected in
practice. We achieved an F1 score of 76.0% for the task of general topic classification and 58.0%
for keyword extraction. Our systems have been implemented into the larger question answering
system AskHERMES. Our error analyses suggested that inconsistent annotation in our training
data have hurt both question analysis tasks.

Conclusion—Our systems, available at http://www.askhermes.org, can automatically extract
information needs from both short (the number of word tokens <20) and long questions (the
number of word tokens >20), and from both well-structured and ill-formed questions. We
speculate that the performance of general topic classification and keyword extraction can be
further improved if consistently annotated data are made available.
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1. Introduction
Clinicians have many questions when seeing patients [1], with reports of up to six questions
for every patient encounter [2-7]. Identifying answers to such questions will support the
practice of evidence-based medicine [8],[9] and, as a result, will improve the quality of
patient care [10-12].

Although clinicians have information needs when seeing patients, studies have concluded
that clinicians' information needs were often unmet (e.g., [1],[8]) and that a lack of time was
the most common obstacle preventing them from meeting these needs [13],[14]. Many
clinical databases (e.g., UpToDate) provide high quality summaries for answering important
medical questions related to patient care. The summaries, however, are written by domain
experts who manually review the literature related to specific medical topics. As such, the
database may be limited by its scope and timeliness. In addition, accessing clinical databases
still requires a significant amount of time. For example, one evaluation study [15] has shown
that it takes over 4 minutes to search for answers to clinical questions in UpToDate.

Many clinicians use the Internet (e.g., Google) to search for answers to their questions
[16-19]. However, the Internet poses challenges in information content relatedness and
quality [20-29]. A survey study [30] found that 92% of physicians preferred a target site
rather than a search engine (e.g., Google). A recent study published in 2009 [31] concluded
that PubMed appeared to be better than Google Scholar for locating relevant primary
literature articles to answer specific drug-related questions. Another recent study [17]
reported that for military physicians, open-domain sites (PubMed) are more commonly used
by military surgeons.

Therefore, searching answers from the published biomedical literature is important for
clinicians. Although scientifically strong, clinically relevant, original research articles occur
in the highest concentrations in only a few select journals (e.g., The New England Journal of
Medicine, Annals of Internal Medicine, JAMA, and Archives of Internal Medicine), much
clinical evidence appears in a wide range of other biomedical journals [32]. Without a search
engine, it is unlikely for a clinician to keep up with the most recent clinical evidence as
reported in an ever-increasing number of volumes in the medical literature. Literature search
engines, including PubMed and Google Scholar, do not return answers in response to
specific questions; rather, such search engines frequently return a large number of articles in
response to a specific user query. Clinicians, however, have limited time for browsing the
articles retrieved, and a study observed that clinicians spent on average two minutes or less
seeking an answer to a question, and that if a search took longer, it was likely to be
abandoned [1],[33].

To address the aforementioned obstacles, we are building a fully automated system
AskHERMES — Help clinicians Extract and aRticulate Multimedia information from
literature to answer their ad-hoc clinical quEstionS [34-45]. Although it is still at the
preliminary stage, AskHERMES is currently the only online system that automatically
retrieves, extracts, and integrates information from the literature and other information
resources and attempts to formulate this information as answers in response to ad hoc
medical questions posed by clinicians, all of which can be achieved within a time-frame that
meets their demands.

Fletcher (30) identified three basic skills necessary for clinicians to manage their
information needs: (1) find potentially relevant information, (2) judge the best from the
much larger volume of less credible information, and (3) judge whether the best information
retrieved provides sufficient evidence for clinical decisions. AskHERMES attempts to
complete the first two tasks by finding and filtering clinical information. We have previously
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found that AskHERMES advances several other baseline information retrieval systems (e.g.,
PubMed) for answering definitional questions [39],[46]. Currently, AskHERMES attempts
to answer all types of clinical questions, with a preliminary capacity.

One of the a key difference between AskHERMES and other clinical question-answering
related work (e.g., [47-50]) is its computational approaches for automatically extracting
information needs from the questions, and that is the focus of this study.

2 Background
Question answering can be considered an advanced form of information retrieval. A variety
of approaches have addressed question answering in the biomedical domain. Zweigenbaum
[51],[52] surveyed the feasibility of question answering in the biomedical domain. Rinaldi
and colleagues [53] adapted an open-domain question answering system to answer genomic
questions (e.g., “where was spontaneous apoptosis observed?”). The EpoCare project
(Evidence at Point of Care) proposed a framework that aimed to provide physicians with the
best available medical information from both literature and clinical databases [47].
Infobuttons [48],[54-59] [62],[48],[56],[57],[6l],[60],[58],[59],[63]served as a medical portal
to external information retrieval Systems (e.g. PubMed) and databases (e.g., UpToDate). A
related project is Wilczynski et al (2001) [60] in which a biomedical article can be classified
into clinically useful but distinguishing formats (e.g., Original Study and Case Report) and
purposes (e.g., Diagnosis, and Treatment) and such classifications have been incorporated
into the PubMed.

Other approaches related to question answering include SemRep [61],[62], which maps
biomedical text to the UMLS concepts and represents concept relations with the UMLS
semantic relationships (e.g., TREATS, Co-OCCURS_WITH, and OCCURS_IN), and then
condenses the concepts and their semantic relations to generate a short summary. Essie is an
information retrieval engine developed and used at the NLM that incorporates knowledge-
based query expansion and heuristic ranking [63]. CQA-1.0 [61] attempts to capture
elements related to EBM (e.g., strength of evidence). In their study, Sneiderman et al [61]
integrated the three systems (SemRep, Essie, and CQA-1.0) to achieve the best information
retrieval system (that outperformed each of the three systems) in response to clinical
questions.

Most systems described above, however, are not available online. To our knowledge,
AskHERMES (http://www.askhermes) is the only medical search engine available online
that can provide answers in response to ad hoc, complex clinical questions. Figure 1 shows
AskHERMES' architecture.

As shown in Figure 1, automatically analyzing clinical questions is the first step towards
answering clinical questions. Clinicians typically ask complex questions, and there is a
wealth of research proposing ways for structuring those ad hoc questions. Ely and
colleagues [1] studied the 1,396 medical questions they collected in one study (1) to
manually map to a set of 69 question types (e.g. “What is the cause of symptom X?” and
“What is the dose of drug X?”) and 63 medical topics (e.g. drug or cardiology). Cimino and
associates [64] predefined a set of generic questions (e.g., “What is treatment for disease?”)
and then mapped ad hoc clinical questions to those generic questions. Seol and associates
[65] identified four question types: treatment, diagnosis, etiology, and prognosis.

Niu and colleagues [47],[66] applied the PICO framework (Problem/Population,
Intervention, Comparison, Outcome) to analyze clinical questions. Demner-Fushman and
colleagues [48],[56-61] extracted the PICO components from texts for question answering.
Previously, we developed supervised machine-learning techniques to automatically classify
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medical questions into the evidence taxonomy constructed by Ely and associates [67], and
we reported a ∼50% F1 score for classifying a clinical question into five categories defined
by the evidence taxonomy [34],[35]. In this paper, we report on models for computationally
identifying both the general topics and keywords incorporated in these questions.

3 Data
Ely and associates (1) collected thousands of clinical questions from more than 100 family
doctors. Until 2009, the National Library of Medicine (NLM) maintained the 4,654
questions collected in four studies [1],[14],[68],[69]. Furthermore, each question was
annotated by the investigator who recorded the question[1],[14],[72],[73]; a subset of those
questions are shown in Table 1.

When the annotated data was released by NLM, each question was assigned one or more
general topics, and Table 2 shows the 13 general topics and the number of questions
assigned to the 4,654 clinical questions. As shown in Table 2, three highest assigned topics
are pharmacology (1,594), management (1,403), and diagnosis (994). Of the total 4,654
questions, 3,484 were assigned one general topic, 386 were assigned two topics, 700 were
assigned three topics, 4 were assigned four topics and 5 were assigned five topics. 75
questions were not assigned any topics. An example of a question that was not assigned any
topics is “What are some general facts on inflammatory bowel disease?” One question
assigned five topics (treatment & prevention, test, diagnosis, pharmacology, and
management) was “What is the right interval for checking the thyroid stimulating hormone
level on patients on thyroid replacement, and if you make a change in dose, when should
you check the thyroid stimulating hormone?”

In addition, each clinical question was assigned from one to three keywords: 4,169 questions
were assigned one keyword, 471 were assigned two keywords and 14 were assigned three
keywords. For example, the question as shown above was assigned two keywords: thyroid
function and tests.

4. Methods
The information needs of ad hoc clinical questions can be represented by two means. First,
clinical questions can be classified by general topics including etiology, procedure,
diagnosis, prognosis, and treatment and prevention. Automatic topic assignment may
improve information retrieval. For example, we may return a pre-classified treatment article
in response to a treatment question.

Secondly, each clinical question incorporates specific topics (or keywords) that indicate the
main content of the question. For example, the question “In this patient with back pain, how
do you make a diagnosis of arachnoiditis and how do you treat it?” concerns treatment and
diagnosis as general topics, and its keywords are back pain and arachnoiditis. The keywords
can be used as query terms for retrieving relevant documents. They can also be used as the
anchor terms for answer extraction.

We distinguish between extractive keywords and indicative keywords. Extractive keywords
are those that appear explicitly in a question. The two extractive keywords for the question
“In this patient with back pain, how do you make a diagnosis of arachnoiditis and how do
you treat it?” are back pain and arachnoiditis. Indicative keywords are those that do not
appear explicitly in the original question but are implied by other words in the question. For
example, insomnia is the assigned keyword for the question “Is Melatonin good for
anything? I don't know anything about Melatonin. I need to know the dose.” In this case, the
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assignment was based on the knowledge that Melatonin is a medication for insomnia. Figure
2 shows three types of indicative keywords.

In this work, we report on two computational models for identifying general topics and
explicit keywords, two types of information needs from ad hoc clinical questions.
Automatically identifying indicative keywords is a challenging but crucial task and will
comprise much of our future research. We are currently focused on the simpler task of
identifying extractive keywords, and we have developed both unsupervised and supervised
approaches to automatically identify extractive keywords from complex clinical questions.

4.1. General Topics Identification
We explored supervised machine-learning (ML) approaches to automatically assign a
question one or more general topics shown in Table 2. All ML models were trained on the
4,654 annotated clinical questions. Since a question can be assigned to multiple topics, a
multi-category classifier would prohibit such a multi-category question in inclusion. We
therefore developed a binary ML classifier (Yes or No) for each of the 12 topics; we
excluded the category unspecified because it was empty.

4.1.1 Supervised Machine Learning Systems—We experimented with several
commonly used machine-learning algorithms for question classification, including naïve
Bayes, decision tree, and support vector machines (SVMs), and the results of 10-fold cross
validation showed that SVMs performed the best. The results were consistent with our
previous studies [34],[35]. We therefore report the results for SVMs, the best classifier. For
comparison, we also report the results for naïve Bayes.

4.1.2 Machine Learning Features—We explored different features for machine
learning, including words and n-grams, part-of-speech (POS) and stemming. We used the
Stanford Parser (http://nlp.stanford.edu/downloads/lex-parser.shtml) for the POS tagging, as
recent research demonstrates a good performance of the Stanford Parser in the biomedical
domain [70]. In our previous work, we found that adding the UMLS concepts and semantic
types as additional features led to enhanced performance in question classification [34],[35];
we therefore mapped terms in questions to the UMLS concepts and semantic types and
explored them as additional features. We applied the tool MMTx [71] identify appropriate
UMLS concepts and semantic types in a question string. We also applied mutual
information to select top features for question classification.

4.1.3 Training and Testing—As shown in Table 2, the distribution of clinical questions
to different topics is skewed, with a large majority of questions assigned to the top three
topics (pharmacology, management, and diagnosis). To compare the performance of
different binary classifiers, we arranged a baseline of 50% for each classifier, so that each
classifier was trained on the same number of “positive” and “negative” questions. For
example, when we trained a binary classifier for diagnosis, we had 994 questions that were
assigned to this topic (Table 2). This set of 994 questions represents the “positive” training
data. To generate “negative” training data, we randomly selected 994 questions from among
the remaining topics.

We report the classification performance by 10-fold cross-validation, in which we divided
data into 10 folds and used 9 randomly selected folds for training and the remaining fold for
testing. We repeated the classification 10 times and here report the average and standard
deviation.
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4.1.4 Evaluation Metrics—We report the performance by recall, precision, and F1 score,
all of which are commonly used as evaluation metrics for text categorization, and we report
the average F1 scores. Each F1 score (F) is calculated by F = (2 * Precision * Recall) /
(Precision + Recall), where recall is the number of correctly predicted medical questions
divided by the total number of annotated questions in the same category, and precision is the
number of correctly predicted medical questions divided by the total number of predicted
questions in the same category.

4.2 Keyword Identification
In the biomedical domain, unsupervised approaches (e.g., pattern matching, or syntactic and
semantic grammar-based) have been the foundation of many successful clinical natural
language processing systems (e.g., [72],[73]). Supervised machine-learning approaches have
also shown success (e.g., [74]). However, the success depends upon the quality and the
quantity of annotated data (e.g., [75]). Supervised machine-learning approaches may under-
perform unsupervised one. For example, term variations (e.g., abbreviations [76]) allow data
used for training to be sparse. In this study, we therefore explored both unsupervised and
supervised approaches for keyword identification. The unsupervised approaches explored
shallow parsing, noun phrase identification, domain-knowledge, and corpus statistics, while
the supervised approaches explored the machine learning models logistic regression and
conditional random fields.

4.2.1 Unsupervised Approaches—A simple baseline system entails extracting every
word in a question as a keyword. For unsupervised keyword identification, we first parsed
each question to extract noun phrases as candidate keywords. For this task, we applied
MMTx, which incorporates a biomedical, domain-specific shallow parser. We then ranked
the noun phrases based on Inverse Document Frequency (IDF), which is commonly used in
information retrieval [77]. The principle idea of the IDF model is that a noun phrase (e.g.,
hypertension) has a more important semantic role if the noun phrase is less frequently used
across documents than those (e.g., the stop words, including a and the) that commonly
appear in documents. The IDF of a single word noun phrase Wi is:

(1)

Where N is the total number of documents–a total of 17 million MEDLINE records (1966–
2008), and N(Wi) is the number of documents in which Wi appears.

If a noun phrase incorporates a sequence of words, W1W2… Wn, we adapted the formula in
[78] to calculate the IDF value for that noun phrase as the sum of the IDF values of each
word:

(2)

We consider that the higher the IDF value, the higher priority the keyword. A baseline
model is used to randomly select noun phrases as keywords.

We speculated that medical, domain-specific terms are likely to be keywords. For example,
hypertension is clearly a more important term than the personal last name Wilbur despite
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Wilbur having a higher IDF value based on its number of Google hits. We therefore built a
domain-filtering model, which means that a term is only included as a keyword if it can be
mapped to a UMLS concept. We integrated domain filtering with the IDF model. For the
integrated UMLS+IDF model, we first applied the MMTx to map a question string to the
corresponding UMLS concepts and then ranked the mapped concepts based on the IDF
model.

The IDF and domain-filtering methods rank the candidate keywords, but they do not make
decisions on how many top ranked keywords will be included. To determine the number of
top-ranked keywords that should be included, we used a heuristic formula (3) that assigns
the number of keywords as a function of the total number of word tokens in the question.
The formula was based on our observation that the number of keywords increases when the
question length increases. We found that this formula—although simple and heuristic—
performed well for automatic keyword extraction.

(3)

4.2.2 Supervised Machine-Learning—We applied two representative, but different
supervised machine-learning methods–logistic regression [79] and conditional random fields
(CRFs) [80] – to identify automatically keywords in a medical question. Logistic regression
(LR) is a multivariable method for modeling dichotomous outcomes — in our application,
keyword or non-keyword. LR has been widely used in medicine [81]. Conditional random
fields is relatively new [80] but has shown to be the best ML algorithm (surpassing SVM)
for named entity recognition in the biomedical domain [82]. In our study, we treated
keyword as a named entity.

4.2.2.1 Machine Learning Algorithms: The logistic regression model [79] predicts the
probability of occurrence of an event by fitting data to a logistic curve. The posterior
probability Prob (X) is the logistic of a linear function of the feature vector Y1, Y2, …, Yn:

(4)

Conditional Random Fields (CRTs) [80] are generative probabilistic models used to segment
and label sequence data and offer advantages over hidden Markov models because they are
able to relax the strong independence assumption. To apply the CRFs model, we consider a
clinical question as a sequence of word tokens and then identify its keywords based on the
sequence of tokens that appear in the question.

4.2.2.2 Learning Features: For this study, we explored the learning features that have been
described in Section 4.1.2. In addition, we added word length (i.e., the number of characters
in every word) as a feature because domain-specific words (e.g., “gastrectomy”) tend to be
lengthy when compared to common English words, and there is a correlation between the
length of a word and its IDF value. We also added the position of a word in a question string
as an additional feature, because we have observed that an important term sometimes
appears toward the end of a clinical question. For example, “corneal foreign body” and
“immune deficiency” appear towards the end of the questions “What is a good protocol for
diagnosis and treatment of corneal foreign body?” and “What tests should be done to screen
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for immune deficiency?” Note that each feature on its own will not be sufficient enough for
discrimination; however, combining multiple features will improve performance in keyword
identification.

4.2.2.3 Evaluation: We used the manually assigned keywords as the gold standard for
evaluating our automatic keyword identification approach. In addition to the types of
indicative keywords shown in Figure 2, we found that extractive keywords also have
variations. These variations include simple morphosyntactic variation (Marfan syndrome
and Marfan's syndrome), orthographic variation (obsessive-compulsive disorder and
obsessive compulsive disorder), synonyms (bladder infections and urinary tract infections),
and knowledge inferencing (lead and lead poisoning). To map a question string to its varied
keywords, we used a simple approximation-matching approach that was built upon edit
distance [83] with an empirical cut-off threshold. Note that keywords derived from
synonyms and knowledge inferencing can also be identified as “indicative keywords.”
However, in this application, we separate extractive keywords from indicative keywords if
there is a single word in the assigned keyword that is in common with a word in the clinical
question.

A total of 3,155 questions that have a total of 3,353 associated keywords assigned to them
were used to evaluate our keyword identification task. The question collection incorporates a
total of 55,129 words and 13,060 noun phrases identified by MMTx.

The evaluation reflects Recall, Precision, and F score. Recall is the number of correctly
predicted keywords divided by the total number of assigned keywords, and Precision is the
number of correctly predicted keywords divided by the total number of predicted keywords.
We calculated the F1 score which is 2*Recall*Precision/(Recall+Precision).

4.3 Error Analysis
We performed multiple error analysis steps to understand the source of errors in question
classification and keyword extraction. For question classification, we first plotted the
classification performance on the basis of the training size. Our hypothesis is that question
classification performance increases with an increase in training size. We also plotted the
classification performance as a function of the number of assigned categories. As described
in Section 3, our annotated collection has assigned 1—5 categories to each question. If
Question A is assigned more categories than Question B, common wisdom suggests that the
performance of the question classification of A will be worse than the performance of B. We
will test this hypothesis. We plotted the performance of keyword extraction as a function of
question length. We also manually examined the cases for both question classification and
keyword extraction.

5. Results
Table 3 shows the SVM results for automatically classifying an original clinical question
into general topics. The results show that the best system was trained on bag-of-words,
bigrams, POS, and the UMLS concepts and semantic types, which led to an average of
76.1% recall, 77.0% precision, and 76.5% F1 score.

Using bag-of-words as features, the average F1 score was 70.7%. We found that other
features have an impact on this performance. Stemming enhanced the performance (an
absolute increase of 1.6%). Bigrams also slightly enhanced the performance (an absolute
increase of 0.5%), with a slight further enhancement from POS (an absolute increase of
0.01%). UMLS concepts and semantic types significantly improved the performance to its
highest value — a 76.47% F1 score – which is statistically significant compared to bag-of-
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words (p<0.0001, t-test). When POS was also added, the overall performance decreased to
75.6%, although the decrease was not statistically significant. We found that feature
selection also slightly decreased the performance (an absolute decrease of 0.4%); however,
the decrease was not statistically significant.

Figure 3 shows the classification performance of topic assignment as a function of training
size. The category history has the lowest classification performance (67.7% F1 score), and
pharmacology has the highest classification performance (89.3% F1 score). The Pearson's
correlation shows a P value of 0.07 (one tail), which is not statistically significant.

Figure 4a shows the number of questions as a function of the number of topic assignments;
the relation resembles a power law distribution, with the highest percentage (76.5%) being
questions that were assigned only one topic and much fewer being questions that were
assigned two labels or more. Specifically, 8.3% of the questions were assigned two topics,
15.0% questions were assigned three, four questions were assigned four, and five questions
were assigned five topics.

The questions that were assigned five topics include “What are the indications for getting a
digoxin level?”, which was assigned Treatment and Prevention, Test, Diagnosis,
Pharmacology, and Management, and “Can this rash be a drug reaction to 1%
hydrocortisone or some inert ingredient in the preparation?”, which was assigned Treatment
and Prevention, Diagnosis, Physical Finding, Pharmacology, and Management. Figure 4b
shows the classification performance of topic assignment as a function of number of topics
assigned to a question.

Table 4 shows the performance of keyword extraction with both supervised and
unsupervised approaches. The results show that the baseline of a random word achieves an
11.4% F1 score. Limiting to noun phrase increases the performance to 17.6%. IDF has
further boosted the performance to a still very poor 29.6%. When the UMLS concepts were
used for filtering keywords, the performance increased to 53.8%, the highest in the
unsupervised machine learning approaches. For comparison, if all the UMLS concepts that
appeared in a question were considered keywords, the F1 score was only 29.5%, comparable
to the method of noun phrase+IDF. Statistical analysis shows that all performance increases
were significant (p<0.01, t-test).

Table 4 also shows that both supervised approaches outperformed unsupervised ones.
Logistic regression increased the F1 score 2.4% when compared to the best unsupervised
approach (UMLS concept+IDF), yielding a 55.1% F1 score in keyword identification,
although Statistical analysis shows that the increase is not statistically significant (t-test).
Conditional random fields performed the best with a 58.0% F1 score, which showed an
absolute increase of 7.8% over the UMLS concept+IDF approach. The results show that
although the difference in keyword identification between the CRF model and the logistic
regression model is not statistically significant (t-test), the difference between the CRF
model and the UMLS+IDF is statistically significant (p<0.01, t-test).

Figure 5 (a) shows recall, precision and F1 score of keyword extraction as a function of
question length. The results show that the recall is mostly high (>80%) and mostly
independent of question length. In fact, when the number of word tokens of a question is
more than 60, the recall increases with question length. On the other hand, precision
decreases with question length, and as a result, the F1 score decreases as well.

Figure 5(b) shows the distribution of questions as a function of number of word tokens in a
question. As shown, the number of questions decreases when the number of word tokens
increases and a majority of questions (92%) have a number of word tokens below 40. The
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longest question is 114 words, as shown here: “In a patient with infectious mononucleosis, if
the spleen is going to get enlarged, how long does it take to do that? That is, how long
should they stay out of sports? And then the other question is, how long does it take to go
back to normal. Also, how big is a 10-year-old's spleen supposed to be on ultrasound? Do
you have to wait until it goes back to normal size to go back to sports or just wait 4 to 6
weeks and then go back regardless? Also, is feeling the spleen good enough or do you need
to do an ultrasound to see if someone should stay out of sports?”

We manually analyzed inconsistent assignments and found many inconsistent annotations.
For example, Management can refer to patient management, the scope of which can include
Diagnosis, Treatment & Prevention, Pharmacology, or Test. If a question was assigned to
those categories, it seems that Management might also be co-assigned. In fact, we found that
many annotated questions followed this rule. For example, “What is the dose of neurontin?”
was assigned three categories: Management, Treatment and Prevention, and Pharmacology.
However, there was inconsistency, as some questions did not follow this rule. For example,
“What is the dose of aspirin needed to prevent TIA's (transient ischemic attacks)?” was
assigned to only one category: Pharmacology.

Similar to the inconsistent annotation of Management, we found that inconsistency appeared
in many other category assignments. For example, the question “35-year-old female with
‘throat feels funny’ possible allergies. She couldn't describe the feeling other than her throat
feels funny. The question is what is going on? Could it be related to her beta blocker?” was
assigned the category “History” by the NLM, but we believe it should be assigned two
categories: Diagnosis and Management.

We also found inconsistency in keyword assignment. For example, “Is cow's milk a risk for
mad cow disease?” was assigned only the keyword “milk,” and we believed that “mad cow
disease” should be added. Our system has correctly identified both “milk” and “mad cow
disease” as keywords. Some inconsistency is due to keyword composition. For example, the
question “What are the clinical signs of neonatal myasthenia gravis?” was assigned two
keywords – myasthenia gravis and neonatal, we consider that one keyword neonatal
myasthenia gravis is a better model for this question, and our system correctly identified this
as the keyword.

6. Discussion
Overall, as shown in Table 3, the average performance for automatically assigning a
category to a question was a 76.5% F1 score, as opposed to the baseline of 50% attained by
random guessing. Our results show that feature selection impacted question classification
performance. While stemming and bi-grams improved the F1 score slightly (the absolute
increase of 0.5%∼1.6%), the UMLS concepts and semantic types had the highest F1 score
increase (the absolute increase of 5.3%). The results were consistent with our previous work
in question classification (45, 46). Our results show that neither POS nor feature selection
improved the performance of question classification, and we speculate that data sparseness
is the cause.

For the task of keyword identification with unsupervised machine-learning approaches, we
assigned the number of top-ranked keywords as a function of the total number of word
tokens in the question. Despite the simplicity, we found the formula performs quite well.
Our results show the baseline of randomly selecting words achieved an F1 score of only
11.4%; the results indicate that keyword identification is a challenging research task. Our
results show that limiting keyword candidates to noun phrases only helped increase the
performance to an F1 score of 17.6%, which is still very poor performance. We found a
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significant increase (an absolute increase of 12%) in performance when IDF prioritization
was introduced. Our results support the method of query prioritization with the IDF value, a
commonly used technique in open-domain question answering (e.g.,[78]). After domain-
filtering, we obtained the highest performance (53.8% F1 score) in unsupervised
approaches, which was an 81.8% increase over noun phrase+IDF. Our results show the
importance of domain-specific knowledge in keyword identification in medical questions.

As stated earlier, in the clinical domain, unsupervised approaches (e.g., pattern matching, or
syntactic and semantic grammar-based) have been the foundation of many successful
clinical natural language processing systems (e.g., [74],[75]). Our unsupervised approaches
are competitive approaches that were built upon previous work [78],[84]. Nevertheless, both
supervised machine-learning approaches (i.e., logistic regression and CRFs) outperformed
unsupervised ones. Specifically, CRFs outperformed the best unsupervised approach –
UMLS+IDF (P<0.01) – increasing its F1 score by an absolute value of 4.2%, to 58.0%.
Several factors may contribute to the results. Our clinical question collection has shown that
many questions were ill-formed with grammatical errors, which has made linguistically-
driven and rule-based approaches a challenge. Supervised learning has the ability to learn
the relations from multiple features and was therefore robust in this specific task.

Another advantage of supervised machine-learning approaches is that the number of
keywords is automatically predicted. This is in contrast to our unsupervised machine-
learning approaches in which the number of keywords is based on the question length.
Figure 5(a) shows that the recall of keyword prediction is high (in most questions, it is
>80%). Furthermore, the recall remains high or increases when question length increases.
The results further demonstrated the robustness of supervised machine learning approaches
for keyword extraction.

Our results show that the use of CRFs outperformed logistic regression, although not at a
statistically significant level (t-test). The results suggest that sequential information (or word
order) may contribute to the performance difference.

As described in the results, we found inconsistent topic and keyword assignments. We
speculate that the inconsistency is caused by the fact that there has not been an annotation
guideline for the annotated clinical question collection and there isn't any report for
annotation agreement. We found ambiguity in the scope and scope overlap between different
categories. For example, Management might or might not refer to patient management, the
scope of which may include Diagnosis, Treatment & Prevention, Pharmacology, or Test. A
lack of annotation guideline also leads to inconsistency in keyword composition as shown in
the example of “What are the clinical signs of neonatal myasthenia gravis?”

Inconsistency in topic assignment may be responsible for the relation between the training
size and the topic classification performance, as shown in Figure 3. Typically, there is a
positive relation between a training size and a classification performance: the larger the
training size, the better a classifier performs. Our Pearson's correlation analysis, however,
concluded that there is only a weak correlation (p=0.07) between the training size and the
topics classification performance. Although the results show that best performing category,
pharmacological, had the largest number of question instances (1,594), and the worst
performing category history (67.7% F1 score) had the least number of question instances
(43), Management did not perform well (71.4% F1 score, comparing with the highest 89.3%
F1 score for pharmacological) even though the number of instances available for training
was high (1,403). Procedure, on the other hand, has only 122 instances, but our classifier
achieved an 80.5% F1 score, the 3rd highest classification performance. We speculate that
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procedure is an unambiguous category for assignment, and therefore it has a highly
consistent annotation.

We examined the topic assignment performance by the number of topics assigned to a
question. Intuitively, we speculate that there is an inverse relation between the number of
topics that are assigned to a question and the classification performance for topics
assignment: when the number of topics assigned to a question is higher, the classification
performance of that question can be lower, and vice versa. However, our results, as shown in
Figure 4, show that the classification performance of a question did not correlate with the
number of categories assigned to the question. In addition to inconsistent topics assignment,
difference in training data may additionally explain this result. As described earlier, the
number of questions that corresponds to the number of categories assigned to questions
shows a power law distribution: a large number of questions were assigned to one topic
only, and a much fewer number of questions were assigned two or more topics. As a result,
our observation may not be generalizable.

Nevertheless, a lack of correlation between the number of topics and the classification
performance in our question data collection supports our binary classification strategy — to
select a negative set of data randomly from all other categories other than the classification
category – because the binary classification performance does not depend upon the number
of assigned categories. Typically, the performance of a multi-classifier decreases when the
number of categories increases.

Despite the noisy data, our results show a good and reliable performance for question
classification and keyword identification. In fact, we observe that in some cases our system
outperformed the original annotation data to automatically assign the correct topics for
question classification and to automatically identify the correct keywords for keyword
identification.

Question classification and keyword extraction can improve information retrieval and
question answering, because resource searches are based on content (topic areas and
keywords), not the simpler bag-of-words that treat each word mostly equally. Although
validation of this assertion remains a future work, we have performed a pilot evaluation as
reported in [85]. In our study, we showed whether a simple model in which we increased the
weight of keywords in a question may lead to improved information retrieval. Since there is
no evaluation data available for clinical information retrieval and question answering, we
evaluated our approach using the text collection of the Genomics Track of the Text
REtrieval Conference (TREC), which incorporates more than 160,000 full-text biomedical
articles [86]. The 2006 and 2007 tasks focused on information retrieval for question
answering [87],[86]; a sample question from the tasks is “What is the role of IDE in
Alzheimer's disease?” We employed a simple model in which we increased the weight of
keywords and the results showed an improvement in information retrieval that was
statistically significant [85].

7. Conclusions and Future Work
We report here on two natural language processing models, namely, automatic topic
assignment and keyword identification, that together automatically and effectively extract
information needs from ad hoc clinical questions. Both models can be accessed from the
AskHERMES system (http://www.AskHERMES.org). The first model automatically assigns
general topics (e.g., Diagnosis and Treatment and Prevention) and the second model
automatically extracts keywords or semantic content. Our evaluation of 4,654 annotated
clinical questions has shown an average performance of 76.5% F1 score for the first model
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and 58.0% F1 score for the second model. We found that a significant amount of
inconsistent annotation lowered the performance for both models, and we anticipate
improved models if consistent annotations can be achieved. Future work will focus on the
annotation and will investigate and evaluate how the two models improve clinical question
answering. For example, we may integrate the work of [60] to categorize the MEDLINE
articles as question-type specific– etiology, diagnosis, and treatment, to improve information
retrieval. We may also explore probabilistic models [88] to incorporate automatic keyword
identification for improving clinical question answering.
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Figure 1.
AskHERMES' system architecture. AskHERMES takes as input a question posed by a
clinician. Question Analysis automatically extracts information needs. Document Retrieval
retrieves relevant documents (MEDLINE and WWW). Answer Extraction automatically
identifies the sentences that provide answers to questions. Summarization condenses the text
by removing the redundant sentences and by generating a coherent summary. Answer
Presentation presents the summary to the user who posed the question.
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Figure 2.
Three types of indicative keywords and examples
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Figure 3.
The classification performance of topic assignment and the corresponding training size
(training size =10*Ln (Number of Training Questions)).
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Figure 4.
(a) Number of questions as a function of number of categories assigned to questions of the
ClinicalQuestions Collection; (b) Classification performance of topic assignment as a
function of number of categories assigned to a question
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Figure 5.
(a) Recall, precision, and F1 score of keyword extraction (using CRFs) as a function of
question length. (b) Number of questions as a function of question length.
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Table 1

A typology of question types with representative samples of clinical questions collected by Ely and his
associates (1). The left column represents generic question proportions. For example, of the 4,654 clinical
questions, “What”, “How”, “Do”, and “Can” account for 2,231 (or 48%), 697 (or 15%), 320 (or 7%), and 187
(or 4%) of the questions, respectively. Question examples (1-6) are in the right column.

General Question Type
and (Percentage)

Sample Questions

“What …” (48%) 1. What is the cause and treatment of this old man's stomatitis?

2. What should you do with someone who is not getting better from epicondylitis after physical therapy and
nonsteroidal anti-inflammatory drugs have not worked?

“How …” (15%) 3. How long should you leave a patient on Coumadin and heparin?

“Do …” (7%) 4. Do angiotensin II inhibitors work like regular angiotensin converting enzyme inhibitors to preserve kidney
function in mild diabetes?

“Can …” (4%) 5. Can Lorabid cause headaches?

Others (25%) 6. His last (and first) Hepatitis B vaccine was last August (6 months ago). I'm going to bunch the series in
reverse; ie, give second injection today and 3rd in a month or two. Is that okay to bunch them in reverse?
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Table 2

The general topics and the number of questions assigned to the 4,654 clinical questions

General Topics Number of Questions
(percentage of the total questions)

Device 37 (0.8%)

Diagnosis 994 (21.4%)

Epidemiology 104 (2.2%)

Etiology 173 (3.7%)

History 42 (0.9%)

Management 1403 (30.1%)

Pharmacology* 1594 (34.3%)

Physical Finding 271 (5.8%)

Procedure 122 (2.6%)

Prognosis 53 (1.1%)

Test 746 (16.0%)

Treatment & Prevention 868 (18.7%)

Unspecified 0 (0%)

*
The original category is “Pharmacological” in the ClinicalQuestions Collection
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Table 4

Performance of keyword extraction. “IDF” indicates keyword prioritization with IDF value; otherwise a
random selection of keywords is applied. “UMLS concept” indicates that we only use the text as a keyword if
the text can be mapped by MMTx to a UMLS concept. We experimented with selecting all UMLS concepts
and then prioritizing with its IDF value. We also report the results of logistic regression and conditional
random fields.

Method Precision Recall F1-score

Random words 11.2% 11.6% 11.4%

Noun phrase 16.5% 18.9% *17.6%

Noun phrase+IDF 28.0% 31.4% *29.6%

All UMLS concepts 17.5% 95.0% 29.5%

UMLS concept+IDF 44.3% 68.6% *53.8%

Logistic regression 68.7% 46.0% 55.1%

Conditional random fields 67.6% 50.8% 58.0%

*
indicates that the F1 score is statistically significant (p<0.01, t-test) compared with the score in the previous method. The F1 score of conditional

random fields is statistically significant compared with the UMLS concept+IDF. The difference between Logistic regression and Conditional
random field and between UMLS concept+IDF and Logistic regression is not statistically significant.
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