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Abstract

Efforts to improve the treatment of congestive heart failure, a common and serious medical 

condition, include the use of quality measures to assess guideline-concordant care. The goal of this 

study is to identify left ventricular ejection fraction (LVEF) information from various types of 

clinical notes, and to then use this information for heart failure quality measurement. We analyzed 

the annotation differences between a new corpus of clinical notes from the Echocardiography, 

Radiology, and Text Integrated Utility package and other corpora annotated for natural language 

processing (NLP) research in the Department of Veterans Affairs. These reports contain varying 

degrees of structure. To examine whether existing LVEF extraction modules we developed in prior 

research improve the accuracy of LVEF information extraction from the new corpus, we created 

two sequence-tagging NLP modules trained with a new data set, with or without predictions from 

the existing LVEF extraction modules. We also conducted a set of experiments to examine the 

impact of training data size on information extraction accuracy. We found that less training data is 

needed when reports are highly structured, and that combining predictions from existing LVEF 

extraction modules improves information extraction when reports have less structured formats and 

a rich set of vocabulary.
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1. Introduction

Heart Failure (HF) is a common but serious medical condition associated with high 

healthcare costs [1]. Efforts to improve the treatment of HF and reduce associated costs are 

facilitated by quality measures to assess treatment guideline-concordant care [2]. The 

American College of Cardiology Foundation, the American Heart Association, and the 

Physician Consortium for Performance Improvement published such performance measures, 

including a measure for “Left Ventricular Ejection Fraction (LVEF) Assessment” [3]. The 

LVEF measures the percentage of blood in the left ventricle expelled during the systolic 

contraction, and is not captured in a structured and coded format in many electronic health 

records, making its use for quality improvement and healthcare management difficult. The 

“Left Ventricular Ejection Fraction (LVEF) Assessment” measure describes the number of 

patients with a principal diagnosis of HF who have documentation of a planned or 

completed LVEF assessment. The LVEF is important because patients will benefit from life 

prolonging treatment only if their LVEF is low (e.g. <40%).

In order to make LVEF information available from text, we undertook two different projects 

to automate extraction of LVEF in the Department of Veterans Affairs (VA). Automated 

Data Acquisition for Heart Failure (ADAHF) [4] project automated the extraction of 

information needed for the inpatient HF quality measure from clinical notes, including 

LVEF and its values, and guideline-concordant HF medications, Angiotensin-Converting 

Enzyme Inhibitors (ACEI) and Angiotensin Receptor Blockers (ARB), and reasons why the 

patient was not prescribed these medications. The Consortium for Healthcare Informatics 

Research (CHIR) [5] Translational Use-Case Project for Ejection Fraction (TUCP-EF) [6] 

aimed at the automated extraction of LVEF mentions, LVSF (left ventricular systolic 

function) mentions, and their associated qualitative assessments and quantitative values:

• LVEF mentions (e.g., “left ventricular ejection fraction”, “VISUAL ESTIMATE 

OF LVEF”, “EF”)

• LVEF quantitative values (e.g., “~0.60–0.65”, “0.45”, “50%”)

• LVEF or LVSF qualitative assessments (e.g., “NORMAL”, “mildly decreased”, 

“SEVERE”)

• LVSF mentions (e.g., “Global left ventricular systolic function”, “systolic 

dysfunction”, “LVSF”)

Recent studies have used natural language processing (NLP) approaches to extract medical 

concepts related to HF from clinical notes. Chung and Murphy [7] developed a rule-based 

information extraction (IE) system to extract concepts and their associated values from 

echocardiogram reports. The concepts targeted for their study included Ejection Fraction 

(EF), Mitral Valve Insufficiency, Pericardial Effusion, etc. and the concept-value pairs 

related to the study conditions are identified using string matching, concept pattern matching 

and predefined tagging methods. Friedlin and McDonald [8] developed a specialized IE 

system, the REgenstrief eXtraction tool (REX) to extract HF related concepts (congestive 

heart failure, Kerley B lines, cardiomegaly, prominent pulmonary vasculature, pulmonary 

edema, and pleural effusion) from chest radiology reports. For patient level classification, to 
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identify patients with HF, Pakhomov et al. [9] implemented two different methods based on 

rule-based and machine learning-based approaches.

Garvin et al. [6] developed a rule-based system within the UIMA (Unstructured Information 

Management Architecture) [10,11] framework, named “Capture with UIMA of Needed Data 

using Regular Expressions for Ejection Fraction” (CUIMANDREef), to extract LVEF 

related concepts and their associated values from VA echocardiogram reports. Subsequent 

research by Meystre et al. [12] showed that a sequence-tagging model achieved better 

performance than a rule-based approach on same corpus (TUCP EF year 1 corpus). Gobbel 

et al. [13] used the Rapid Text Annotation Tool (RapTAT) to assist annotation by 

interactively and iteratively pre-annotating HF related concepts. Their iterative training 

reduced the annotation time and produced more consistent annotation.

We developed an information extraction application based on rules and machine learning 

approaches to detect LVEF mentions and associated values in clinical notes as well as other 

information for HF treatment performance measures [4,6,12,14]. This application was 

named Congestive Heart Failure Information Extraction Framework (CHIEF) [12,14–16]. 

The CHIEF application is based on the Apache UIMA [10,11] framework with modules 

extracting LVEF information, medications (ACEIs and ARBs), and reasons not to administer 

these medications, with general linguistic analysis functionalities and patient-level analysis. 

Three versions of the LVEF extraction modules were developed:

• CUIMANDREef: a rule-based application using regular expressions to capture 

lexical patterns and a lexicon, trained with a specific corpus of VA 

echocardiogram reports (we will call it ‘TUCP EF year 1 corpus’) [6].

• CHIEF EF: a machine learning-based version with sequential tagging using 

morphological, lexical, and syntactic information, trained with the TUCP EF 
year 1 corpus [12,14].

• CHIEF ADAHF: an adaptation of the CHIEF EF machine learning-based 

version, but trained on a corpus of VA clinical notes of different types (e.g., 

progress notes, discharge summaries, consultation notes, echocardiogram 

reports, etc.) (we will call it ‘ADAHF corpus’) [4].

In this study, we used a new data set, a national corpus of VA clinical echocardiography 

reports described below (we will refer to it as the ‘TUCP EF year 3 corpus’) to study the 

generalizability of our LVEF extraction modules. We start with an analysis of differences 

between the new TUCP EF year 3 corpus and other corpora annotated for previous studies in 

Section 2.1. We then describe our NLP methods based on a machine learning sequential 

tagger and discuss features used for identifying LVEF information (Section 2.2).

The contributions of our work are twofold. First, we examined how three existing LVEF 

extraction modules perform with the new TUCP EF year 3 corpus, a corpus composed of 

different clinical notes than the ones used for the original development and training of the 

LVEF extraction modules (Section 3.1). To investigate the possible contributions of these 

existing LVEF extraction modules, we trained machine learning algorithms with the new 

corpus, with or without predictions from the existing LVEF extraction modules, and 
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examined if this approach allowed for improved accuracy in Section 3.2. Second, we 

examined the impact of training data quantity on the new NLP modules accuracy (Section 

3.3). We trained models with or without predictions from the existing LVEF extraction 

modules, with different amounts of training data, and conducted a set of experiments to 

evaluate the accuracy of each combination.

2. Materials and methods

2.1. Annotation data sets and concepts

2.1.1. TUCP EF year 1 corpus—The TUCP EF year 1 corpus consisted of 765 

echocardiogram reports, obtained from the Text Integration Utility (TIU) [17] section of the 

Veterans Health Information Systems and Technology Architecture (VistA) [18], from seven 

VA medical centers [6]. Two human annotators annotated these reports independently using 

an annotation schema and guideline, and a third annotator adjudicated differences between 

the two original annotators. We used 275 notes for training (‘TUCP EF year 1 train’) and 

490 notes for testing (‘TUCP EF year 1 test’).

2.1.2. ADAHF corpus—The ADAHF corpus [4], obtained from the TIU files, includes 

clinical notes from inpatients with HF discharged from a selection of 8 VA medical centers 

in 2008. It includes 18,397 notes that were manually annotated for LVEF and its values, for 

a selection of HF medications (ACEIs and ARBs), and for reasons not to administer these 

medications. The corpus was split in a training set of 13,673 notes (‘ADAHF train’) and a 

testing set of 4724 notes (‘ADAHF test’). The ADAHF corpus contains various clinical 

document types (progress notes, discharge summaries, history and physical notes, 

cardiology consultation notes, etc.) and echocardiogram reports represented about 1.5% of 

the notes found in the ADAHF corpus.

2.1.3. TUCP EF year 3 corpus—The new dataset, TUCP EF year 3 corpus includes 

3060 clinical notes from three different storage locations and associated software 

(“packages”) used within the VistA systems: Echocardiography (1140 reports, from 16 VA 

Health Care sites sampled at random), Radiology (720 reports, from 5 sites sampled at 

random), and TIU (1200 reports, from 17 sites sampled at random). Among these 3060 

reports, 1465 containing at least one of our concepts of interest were selected for this 

project. Two reviewers independently annotated each clinical note with eHOST (Extensible 

Human Oracle Suite of Tools) [19] and then a domain expert adjudicated the disagreements 

between the two primary annotators. The F1-measure for inter annotator agreement was 

0.9099.

For this study, we divided the TUCP EF year 3 corpus into training and test set by randomly 

assigning notes from the 3 different packages. We used 732 notes for training from the 

TUCP-EF Year 3 (‘TUCP EF year 3 train’) and 733 notes for testing (‘TUCP EF year 3 
test’). Table 1 shows the number of concepts and notes found in each corpus.

The format of the reports varied depending on the package they came from. Reports from 

the Echocardiography package tended to be shorter and have highly structured and simple 

data formats (e.g., “EstimatedEF: 60%”). Reports from the Radiology package tended to 
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have more unstructured text and technical measurements. Notes from the TIU package 

tended to have a combination of structured and unstructured text.

The three corpora were manually annotated with a few differences in the types and 

definitions of information captured, as shown in Table 1. These corpora were developed for 

different projects, with annotation differences as well as differences in clinical note type and 

format. A key difference between the corpora annotations is how LVSF mentions were 

captured. In the TUCP EF year 1 corpus, LVSF mentions and LVEF mentions were 

annotated as one “LVEF mentions” category. LVSF mentions were not annotated in the 

ADAHF corpus. In the TUCP EF year 3 corpus, LVSF mentions were annotated as a 

separate category. Because of these differences, the direct application of CUIMANDREef or 

CHIEF EF to TUCP was not possible and required adaptations described below.

2.2. LVEF information extraction modules

To examine the generalizability of our modules to the new TUCP EF year 3 corpus, we 

carried out several experiments with three versions of the LVEF extraction modules and a 

new version trained on the TUCP EF year 3 training set.

2.2.1. Existing LVEF extraction modules—As described above, we previously 

developed three versions of the LVEF extraction modules: CUIMANDREef [6], CHIEF EF 

[12,14], and CHIEF ADAHF [4] to detect LVEF mentions and associated values in clinical 

notes. CUIMANDREef is a rule-based application using regular expressions to capture 

lexical patterns targeting specific VA echocardiogram reports. CHIEF EF and CHIEF 

ADAHF are machine learning-based applications using morphological, lexical, and syntactic 

information. The output of these three existing LVEF extraction modules was used with 

automated post-processing, examining all extracted LVEF mentions and filtering out LVSF 

mentions by searching for keywords compiled from the ‘TUCP EF year 1 train’ corpus (e.g., 

“LVSF”, “LVSD”, “systolic”, “dysfunction”, “function”). This filtering was required 

because of the aforementioned LVSF annotation differences.

2.2.2. New TUCP LVEF extraction modules—Two different approaches were used, all 

based on a machine learning sequential tagger using Miralium [20], a Java implementation 

of the Margin Infused Relaxed Algorithm (MIRA) [21], with or without the outputs from 

existing LVEF extraction modules. We reformatted the training instances with BIO tags (B: 

at the beginning, I: inside, or O: outside of a concept) and then trained the models to produce 

BIO labels for all four concept types (LVEF, LVSF, Qualitative value, and Quantitative 
value). All training ended after ten iterations and no feature pruning was done for this study.

1. The first version, simply called ‘TUCP’, was trained with the TUCP EF year 3 
corpus using the same feature set than CHIEF EF and CHIEF ADAHF. These 

features were obtained from text analysis and included words (current word, four 

preceding words, and four following words), bi-grams of words, part-of-speech 

tags (current word part-of-speech tag, part-of-speech tags of four preceding 

words, and four following words), bi-grams of part-of-speech tags, word 

morphology (alpha-numeric characters, punctuations, etc.), word shape 

information (e.g., “LVSF” normalized to “AAAA”, “ef” to “aa”; for the current 

Kim et al. Page 5

J Biomed Inform. Author manuscript; available in PMC 2017 August 30.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



word, three preceding words, and three following words), infixes (prefix and 

suffix), and the output of CUIMANDREef (for the current word, two preceding 

and two following words).

2. The second version, called ‘TUCP + Prediction’, combined features from TUCP 
and the predictions from CUIMANDREef, CHIEF EF, and CHIEF ADAHF to 

allow the sequence tagger trained with the TUCP EF year 3 corpus to benefit 

from existing LVEF extraction modules [22]. We first processed the complete 

TUCP EF year 3 corpus with the three existing LVEF extraction modules, and 

then reformatted their output (concept type and text spans) with BIO tags and 

used it as new features to train the new TUCP + Prediction module. The 

architecture of TUCP + Prediction is depicted in Fig. 1.

3. Results

3.1. Evaluation metrics

We used three metrics to measure information extraction accuracy: recall (equivalent to 

sensitivity), precision (positive predictive value) and F1-measure, a harmonic mean of recall 

and precision (giving equal weight to each) [23]. Each metric was micro-averaged across 

each mention in clinical reports for comparison of exact matches (perfect text span match 

between the annotated reference standard and the system output) and inexact matches 

(overlap of annotated reference standard text spans with at least one word of the system 

output).

3.2. Performance of existing LVEF extraction modules

When trained and tested with the same corpus (trained with the training subset, and tested 

with the testing subset), CHIEF EF reached quite good performance with a 95.5% F1-

measure [14]. Precision was about 3% higher than recall on average, except with quantitative 

values. CHIEF ADAHF worked very well with LVEF mentions (98.2% F1-measure) [4]. For 

quantitative values, the recall of CHIEF ADAHF was lower than CHIEF EF, reflecting the 

increased difficulty of capturing values in non-echocardiogram notes. CHIEF ADAHF 

reached overall 95.4% F1-measure (Table 2). For detailed results, refer to [14,4] for CHIEF 

EF and CHIEF ADAHF respectively.

When trained with their original corpus, and then tested with the TUCP EF year 3 corpus, 

without any feature modification or re-training, CUIMANDREef, CHIEF EF, and CHIEF 

ADAHF did not perform well with exact matches, but obtained reasonable results with 

inexact matches (Table 3).

CUIMANDREef obtained the highest recall (62.7%) for qualitative values and the best 

precision (93.5%) for quantitative values with exact matches. CHIEF EF showed overall 

good performance, especially for quantitative values (85.2% F1-measure) and LVSF 

mentions (74.5% F1-measure) with exact matches. CHIEF ADAHF obtained the best 

performance for LVEF mentions. When counting only LVEF mentions and quantitative 

values, the results of CHIEF ADAHF had an F1-measure of 64.1% with exact matches, and 

89.1% with inexact matches. The overall F1-measure with exact matches was about 18% 
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lower than with inexact matches on average. For LVEF mentions, there was about 40% 

difference between exact and inexact matches. One reason for this difference arose from 

including (or excluding) LVEF mention modifiers in the reference standard annotations. For 

example, in the phrase “ESTIMATED EF”, the whole phrase had to be annotated in the 

reference standard for CHIEF EF, but only “EF” was annotated as LVEF mention in the 

TUCP EF year 3 corpus.

3.3. Performance of the new TUCP LVEF extraction modules

When training and testing with the TUCP EF year 3 corpus, performance was much 

improved with the new TUCP LVEF extraction modules. All results are listed in Table 4 

(exact match and inexact match). TUCP + Prediction slightly outperformed TUCP. We 

confirmed that the feature set used for CHIEF EF and CHIEF ADAHF could be successfully 

utilized with the TUCP EF year 3 corpus.

Fig. 2 shows exact match results with each category of clinical notes (package). In each 

graph, the first bar represents results with the TUCP model, and the second bar with the 

TUCP + Prediction model. Note that the y-axis scale in each graph does not start at zero to 

focus on the value ranges of interest.

With Echocardiography and Radiology package reports, TUCP + Prediction did not always 

allow for any significant improvement over TUCP, probably because of the small vocabulary 

of our target concepts. In Echocardiography package reports, TUCP + Prediction performed 

better than TUCP when extracting quantitative values and LVSF mentions, but worse with 

qualitative values. In Radiology package reports, TUCP + Prediction only performed better 

when extracting qualitative values. In TIU package reports, TUCP + Prediction showed 

better performance in overall recall and precision when compared with TUCP, with the 

largest improvement for qualitative values.

3.4. Performance comparison with different quantities of training data

We designed additional experiments to examine the impact of the quantity of training data 

on the accuracy of our modules. We created four different training data subsets by randomly 

selecting sets of 20% of training data and then combining them to have subsets of 20%, 

40%, 60%, 80%, and 100% of our training data.

We trained the TUCP and TUCP + Prediction modules with each training data subset, and 

then tested them with our original testing set. Fig. 3 shows the measured F1-measures with 

different amounts of training data. In each figure, the dotted line represents results with 

TUCP, and the solid line with TUCP + Prediction.

On all test data, TUCP + Prediction consistently outperformed TUCP (about 1% higher) 

when using 20–80% of the training data. When using all training data, TUCP + Prediction 
achieved an F1-measure of 92.4%, only about 0.4% higher than TUCP. As explained above, 

with Echocardiography and Radiology package reports, TUCP + Prediction did not affect 

performance much. TUCP obtained better performance than TUCP + Prediction when using 

most training data subsets. With TIU package reports, TUCP + Prediction performed better 

than TUCP, producing about 2% higher F1-measures with most subsets. Our analysis 
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revealed that TUCP + Prediction excels at extracting LVEF mentions and values from the 

notes having less structured formats and a rich set of vocabulary, like TIU notes.

Statistical comparisons of difference between TUCP and TUCP + Prediction were based on 

the z-test between two proportions. This analysis demonstrated that the F1-measures of 

TUCP + Prediction using 60% and 80% of the training data were significantly better than 

TUCP with TIU package reports at the p < 0.05 significance level, but no statistically 

significant difference was found between the two models in other scenarios.

Overall, using more training data allowed for better performance. When using all test data, 

TUCP obtained an F1-measure of 87.2% with 20% of the training data and an F1-measure of 

92.0% with all training data, about 5% higher. However, with Echocardiography package 

reports, only using 40% of training data already allowed for an F1-measure of 94.9%. With 

Radiology package reports, the F1-measure increased regularly with the amount of training 

data. With TIU package reports, TUCP obtained an F1-measure of 82.0% when using only 

20% of the training data and an F1-measure of 88.2% with all training data (about 6% 

higher). The F1-measure increased rapidly when using 40% or more of the training data. In 

general, we observed that less training data would be needed when using highly structured 

notes with less complicated data formats such as Echocardiography and Radiology package 

reports.

4. Discussion

The new TUCP LVEF extraction modules performed much better than existing modules 

with the TUCP EF year 3 corpus. When clinical reports are highly structured, such as 

Echocardiography and Radiology package reports, performance did not change much. 

However, TUCP + Prediction performed better than TUCP when reports have less structured 

formats and a rich set of vocabulary, such as TIU package reports. With small amounts of 

training data, TUCP + Prediction performed significantly better than TUCP with TIU 

package reports.

We manually inspected all false negative and false positive errors of our modules. Among 

false negative errors (i.e., missed information) by TUCP + Prediction, we observed that 

some LVEF mentions were missed when found in a different sentence than their associated 

values. Also, some errors were caused by incorrect boundaries for LVEF mentions. For 

example, in “estimated ejection fraction”, our system only identified “ejection fraction.” We 

observed similar term boundary errors with qualitative or quantitative values. For example, 

in “overall preserved”, our system only identified “preserved”; in “plus – minus 56%” and 

“range of 50% to 55%”, only “56%” and “50% to 55%” were detected. Other false negative 

errors were due to rare terms in our training data. For example, with “EF was slightly 
diminished to about 40%”, our system missed a qualitative value, “slightly diminished”, 

because “diminished” occurred only once in the training data. Finally, some LVSF mention 

false negative errors were caused by incorrect tokenization. For example, in “Grossly normal 
L V”, “LV” was missed when a whitespace character was found within the term.
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5. Conclusion

This study showed that our LVEF information extraction application, CHIEF, could be 

successfully applied to a new data set, reaching good or excellent recall and precision. We 

observed that our application performed well with the new corpus when applying the same 

original feature set used for training existing modules. The large number of different note 

types (e.g., echocardiogram report versus radiology note) and differences between medical 

centers caused a great variety of clinical note formats and content. We observed that less 

structured notes containing various formats of data may need more training data than highly 

structured notes, and that better accuracy can be achieved by leveraging existing applications 

trained with different clinical data sets. An accurate method for LVEF abstraction will be 

valuable to the VA and other health care systems in their efforts to measure and improve 

heart failure care.
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Fig. 1. 
Architecture of TUCP + Prediction module.
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Fig. 2. 
Exact match results with each package reports.
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Fig. 3. 
Performance comparison between TUCP and TUCP + Prediction with different size of 

training data.
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