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Abstract

Background: One in five U.S. adults lives with some kind of mental health condition and 4.6% 

of all U.S. adults have a serious mental illness. The Internet has become the first place for these 

people to seek online mental health information for help. However, online mental health 

information is not well-organized and often of low quality. There have been efforts in building 

evidence-based mental health knowledgebases curated with information manually extracted from 

the high-quality scientific literature. Manual extraction is inefficient. Crowdsourcing can 

potentially be a low-cost mechanism to collect labeled data from non-expert laypeople. However, 

there is not an existing annotation tool integrated with popular crowdsourcing platforms to 

perform the information extraction tasks. In our previous work, we prototyped a Semantic Text 

Annotation Tool (STAT) to address this gap.

Objective: We aimed to refine the STAT prototype (1) to improve its usability and (2) to enhance 

the crowdsourcing workflow efficiency to facilitate the construction of evidence-based mental 

health knowledgebase, following a user-centered design (UCD) approach.

Methods: Following UCD principles, we conducted four design iterations to improve the initial 

STAT prototype. In the first two iterations, usability testing focus groups were conducted 

internally with 8 participants recruited from a convenient sample, and the usability was evaluated 

with a modified System Usability Scale (SUS). In the following two iterations, usability testing 

was conducted externally using the Amazon Mechanical Turk (MTurk) platform. In each iteration, 
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we summarized the usability testing results through thematic analysis, identified usability issues, 

and conducted a heuristic evaluation to map identified usability issues to Jakob Nielsen’s usability 

heuristics. We collected suggested improvements in the usability testing sessions and enhanced 

STAT accordingly in the next UCD iteration. After four UCD iterations, we conducted a case 

study of the system on MTurk using mental health related scientific literature. We compared the 

performance of crowdsourcing workers with two expert annotators from two aspects: efficiency 

and quality.

Results: The SUS score increased from 70.3 ± 12.5 to 81.1 ± 9.8 after the two internal UCD 

iterations as we improved STAT’s functionality based on the suggested improvements. We then 

evaluated STAT externally through MTurk in the following two iterations. The SUS score 

decreased to 55.7 ± 20.1 in the third iteration, probably because of the complexity of the tasks. 

After further simplification of STAT and the annotation tasks with an improved annotation 

guideline, the SUS score increased to 73.8 ± 13.8 in the fourth iteration of UCD. In the evaluation 

case study, on average, the workers spent 125.5 ± 69.2 seconds on the onboarding tutorial and the 

crowdsourcing workers spent significantly less time on the annotation tasks compared to the two 

experts. In terms of annotation quality, the workers’ annotation results achieved average F1-scores 

ranged from 0.62 to 0.84 for the different sentences.

Conclusions: We successfully developed a web-based semantic text annotation tool, STAT, to 

facilitate the curation of semantic web knowledgebases through four UCD iterations. The lessons 

learned from the UCD process could serve as a guide to further enhance STAT and the 

development and design of other crowdsourcing-based semantic text annotation tasks. Our study 

also showed that a well-organized, informative annotation guideline is as important as the 

annotation tool itself. Further, we learned that a crowdsourcing task should consist of multiple 

simple microtasks rather than a complicated task.
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1. Introduction

In 2018, an estimated 47.6 million U.S. adults had any mental illness and an estimated 11.4 

million adults had serious mental illness, corresponding to 4.6% of all U.S. adults. And the 
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rate of youth experiencing mental health issues also continued to rise [1]. However, an 

astonishing number of Americans lacks access to mental health care [2]. Two out of 5 U.S. 

adults with any mental illness and more than half of those with serious mental illness cannot 

afford the cost of care; and similarly, more than 60% of youth with major depression did not 

receive any mental health treatment [2]. One well-documented reason for this situation is the 

severe mental health workforce shortage [2]. For example, to meet the need for mental 

health care, the providers in the state with the lowest-ranked mental health workforce 

availability must treat six times as many people as the providers in the highest-ranked state 

[2].

Besides, because many people are worried about being stigmatized if they admit that they 

have mental health issues, they often choose to keep their mental health issues private and 

are unwilling to ask for help [3–5]. With almost universal access to the Internet and the 

rising prevalence of smartphone use, the ways people learn and manage their mental health 

issues are changing. People often use the Internet to seek health information in general 

including mental health information [6,7]. However, the current online information related to 

mental health is poorly organized, without evidence to support it, and of poor quality [8–10]. 

Much of this online information consists of personal opinion, salesmanship, testimonials, 

and hypothesis-driven claims that are not evidence-based, mixed with high-quality 

information curated manually by experts such as those published on funding agencies (e.g., 

National Institute of Mental Health [NIMH]) or professional societies (e.g., Mental Health 

America).

A semantic web knowledgebase (KB) (also known as knowledge graph [KG]) using a 

formal knowledge representation (e.g., ontology) built with associated semantic web 

technologies can better organize and deliver quality mental health information to the public 

[11,12]. The World Wide Web Consortium (W3C) specifies the standards and protocols that 

define the semantic web, where Resource Description Framework (RDF) is the basis for 

semantic web data [13]. RDF can be used to structure knowledge statements in the format of 

semantic triples: subject-predicate-object [14]. For example, a mental health knowledge 

statement, “antidepressant can treat depression”, can be encoded in a semantic triple as 

“antidepressant (subject)-can treat (predicate)-depression (object)”. In a semantic web KB, 

entities (e.g., subjects, objects, and predicates) are standardized using ontologies that define 

the classes, relationships, concepts, and inference rules for the KB.

Existing KB or KG on mental health is sparse [15], although a number of well-known 

semantic web KBs and KGs exist such as Wikidata [16] and Google’s Knowledge Graph 

[17] in the general domain. In the biomedical domain, there are approaches that extract 

knowledge statements from scientific literature such as those used in SemMed [18]. The 

SemMed platform uses SemRep [19]-a Unified Medical Language System (UMLS)-based 

natural language processing (NLP) tool-to extract triple statements from MEDLINE 

abstracts. Nevertheless, the performance of these automated methods is often suboptimal. To 

mitigate the performance issues, on the other hand, researchers have tried to manually build 

these semantic web KBs and KGs based on high quality, evidence-based resources, such as 

publications from high impact journals [20]. However, manual annotation and extraction of 
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semantic triples in the form of subject-predicate-object expressions from publication 

abstracts are time-consuming, labor-intensive, and difficult.

Previously, Lossio-Ventura et al. demonstrated that crowdsourcing could potentially be a 

low-cost mechanism for collecting labeled data from non-expert laypeople. Even though 

individual layperson might not offer reliable answers, the collective wisdom of the crowd is 

comparable to expert opinions [21]. However, even for experienced annotators, the 

annotation tasks are laborious and difficult to perform without an easy-to-use annotation 

tool. In our previous work [22], we explored existing semantic annotation tools, but no one 

met our use case of constructing a mental health related semantic web KB through 

crowdsourcing. First, many of the existing tools are outdated, not well-maintained, and not 

web-based, thus are not suitable for crowdsourcing use as users need to download an 

desktop application and making coordination of the annotation tasks difficult. Second, most 

of these tools do not provide any annotation support such as suggesting candidate semantic 

classes of an entity. Further, these tools often do not provide a mechanism for monitoring the 

annotation quality (e.g., reporting inter-rater agreements) making it inconvenient for 

crowdsourcing tasks. Thus, we prototyped a web-based Semantic Text Annotation Tool 

(STAT) with an intended goal of being integrated with crowdsourcing platform [22].

A tailored user interface (UI) of a crowdsourcing system designed to reduce workers’ 

cognitive load will help them focus on the task and perform better [23]. And using a user-

centered design (UCD) process to develop such a system with a goal of minimizing users’ 

cognitive load has been proven to free up mental resources and permit users to perform well 

on the crowdsourcing tasks [24]. UCD is an iterative design approach, in which targeted 

end-users influence how a design takes shape [25], which can potentially improve the 

chances of successful implementation of the technology in practice. Crowdsourcing systems 

and tools developed following a UCD process have reported improved user acceptance, user-

friendliness, and ultimately better task performance [26,27].

In this study, we aimed to improve the user acceptance and user-friendliness of our STAT 

prototype iteratively following UCD principles and refine the annotation workflow to adapt 

to a crowdsourcing environment tailored for curating a high-quality mental health 

knowledge base.

2. Methods

2.1. Development of STAT following a User-Centered Design Process

The primary purpose of STAT is to assist laypeople in extracting semantic triples from 

scientific literature in a crowdsourcing environment. User experience (UX) is one of the 

most critical factors to be considered as crowdsourcing workers have a relative short 

attention span on the tasks. Based on the initial prototype [22], we followed UCD principles 

in the iterative development and refinement of STAT. As shown in Figure 1, the design and 

development of STAT consist of five steps: 1) summarizing existing research and semantic 

text annotation tools and making an initial hypothesis; 2) analyzing the needs of the intended 

end-users; 3) designing the prototype with the required functionalities and user interface 

(UI); 4) developing the working prototype; and 5) conducting usability testing and collecting 

He et al. Page 4

J Biomed Inform. Author manuscript; available in PMC 2021 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



user feedback. The last four steps (i.e., analysis, design, prototype, and evaluation) were 

conducted iteratively.

2.1.1. Hypothesis Making—In our previous work on building the STAT prototype [22], 

we hypothesized that a web-based annotation tool with real-time annotation 

recommendations and post-annotation quality analysis support for analyzing, monitoring, 

and managing the crowdsourcing annotation quality and results could help both experts and 

laypeople extract semantic triples from scientific literature effectively and accurately, and 

thus accelerate and facilitate the building of an evidence-based mental health KB.

2.1.2. Analysis of Needs and Requirements—In our previous prototyping work 

[22], we collected user needs and requirements for STAT by interviewing annotators who 

have extensive experience in semantic triple extraction tasks. We summarized their 

annotation workflows and designed the STAT prototype with a set of basic functionalities. In 

the subsequent UCD iterations, for each iteration, we analyzed the feedback collected from 

either usability testing focus groups or online surveys from the previous iteration and 

updated user needs and requirements accordingly.

2.1.3. Design—In the first UCD iteration, we reviewed existing scientific literature and 

online resources of semantic text annotation tools and found that web-based annotation tools 

are widely used and proven useful when annotating collaboratively. We also identified and 

examined the functionalities of some popular semantic text annotation tools (e.g., BRAT 

[28], GATE [29], WebAnno 3 [30], etc.). We then drafted the initial features desired by the 

intended end-users and developed the functional requirements based on user needs and 

requirements. In the subsequent design iterations, based on the user feedback from the 

usability testing focus group or online survey, we redesigned or refined existing features as 

well as added many new features. One fundamental design principle that we consistently 

followed throughout our UCD iterations is Occam’s razor principle: choosing the simplest 

solution whenever possible [31], where the UI is kept clean and simple yet provides all the 

necessary functionalities.

2.1.4. System Architecture—As depicted in Figure 2, STAT consists of three 

components: 1) a relational database PostgreSQL [32] to store literature text data and 

annotation data as well as additional management information (e.g., user settings, project 

information, etc.); 2) a Flask-based [33] Python backend with a Representational State 

Transfer (REST) [34] architecture to provide application programming interfaces (APIs) to 

the frontend; and 3) a web-based frontend UI built with the popular Angular [35] web 

application framework. The frontend UI consists of an annotation interface for the 

crowdsourcing workers and an administrator interface for managing annotation tasks. 

Workers recruited through crowdsourcing platforms (e.g., Amazon Mechanical Turk [36]) 

will carry out the annotation tasks via the annotation interface. The project owner or 

administrator will utilize the administrator interface to create new projects and then analyze, 

monitor, and manage the crowdsourcing annotation tasks.

2.1.5 User Acceptance and Usability Assessments—We engaged both internal 

(local) and external users to assess the user acceptance and usability of STAT.
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2.1.5.1. Internal Usability Testing Focus Groups: During the initial stage of STAT, we 

focused on developing and completing the functionalities. A guideline on how to extract the 

correct information from the scientific literature was not developed initially.

In each initial stage of a UCD iteration, we examined the usability of STAT with a focus 

group of 8 participants recruited from a convenience sample (i.e., college students at the 

University of Florida). Each focus group lasted one hour with five sections: 1) we first 

provided an introduction of the study and the basic functionalities and interface of STAT 

(~10 minutes); 2) the participants were then asked to explore the UI and complete a list of 

pre-designed tasks (~15 minutes); 3) we assessed the usability using a modified System 

Usability Scale (SUS) [37] (~5 minutes); 4) the participants were asked to answer four open-

ended questions to stimulate thinking (~10 minutes); and 5) the group carried out open 

discussions for us to gather user experience and feedback for improvements (~20 minutes).

2.1.5.2. External Usability Testing Over Amazon Mechanical Turk: After several UCD 

iterations, the internal usability testing result revealed a high acceptance and users expressed 

satisfaction of the STAT functionalities and UI. Thus, we conducted external usability 

testing using the popular crowdsourcing platform-Amazon Mechanical Turk (MTurk). We 

also designed and developed an annotation guideline to facilitate the annotation tasks.

In each of the following UCD iterations, we recruited 18 to 20 workers on MTurk. 

Participants were asked to finish three tasks: 1) using STAT to complete an assigned 

annotation task following an annotation guideline; 2) answering usability testing questions 

(i.e., the modified SUS); and 3) answering four open-ended questions to give feedback of 

using STAT. We also analyzed the annotation results from each participant to help identify 

possible usability issues.

2.2. Analysis of the Data Collected from the Usability Assessment Sessions

We analyzed the data gathered from the usability testing sessions both quantitatively and 

qualitatively.

2.2.1. Quantitative Analysis—During both internal and external usability testing, we 

used a modified SUS (see Appendix A) to evaluate the usability of STAT quantitatively. We 

modified the SUS because the original SUS questions were created to evaluate the usability 

of systems, such as “I think that I would like to use this system frequently.” As STAT is a 

web application, we simply replaced the word “system” with “website,” e.g., “I think that I 
would like to use this website frequently,” to clarify the target of the evaluation. SUS is 

technology-independent and has been widely applied to evaluate the usability of hardware, 

general software, websites, and mobile apps. The 10-item SUS questionnaire is based on a 

5-point Likert scale and scales to a maximum score of 100 on the users’ impression of the 

usability of a product. A SUS score between 0 and 50 indicates that the usability is not 

acceptable, a score ranges from 50 to 70 means marginally acceptable, and a score higher 

than 70 deems acceptable [38].

In the external usability testing through MTurk, we collected MTurk workers’ annotation 

results to assess annotation quality. Following best practice in designing crowdsourcing 

He et al. Page 6

J Biomed Inform. Author manuscript; available in PMC 2021 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



tasks, we divided the big and complex annotation task of extracting semantic triples into 

three microtasks. These microtasks are:

1. Annotation of entities, where the workers need to identify individual entities (i.e., 

subjects, objects, and relations) from the given sentences. For example, given a 

sentence “depression may hinder cancer recovery”, the workers need to extract 

the subject “depression”, the object “cancer recovery” and the relation “may 
hinder” from the sentence.

2. Normalization of entities, where the workers are expected to map the identified 

entities to the classes in existing ontologies or controlled vocabularies (e.g., 

UMLS). For example, the entity “depression” should be normalized to “mental 
depression” (CUI: C0011570) according to UMLS.

3. Composition of semantic triples, where the workers will compose the normalized 

entities into semantic triple statements. For example, the extracted and 

normalized entities in the above examples should be composed into a triple 

statement of “mental depression [CUI: C0011570] (subject)-may hinder 
(predicate)-cancer recovery (object)”.

We analyzed the annotation results and identified the tasks that were difficult for laypeople 

to complete. We calculated the rate of corrected completed assignments (i.e., number of 

participants who completed a microtask correctly divided by the total number of participants 

assigned to the task) of each microtask, suggesting a lower rate indicated that the task was 

more difficult for laypeople to complete. A lower correctness rate can potentially reveal 

difficult microtasks that might impair the usability of the system.

2.2.2. Qualitative Analysis—In each internal usability testing focus group, we posted 

four open-ended questions before each usability assessment session: 1) “What is the major 
difficulty for you to use STAT?”; 2) “Do you have any ideas or advice for the improvement 
of STAT?”; 3) “List the most negative aspect(s)”; and 4) “List the most positive aspect(s).” 

During the discussion session, participants were encouraged to think aloud and discuss these 

questions and any other related issues, such as their perceptions and attitudes about using a 

tool like STAT or suggesting missing or additional functionalities. With participants’ 

consent, the focus group sessions were recorded and then transcribed.

In each of the external usability testing sessions, we included the same sets of open-ended 

questions on MTurk’s task description page as thought-provoking questions. Participants 

were asked to answer these questions in a survey after they completed the annotation tasks.

We then identified and categorized the usability issues by themes and heuristics and 

analyzed the usability testing results qualitatively. We collected a set of usability issues from 

the answers to the open-ended questions and the transcripts of the recorded focus groups. All 

usability issues were encoded using themes derived from a thematic analysis and mapped to 

Nielsen’s usability heuristics [39]. Through the thematic analysis, the usability issues 

reported in each design iteration were encoded by themes. We followed a well-established 

process for the thematic analysis commonly used in human-computer interaction projects 

consisting of five steps: 1) familiarizing with the data; 2) assigning initial annotation codes; 
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3) sorting and merging the coded data into broader themes; 4) reviewing and refining the 

themes identified before; and 5) naming and describing each of the themes. Similar usability 

issues were grouped as a unique issue type. We also extracted suggested improvements from 

the open-ended questions and the transcribed recordings and ranked the importance of the 

suggested improvements. Highly ranked suggestions were considered in the next UCD 

iteration to refine the design of STAT.

2.3. Evaluation of Annotation Tasks using STAT through a Case Study

After four rounds of UCD iterations (i.e., two internal rounds with local convenient sample 

and two external rounds with MTurk users), we conducted a case study on MTurk using 

mental health related scientific literature and evaluated the annotation results of the tasks 

from two aspects: annotation efficiency and quality. We identified five sentences related to 

“mental health” with different complexity levels, where the number of semantic triples in 

each sentence ranged from 1 to 8 (i.e., a sentence is more complex if it contains more 

semantic triples to be extracted). We recruited two experienced annotators (i.e., annotators 

with biomedical informatics training and had experience in extracting semantic triples from 

published literatures) to annotate the selected sentences manually following their existing 

workflow (i.e., the extracted triples were recorded in a Excel spreadsheet) without using 

STAT and recorded their annotation processes using a screen recorder. The consensus of 

their annotation results serves as the gold standard dataset. And we analyzed the recorded 

video to calculate the average time spent on each sentence.

We then released the annotation task on MTurk and recruited 5 workers. We tracked the 

amount of time they spent on various components of STAT such as the time spent on the 

onboarding tour and on the annotation of each sentence for each worker.

Furthermore, we evaluated the annotation quality on entity level (i.e., we only evaluated the 

quality of annotations for entities and relations and did not evaluate the quality of extracting 

the complete semantic triples). Following the evaluation metrics used in the SemEval-2013 

challenge for Task 9.1 [40], for each sentence, we reported the average precision, recall and 

F1-score comparing each worker’s annotation results with the gold standard created by the 

two expert annotators, where an annotation is considered as a true positive (TP) only if there 

is some overlap between a worker’s annotation and a gold standard annotation of the same 

type, a false positive (FP) where (1) there is overlap but the annotated type is incorrect (e.g., 

a worker marked an entity as a relation), or (2) the worker’s annotation does not appear in 

the gold standard, and a false negative (FN) if the worker missed an annotation in the gold 

standard. The formulas for precision, recall, and F1-score can then be calculated as follows:

Precision = # of TP
# of TP + # of FP

Recall = # of TP
# of TP + # of FN

He et al. Page 8

J Biomed Inform. Author manuscript; available in PMC 2021 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



F1‐score = 2 * Precision * Recall
Precision + Recall

3. Results

Table 1 summarizes the results of the four UCD iterations. And Table 2 shows the 

demographics of the participants for each UCD iteration. The first and the second iteration 

were mainly about UI and functionalities and conducted internally within the University of 

Florida. And the following three iterations focused on refining the annotation workflow and 

annotation guideline. And these iterations were conducted externally through MTurk. Both 

internal and external iterations were stopped when the SUS score reached acceptable, and 

there were no major usability issues identified.

3.1. Development of STAT following a User-Centered Design Process

We refined STAT through 4 rounds of UCD iterations. Figure 3 shows the main user 

interface of STAT after the two internal iterations. At that stage, the UI supports three 

operations: 1) annotating text, 2) normalizing selected text leveraging the terminology and 

ontology services from the National Center for Biomedical Ontology (NCBO) BioPortal and 

UMLS, and 3) composing semantic triples. As depicted in Figure 4, the normalization popup 

window supports various normalization operations on the selected text (e.g., querying 

BioPortal and UMLS for recommending candidate concept classes based on the selected 

phrases). The annotation task at the time was to extract semantic triples from the entire 

abstract (i.e., multiple sentences) of the scientific literature, as we thought that the annotators 

were able to not only extract triples within a single sentence but also relations between 

subjects and objects across different sentences (if exist). We also provided a very detailed 

usage guideline with a tutorial video and descriptions to instruct the users how to use STAT 

to finish the annotation tasks.

This UI worked well during our internal usability testing focus groups. Nevertheless, after a 

preliminary test (i.e., a quick testing to make sure the tool works fine on the crowdsourcing 

environment) on MTurk before the formal external usability testing, we collected valuable 

feedback and recognized that the overall task was too complex for crowdsourcing workers. 

We simplified the annotation workflow by splitting the abstract to sentences and retained 

only sentences from the conclusion section of the articles (i.e., as we aim to extract factual 

statements from that particular study, rather than statements cited by that study) to reduce 

the workload of each annotation task.

After the third UCD iteration, STAT was further simplified according to the usability testing 

results. We removed the normalization task and associated component because the 

normalization results were suboptimal. It is understandable as our previous experience also 

indicated that it was difficult even for an experienced expert to normalize a text phrase to an 

existing ontology class accurately. For example, in the sentence “efforts to prevent cancer 
and promote health must attend to mental health disparities to meet the needs of young 
adults”, the entity “mental health disparities” does not match to any concept classes in the 

existing ontologies; and the recommended ontology classes are either “Health Disparities” 
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or “Mental Health” and from multiple ontologies (e.g., the class “Health Disparities” can be 

found in the Psychology Ontology [http://ontology.apa.org/apaonto/termsonlyOUT

%20(5).owl#Health_Disparities] and MedlinePlus Health Topics [http://

purl.bioontology.org/ontology/MEDLINEPLUS/C1171307]). Neither of the two 

recommended ontology classes is appropriate to represent the entity “mental health 
disparities”, making it difficult even for the experts to decide.

Further, the learning curve of using STAT is much higher with requiring the normalization 

operations. Considering the fact that crowdsourcing workers only spend a short amount of 

time on the tasks, we further simplified the detailed tool usage guide to a 3-step onboarding 

tour with a 40 seconds video. The further simplified UI of STAT is shown in Figure 5.

Figure 6 shows the simplified annotation workflow after the fourth UCD iteration. After an 

annotator accepts the task on the MTurk platform, she will be redirected to the STAT site. 

The onboarding tour will pop up automatically. As shown in Figure 7.A the first step of the 

onboarding tour introducing the purpose of this tour. Figure 7.B shows the annotation 

guideline that consists of textural descriptions of the tasks (i.e., telling workers what to 

extract from the sentences) and a demonstration video tutorial (i.e., how to use the STAT 

tool).

After the onboarding tour, the annotator will be asked to annotate 5 to 10 sentences. For 

each sentence, the annotator needs to read the sentence carefully, and then identify and 

extract all entities (e.g., noun phrases) or relations (e.g., verb phrases) from the sentence. 

After the annotator selected a candidate text, the annotator can either use the menu on the 

top of the sentence panel (Figure 8.A) or use the context menu by right-clicking on the 

selected text (Figure 8.B) to mark the selected text as either an entity of relation.

After the entities and relations are extracted, the annotator needs to drag these extracted 

entities and relations into the corresponding areas of the semantic triple panel as shown in 

Figure 8.C to construct semantic triples in the form of “subject - predicate - object”. When 

the annotator completes the annotation task for all sentences, the annotator can click the 

“Finish Annotation” button to generate a reward code for them to redeem the incentives on 

the MTurk platform.

3.2. Analysis of the Data Collected from the Usability Assessment Sessions

In the first UCD iteration, we conducted an internal usability testing with 8 participants 

recruited from a convenient sample (i.e., staff or graduate students from the University of 

Florida). The average SUS score of the initial STAT prototype was acceptable (70.3 ± 12.5). 

Overall, seven distinct usability issues were identified from the focus group. And we 

grouped the usability issues into three themes as shown in Table 3. Most of these usability 

issues were related to the lack of certain functionalities. We also mapped these distinct 

usability issues to the ten usability heuristics described in Nielsen’s book [39]. The most 

common usability heuristic is the “flexibility and efficiency of use”-urging the system to be 

flexible catering to both inexperienced and experienced users.
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We then composed a list of usability improvements suggested by the participants, which 

were aligned with the identified usability issues. Broadly, these proposed improvements 

included: 1) adding new functions; 2) improving existing functions; 3) improving UI and 

UX; and 4) improving documentation of the system and the annotation guideline. Table 4 

lists selected suggested improvements and the corresponding actions we had taken.

In the second UCD iteration, we recruited another 8 participants from a convenient sample, 

and four of them have attended the usability testing focus group in the first iteration. The 

average SUS score was increased to 81.1 ± 9.8. The total number of distinct usability issues 

(Table 3) identified was 7. The category of the suggested usability improvements (Table 4) 

remained the same. There were no major improvements suggested.

Since the SUS score in the second UCD iteration was acceptable and no major improvement 

was needed, we then conducted a pilot testing through MTurk to make sure STAT would 

work fine in a crowdsourcing environment before the formal usability testing and the third 

UCD iteration. We released a testing task (i.e., extracting all semantic triples from a 

complete abstract of a scientific paper) on MTurk without any restriction and collected 18 

responses. However, after reviewing the usability testing survey results and the annotation 

data, only one worker finished the annotation work following the instruction, and filled the 

usability testing survey carefully. This worker expressed that the annotation work was too 

difficult, and it took a long time to complete all the tasks. The worker preferred to annotate a 

single sentence at a time rather than a full abstract. Considering the pilot testing results, we 

changed the annotation task from abstract based to sentence based.

After the pilot testing, we conducted the third UCD iteration externally. We released the 

usability testing tasks on MTurk and required all the workers to be MTurk master workers. 

Master workers are those who have consistently demonstrated a high degree of success 

across a large number of tasks on MTurk. The Amazon MTurk platform monitors and 

analyzes workers’ performance and certify these top performance workers as MTurk master 

worker. These master workers may not have experience with the annotation tasks; however, 

using master workers will eliminate either bots or cheaters who merely clicking through a 

task for the reward. At the end, we received responses from 20 master workers. After our 

further examination of the annotation results and the quality of their survey responses, only 

14 of them met our requirements. The average SUS score decreased to 55.7 ± 20.1 in this 

iteration. Analysis of the usability testing results revealed that the annotation guideline was a 

critical reason for the significant decrease of the SUS score. In the internal usability testing, 

the participants were only required to test the functionalities and UI of STAT. However, in 

the external usability testing via MTurk, the workers were required to complete the actual 

annotation tasks, where the deficiency in the annotation guideline significantly affected the 

UX and annotation quality. As shown in Table 3, the majority of the usability issues in the 

third iteration were related to the annotation guideline.

We further analyzed the annotation results. The annotation task was divided into three 

microtasks: 1) annotation of terms; 2) normalization of the annotated terms; and 3) 

composition of triples. 10 of 14 workers could annotate the terms from the text correctly, and 

9 of 14 workers could compose semantic triples correctly. However, only 4 of 14 workers 
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normalized some of the annotated text correctly. The other ten workers did not conduct 

normalization or fail to normalize the annotated text correctly. Based on the analysis result 

and the usability issues, we think it is more appropriate to let the experts conduct the 

normalization operation in future studies. Combining the improvement proposed by workers 

and the analysis result, the improvements were listed in Table 4.

In the fourth UCD iteration, we focused on refining the annotation task workflow and the 

annotation guideline. We collected 20 usability testing responses through MTurk and 17 of 

them were valid. The SUS score increased from marginally acceptable to acceptable (73.8 ± 

13.8). As shown in Table 3, the majority of these usability issues in the fourth iteration was 

about the annotation guideline. Even though we modified the annotation guideline multiple 

times, MTurk workers still felt that some terms were hard to understand in the guideline. 

Compared with previous UCD iterations, there were no new features required. Table 4 lists 

the suggested usability improvements and corresponding improvement actions of the fourth 

iteration.

3.3. Evaluation of Annotation Tasks using STAT through a Case Study

In the crowdsourcing evaluation case study, we recruited 5 workers from the MTurk 

platform and workers were asked to annotate 5 sentences (see Appendix B) of different 

complexity. In order to create a gold-standard dataset to assess workers’ annotation quality, 

two experienced annotators (HZ and XH) manually annotated the same 5 sentences in the 

same order as the crowdsourcing workers. The inter-annotator agreement between the two 

experienced annotators was 0.83, where conflicts between the two annotators were resolved 

with the entire study team. The average time the workers spent on the onboarding tour was 

125.5 ± 69.2 seconds. Table 5 shows crowdsourcing workers’ performance of the annotation 

tasks by sentence. In terms of time spent on the annotation tasks, on average, the workers 

spent less time on each sentence comparing to experts. And it is clear that both 

crowdsourcing workers and experts spent more time on more complex sentences with more 

triples.

In terms of annotation quality, the average F1 scores of the sentences ranged from 0.62 to 

0.84. We also noticed that the lowest average F1 score (0.62) was for the 5th sentence, which 

only contains 3 entities or relations. Comparing to the 1st sentence that contains 10 entities 

or relations, a lower F1 score of the 5th sentence indicated that the difficulty of annotating a 

sentence could not be simply measured by the number of entities, relations, and tipples it 

contains. Further, each individual crowdsourcing worker might produce suboptimal 

annotation results; nevertheless, when considering a majority rule, the performance of an 

aggregated result is comparable to expert annotations. Aggregated results based on majority 

vote achieved F1 scores ranged from 0.83 to 1.

4. Discussion

4.1. Principal Results

Semantic text annotation to curate semantic web KBs or KGs is a difficult and time-

consuming task even for experienced experts. It could be time-saving and low-cost to utilize 
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the power of crowdsourcing to facilitate the annotation task. In this study, we conducted four 

design and development iterations to improve a semantic text annotation tool, STAT, and 

achieved an acceptable SUS score (73.8 ± 13.8) in the last iteration. We followed user-

centered design principles during these iterations, leading to a more user-friendly and easier 

to use annotation tool and a more reasonable annotation workflow. Our annotation case 

study demonstrated that the use of STAT could reduce the time spent on annotating the 

sentences compared with manual extraction without using a tool. This may be beneficial 

even for expert annotators. Combined with existing crowdsourcing platforms, we could use 

STAT to collect a large number of semantic text annotations from crowdsourcing workers 

within a short amount of time and at a low cost. We evaluated the quality of crowdsourced 

annotations using STAT and the aggregated results based on majority vote achieved an F1 

score ranging from 0.83 to 1, outperforming individual worker. The evaluation results 

showed that the quality of the annotations on most of the sentences by the workers was 

acceptable.

By following the UCD principles to refine STAT, we had a better understanding of the 

iterative nature of design and development when incorporating user feedback from different 

sources. In the UCD iterations of refining STAT, we involved both experienced expert 

annotators and crowdsourcing workers in different stages of design and development. 

Leveraging both internal and external participants in the UCD process helped us achieve 

rapid prototyping in the early stage while ensuring the tool was acceptable and usable to the 

crowdsourcing workers in the production stage. When conducting the usability testing 

externally through Amazon MTurk, we managed to collect valuable feedback from the 

crowdsourcing workers and tailored STAT accordingly. Our success in designing and 

refining STAT through MTurk with remote participants demonstrated that we do not always 

need the participants to attend the UCD interviews or focus groups physically. A multi-

approach mixed UCD process could be used to promote the usability and acceptance of 

future crowdsourcing tools and improve workers’ performance on the crowdsourcing tasks.

We also gained significant insights during the design and development of STAT. First, we 

should always keep in mind that crowdsourcing tasks-in terms of both the crowdsourcing 

tool and the task workflow-should be as simple as possible. Most crowdsourcing workers 

will only perform the annotation task once with very short attention span, considering the 

small amount of incentives (i.e., $0.25 per task in our case) they get. Thus, the annotation 

tool should be easy to learn and use. There would be tradeoffs between simplicity and 

comprehensiveness when designing and developing the crowdsourcing annotation tool. 

Another lesson that we learned is we should consider the target end-users as early as 

possible. During the first two internal UCD iterations, we collected user feedback about the 

STAT prototype from convenient samples rather than the actual target users-crowdsourcing 

workers. Although with local users we could achieve rapid prototyping, we wasted 

development time on building some functionalities (e.g., normalization tasks) that were too 

complicated and not suitable for crowdsourcing users. Our original annotation workflow was 

too difficult for crowdsourcing workers. Thus, we divided the workflow into smaller 

microtasks (i.e., first annotation of entities and then construction of triples using annotated 

entities) and removed difficult steps (i.e., entity normalization). Nevertheless, the task of 

constructing semantic triples was still problematic leading to suboptimal annotation quality. 
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A more sensible approach may be mixing crowdsourcing workers and expert annotators into 

the workflow, where the crowdsourcing workers are only used to perform simple tasks (i.e., 

identification of entities and relations) on a larger scale while the experts perform more 

complex tasks (e.g., normalization and construction of triples). Such a hybrid approach 

would work as follows: 1) the administrators select publications and extract interested 

sentences from the publications, and then publish the annotation tasks on crowdsourcing 

platforms; 2) the crowdsourcing workers complete the entity annotation tasks on these 

extracted sentences; 3) the experts map the annotated entities to existing (or creating new if 

necessary) ontology classes; and 4) the experts constructed semantic triples using the 

normalized entities. During the ontology mapping operations, the expert annotators could 

utilize the normalization functionalities depicted in Figure 4. Moreover, in our evaluation 

experiments, we only reported the performance based on lenient matching (i.e., partial 

matching of the annotated entities to the gold-standard), as during the normalization process, 

it is sufficient to present the experts the consensus entities (extracted by the crowdsourcing 

workers) based on lenient matching results.

More lessons were learned when we tested STAT in a real crowdsourcing environment. The 

first is the need for mechanisms to control annotation quality. Not all crowdsourcing workers 

will treat each task carefully, and there should be a mechanism to filter these low-quality 

annotators. For example, we included an easy annotation task (e.g., extracting the entities 

from a simple sentence “I like math, physics and geography”) in every annotation task as a 

control task (i.e., similar to CAPTCHA)-a type of challenge-response test to determine 

whether or not the user is human or pays attention to the task. Another lesson worth 

mentioning is that we needed to create more assignments (i.e., 6.6 ± 1.1 assignments per 

task) than the number of responses we needed (i.e., 5 valid responses in our case) for each 

task because it is very common for crowdsourcing workers not being able to finish the task 

correctly.

After four UCD iterations, STAT is not yet perfect. Some workers still complained about the 

annotation guideline being too difficult to follow. Besides, how to utilize voting or other 

mechanisms to facilitate the generation of more accurate and better annotations from 

collected crowdsourcing data still needs further exploration.

4.2. Conclusions

User-centered design enabled us to create a user-friendly web-based crowdsourcing-

integrated semantic text annotation tool, STAT, to facilitate and speed up the construction of 

a mental health KB, through an iterative development process. Our study explored the 

conversion process from an expert-based task to multiple laypeople-based microtasks 

through the UCD iterations. Our efforts and failures made in the UCD iterations indicate the 

importance to consider the needs from the target end-users in the design process as early as 

possible. Further, annotation guidelines for annotation tasks are very crucial in successfully 

carrying out the crowdsourcing tasks. More efforts are still needed to improve our annotation 

guideline. The lessons learned from the design and development of STAT could serve as a 

guide to further enhancement of STAT and the development of other crowdsourcing tools.
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In future studies, we can potentially integrate machine learning or deep learning algorithms 

to reduce the complexity of the annotation task further. For example, we could leverage the 

advancements in natural language processing (NLP), especially named-entity recognition 

(NER) models, to highlight the potential concepts (i.e., entities and relations in our tasks) 

and the crowdsourcing workers will only need to determine whether the recognized concepts 

are correct or not. Our ultimate goal is to create an efficient pipeline that consumes high-

quality scientific literature to curate and enrich a mental health KB with knowledge 

extracted from these publications.
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Highlights

• User-centered deisgn of a web-based semantic text annotation tool

• Annotation tool to facilitate the curation of semantic web knowledge bases

• Well-organized, informative annotation guideline is as crucial as the tool

• Crowdsourcing task should consist of multiple simple microtasks
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Figure 1. 
An iterative user-centered design process for the development of STAT.
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Figure 2. 
The system architecture of STAT.
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Figure 3. 
The main user interface of STAT after the internal user-centered design iterations
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Figure 4. 
The normalization pop up window with a visualization of the ontology used to normalize 

extracted terms.
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Figure 5. 
The simplified user interface of STAT after the fourth UCD iteration.
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Figure 6. 
The simplified annotation workflow with STAT.
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Figure 7. 
A) The “Overview” step of the onboarding tour; B) the “Annotation Guideline” step of the 

onboarding tour.
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Figure 8. 
A) Buttons that support the annotation operation; B) a context menu after a mouse right-

click that supports the annotation operation; and C) a “Semantic Triple” module that 

supports the triple composition operations.
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Table 1.

Results of each UCD iteration.

Iteration Internal/External # of Participants SUS Score Main Issues

1 Internal 8 70.3 ± 12.5 UI, Function

2 Internal 8 81.1 ± 9.8 UI, Function

3 External 14 55.7 ± 20.1 Annotation Guideline; Workflow

4 External 17 73.8 ± 13.8 Annotation Guideline
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Table 2.

Demographic information of the participants in each UCD iteration.

Iteration 1 Iteration 2 Iteration 3 Iteration 4

N = 8 (100%) N = 8 (100%) N = 14 (100%) N = 17 (100%)

Age

 18–24 2 (25.0%) 3 (37.5%) 1 (7.1%) 0 (0.0%)

 25–34 6 (75.0%) 5 (62.5%) 5 (35.7%) 7 (41.2%)

 35–44 0 (0.0%) 0 (0.0%) 4 (28.6%) 6 (35.3%)

 45–54 0 (0.0%) 0 (0.0%) 1 (7.1%) 3 (17.6%)

 55–64 0 (0.0%) 0 (0.0%) 3 (21.4%) 1 (5.9%)

Gender

 Male 5 (62.5%) 4 (50%) — —

 Female 3 (37.5%) 4 (50%) — —

Race

 White 0 (0.0%) 2 (25.0%) 8 (57.1%) 9 (52.9%)

 Black or African American 0 (0.0%) 0 (0.0%) 1 (7.1%) 1 (5.9%)

 Native American or American Indian 0 (0.0%) 0 (0.0%) 1 (7.1%) 0 (0.0%)

 Asian / Pacific Islander 7 (87.5%) 6 (75.0%) 4 (28.6%) 7 (41.2%)

 Other 1 (12.5%) 0 (0.0%) 0 (0.0%) 0 (0.0%)

Education

 Doctorate degree 0 (0.0%) 1 (12.5%) 0 (0.0%) 0 (0.0%)

 Master’s degree 7 (87.5%) 0 (0.0%) 2 (14.3%) 4 (23.5%)

 Bachelor’s degree 0 (0.0%) 0 (0.0%) 8 (57.1%) 10 (58.8%)

 Associate degree 0 (0.0%) 0 (0.0%) 0 (0.0%) 1 (5.9%)

 Professional degree 0 (0.0%) 6 (75.0%) 1 (7.1%) 0 (0.0%)

 Some college credit, no degree 0 (0.0%) 1 (12.5%) 2 (14.3%) 1 (5.9%)

 High school graduate, diploma or the equivalent 0 (0.0%) 0 (0.0%) 1 (7.1%) 1 (5.9%)

 Other 1 (12.5%) 0 (0.0%) 0 (0.0%) 0 (0.0%)
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Table 3.

Usability issues identified in each UCD iteration’s usability testing.

Iteration Theme Usability issues Nielsen’s 10 usability 
heuristics

1 Unclear information 
presentation

Hard to find the guideline button Recognition rather than recall

Incomprehensible concepts Hard to understand some concepts used in STAT (e.g., entity, 
relation, and semantic triple)

Help and documentation

Lack of functionality Could not create a new relationship if no relation has been 
identified

Flexibility and efficiency of 
use

Unsure how to create complex triplets when there are 
multiple associations presented

Flexibility and efficiency of 
use

The annotation box appears every time by default; and there 
is no way to disable it

Flexibility and efficiency of 
use

Cannot change the size and format of the text Flexibility and efficiency of 
use

2 Unclear information 
presentation

Hard to find the menu button, because it was placed close to 
the STAT logo

Recognition rather than recall

Hard to see existing (defined) semantic triples Recognition rather than recall

Tagging “Previous Abstract” and “Next Abstract” is 
redundant and somewhat bothering the participants to focus 
on the annotation work

Aesthetic and minimalist 
design

Hard for a user to find the setting option for the 
“normalization popup window”

Recognition rather than recall

Lack of functionality Could not change the “entity” or “relation” type in the 
popped window

Flexibility and efficiency of 
use

Difficult to find relations and put them into the semantic 
triple form when there were more than two entities being 
related

Flexibility and efficiency of 
use

The font size of the entities that have been annotated will not 
change after adjusting the font size setting

Consistency and standards

3 Unclear documentation and 
annotation guideline

Confusion between entity and relation Help and documentation

Lack of an overall cohesive explanation of the point of the 
task explained in very simple terms

Help and documentation

The normalization step was unclear Help and documentation

Learning of the functionalities was a little hard Help and documentation

Users were not certain whether performing the task correctly, 
despite reviewing the video and guidelines several times

Help and documentation

Lack of functionality Hard to remove a term normalized in error Help users recognize, 
diagnose, and recover from 
errors

Bugs The definition box froze and needed to refresh the page Error prevention

4 Incomplete functionality Hard for users to highlight things precisely since they would 
include the leading or trailing space when highlighting things.

Flexibility and efficiency of 
use

Unclear documentation / 
guidelines

Lack of examples Help and documentation

Hard to understand what terms are fitting for criteria Help and documentation

Hard to construct a relationship Help and documentation

Hard to understand the basic term (e.g., entity and relation) Help and documentation
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Iteration Theme Usability issues Nielsen’s 10 usability 
heuristics

Unclear information 
presentation

Finished triples were not visible properly Flexibility and efficiency of 
use

Bugs The triples in the queue are not added or removed when 
moving to the next sentence

Error prevention
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Table 4.

Selected important improvements suggested in each UCD iteration.

Iteration Improvement category Improvement action

1 Adding new functions Provide a link to the MTurk website where workers can redeem their rewards

Provide functions to support the change of font size

Provide support for the creation of relations

Provide a way in addition to the context menu to distinguish whether a selected text is 
an entity or a relation

Improving existing functions Support editing of created semantic triples

Support “drag and drop” of entities or relations between different boxes within the 
“Semantic Triple” composition panel

Allow users to create complex triples when there are multiple associations present in 
the sentence

Give users a warning when deleting a semantic triple (e.g., “delete”, “confirm delete”)

Improving UI and UX Add a label to distinguish each panel (e.g., “Annotation Progress”, “List of 
Abstracts”)

Clarify the meaning of the different coloring for each sentence

Remove the hover effects on the annotation buttons

Change the word “documentation” to “guidance”

Improving documentation and 
annotation guideline

More detailed documentation with explanations of the different concepts and provide 
more sensible examples and demonstrations

2 Adding new functions Include keyboard short cuts (i.e., ⌘ + E/R) for mac users to annotate entities and 
relations

Support the fast composition of multiple entities relating to multiple entities

Improving existing functions Toggle between “Complete” and “Next” button when any changes happened

Make the annotation guideline pop up automatically

Improving UI and UX Enlarge the menu buttons

Improving documentation and 
annotation guideline

Add further description on what entities and relations are

3 Improving UI and UX Add tool tip with hover effect

Improving documentation and 
annotation guideline

Add more examples in the annotation guideline

Add simple examples to the demo video to help end-users understand

Make the instructions more explicit

The video should have a narrative explaining what is happening as opposed to a music 
track

Convert the usage guideline to an onboarding video tour

Improving existing functions Add more normalization terms for predicates, like “cause”, “associated with positive 
direction”, and “associated with negative direction”

Simplifying workflow Remove the “normalization” step from the crowdsourcing workflow

4 Improving documentation and 
annotation guideline

Add more examples and instructions

Simplify the instruction to make it easier to understand.

Improving UI and UX Display triples clearly

Display all triples of a sentence in one table
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Table 5.

Worker performance of the annotation tasks by sentence.

Individual Worker’s Average 

Performance
a

Majority Vote Based 

Performanc
b

Sentence # of 
Entities 
and 
Relations

# of 
Triples

Precision Recall F1 
Score

Precision Recall F1 
Score

Worker 
Average 
Time 
(seconds)

Expert 
Average 
Time 
(seconds)

1 10 8 0.84 0.61 0.69 1.00 1.00 1.00 209.6 348.5

2 7 5 0.87 0.66 0.74 1.00 1.00 1.00 199.5 249.5

3 3 1 0.85 0.84 0.84 0.86 0.86 0.86 66.5 111

4 3 1 0.78 0.75 0.76 0.83 0.83 0.83 62 238

5 3 1 0.64 0.62 0.62 0.75 1.00 0.86 61.8 293

a
Individual Worker’s Average Performance: The performance scores (i.e., precision, recall, F1-score) is the average score of the 5 crowdsourcing 

workers’ annotation results compared to the gold standard.

b
Majority Vote Based Performance: The 5 crowdsourcing workers’ annotation results are aggregated based on majority vote (e.g., we consider an 

annotation as valid, if 3 out of the 5 workers agreed on the same annotation); and the aggregated result is compared to the gold standard to calculate 
the performance scores.
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