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Abstract In this paper, a positivity-preserving fifth-order finite volume compact-WENO
scheme is proposed for solving compressible Euler equations. As we know, conservative
compact finite volume schemes have high resolution properties while WENO (Weighted Es-
sentially Non-Oscillatory) schemes are essentially non-oscillatory near flow discontinuities.
We extend the idea of WENO schemes to some classical finite volume compact schemes
[30], where lower order compact stencils are combined with WENO nonlinear weights to
get a higher order finite volume compact-WENO scheme. The newly developed positivity-
preserving limiter [44,42] is used to preserve positive density and internal energy for com-
pressible Euler equations of fluid dynamics. The HLLC (Harten, Lax, and van Leer with
Contact) approximate Riemann solver [37,4] is used to get the numerical flux at the cell
interfaces. Numerical tests are presented to demonstrate the high-order accuracy, positivity-
preserving, high-resolution and robustness of the proposed scheme.

Keywords Compact scheme· finite volume· weighted essentially non-oscillatory scheme·
positivity-preserving· compressible Euler equations

1 Introduction

Computing numerical solutions of nonlinear hyperbolic systems of conservation laws is
an interesting and challenging work. In recent years, a variety of high resolution schemes
which are high order accurate for smooth solutions and non-oscillatory for discontinuous
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solutions without introducing spurious oscillations havebeen proposed for these problems.
WENO schemes [25,19,33,34,3] have high order accuracy in smooth region and keep the
essentially non-oscillatory properties for capturing shocks. However, these classical WENO
schemes often suffer from poor spectral resolution and excessive numerical dissipation.

Compact schemes [22] have attracted a lot of attention due toits spectral-like resolution
properties by using global grids. These schemes have the features of high-order accuracy
with smaller stencils. However, linear compact schemes necessarily produce Gibbs-like os-
cillations when they are directly applied to flows with shockdiscontinuities, and the am-
plitude would not decrease with mesh refinement. To address this difficulty, several hybrid
compact schemes are proposed to couple the ENO or WENO schemes for shock-turbulence
interaction problems, e.g., a hybrid compact-ENO scheme byAdams and Shariff [1] and
a hybrid compact-WENO scheme by Pirozzoli [30]. A new hybridscheme as a weighted
average of the compact scheme [30] and the WENO scheme [19] was developed by Ren et.
al. [31]. Another compact scheme by treating the discontinuity as an internal boundary was
proposed by Shen et. al. [32]. These hybrid schemes require indicators to detect disconti-
nuities and switch to a non-compact scheme around discontinuities, spectral-like resolution
properties would be lost.

A class of nonlinear compact schemes was proposed by Cockburn and Shu [8] for shock
calculations. It was based on the cell-centered compact schemes [22] and combined with
TVD or TVB limiters to control spurious numerical oscillations. Deng and Maekawa [9]
and Deng and Zhang [10] developed a class of nonlinear compact schemes based on the
ENO and WENO ideas respectively by adaptively choosing candidate stencils. Zhang et.
al. [41] proposed increasingly higher order compact schemes based on higher order WENO
reconstructions [3]. Instead of interpolating the conservative variables, they directly interpo-
lated the flux by using the Lax-Friedrichs flux splitting and characteristic-wise projections.
An improvement of the compact scheme converging to steady-state solutions of Euler equa-
tions was studies in [40]. A new linear central compact scheme was proposed in [26], both
grid points and half grid points are evolved to get higher order accuracy and better resolu-
tions.

Jiang et. al. [20] developed a class of weighted compact schemes based on the Padé type
scheme of Lele [22]. It is a weighted combination of two biased third order compact stencils
and a central fourth order compact stencil. A sixth order central compact scheme can be
obtained in smooth regions. Recently Ghosh and Baeder employed the idea in [20], and
developed a class of compact-reconstruction finite difference WENO schemes [13]. Lower
order biased compact candidate stencils are identified at the cell interface and combined with
the optimal nonlinear WENO weights. The resulting high order scheme is upwind. Their
scheme was shown to be superior spectral accurate and non-oscillatory at discontinuities.

In this paper, we consider to design finite volume high order compact schemes for solv-
ing compressible Euler equations. A conservative formulation of the Euler equations is given
by

Ut +F(U)x = 0, (1.1)

whereU andF(U) are vectors of conservative variables and fluxes respectively, which are
given by

U =





u1

u2

u3



=





ρ
ρu
E



 , F(U) =





ρu
ρu2+ p
u(E+ p)



 ,

with

E = ρ(
1
2

u2+e), e= e(ρ , p) =
p

(γ −1)ρ
, (1.2)
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whereρ is the density,p is the pressure,u is the particle velocity ,E is the total energy per
unit volume,e is the specific internal energy andγ is the ratio of specific heat (γ = 1.4 for
ideal gas). The sound speeda is defined as

a=

√

γ p
ρ
. (1.3)

Physically, the densityρ and the pressurep should both be positive, and failure of preserv-
ing positive density or pressure may cause blow-up of the numerical solutions. Many first
order schemes were shown to be positivity-preserving, suchas Godunov-type schemes [11],
flux vector splitting schemes [17], Lax-Friedrichs schemes[29,44], HLLC schemes [4] and
gas-kinetic schemes [28,36]. Some second-order schemes were also developed based on
these first order schemes, such as [11,36,29,12]. Recently Zhang and Shu have developed
positivity-preserving methods for high order discontinuous Galerkin (DG) methods [44,45,
47], finite volume and finite difference WENO schemes [42,46]. Self-adjusting and posi-
tivity preserving high order schemes were developed by Balsara for MHD equations [2].
Hu et. al. have developed positivity-preserving high-order conservative schemes by using a
flux cut-off method for solving compressible Euler equations [18]. Xiong et. al have devel-
oped a parametrized positivity preserving flux limiters forfinite difference schemes solving
compressible Euler equations [39].

In the present paper, we will develop a conservative positivity-preserving fifth-order
finite volume compact-WENO (FVCW) scheme for compressible Euler equations. We em-
ploy the main idea in [13] where lower order compact stencilsare combined with the optimal
WENO weights to yield a fifth-order upwind compact interpolation. As an alternative to the
finite difference compact interpolation in [13], we design afinite volume compact upwind
scheme, which is more nature and can be easily used on unstructured meshes. We also
employ the newly developed positivity-preserving rescaling limiter in [44,42] to preserve
positive density and internal energy, which is very important in some extreme cases, such
as vacuum or near vacuum solutions. The HLLC approximate Riemann solver [37,4] will
be used as the numerical flux at the element interfaces due to its less dissipation and robust-
ness for solving compressible Euler equations. The first order finite volume scheme with
the HLLC flux is proved to preserve positive density and internal energy. We will show that
the high order finite volume compact scheme with the positivity preserving rescaling lim-
iter, can maintain high order accuracy similarly as the non-compact finite volume schemes.
Numerical experiments will be presented to demonstrate thehigh spectral accuracy, high
resolution, positivity-preserving and robustness of our proposed approach.

The rest of the paper is organized as follows. In Section 2, the positivity-preserving finite
volume compact-WENO scheme for compressible Euler equations is presented. Numerical
tests for some benchmark problems of compressible Euler equations are studied in Section
3. Conclusions are made in Section 4.

2 Positivity-preserving finite volume compact-WENO scheme

2.1 Finite volume scheme for compressible Euler equations

In this section, we first introduce the finite volume scheme [23] for compressible Euler
equations (1.1) . The computational domain[a,b] is divided intoN cells as follows

a= x1
2
< x3

2
< · · ·< xN+ 1

2
= b.
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The cells are denoted byI j = [x j− 1
2
,x j+ 1

2
] with the cell centerx j =

1
2(x j− 1

2
+x j+ 1

2
) and the

cell size∆x j = x j+ 1
2
−x j− 1

2
. If we integrate equation (1.1) over cellI j , we obtain

∂
∂ t

∫ x
j+ 1

2

x
j− 1

2

Udx+F(U(x j+ 1
2
, t))−F(U(x j− 1

2
, t)) = 0. (2.1)

The cell average ofI j is defined as

Ū j =
1

∆x j

∫ x
j+ 1

2

x
j− 1

2

U(x, t)dx, (2.2)

and the finite volume conservative scheme for (2.1) is

dŪ j (t)

dt
=− 1

∆x j
(F̂j+ 1

2
− F̂j− 1

2
), (2.3)

where the numerical flux̂Fj+ 1
2

is a vector function of mass, momentum and total energy at

the cell boundary and is defined by

F̂j+ 1
2
= F̂(U−

j+ 1
2
,U+

j+ 1
2
). (2.4)

In this paper,U−
j+ 1

2
andU+

j+ 1
2

are obtained from a high order compact-WENO reconstruc-

tion, which will be discussed in the following subsections.

2.2 Compact-WENO reconstruction for scalars

For simplicity, we consider uniform grids with cell size∆x j = h= b−a
N ,∀ j in this paper. We

first review the finite volume compact reconstruction proposed in [30]. For a scalar variable
u(x), a compact representation around the grid nodex j+ 1

2
can be written as

L2

∑
l=−L1

αl ũ j+ 1
2+l =

M2

∑
m=−M1

amū j+m, (2.5)

whereũ j+ 1
2

denotes the reconstruction value ofu(x) at the grid nodex j+ 1
2
. Assuming that

the functionu can be expanded by Taylor series up toK-th order aroundx j+ 1
2

u(x) =
K−1

∑
n=0

u(n)
j+ 1

2

(x−x j+ 1
2
)n

n!
+O(hK), (2.6)

we have

ũ j+ 1
2+l =

K−1

∑
n=0

u(n)
j+ 1

2

ln

n!
hn+O(hK), (2.7)

ū j+m =
K−1

∑
n=0

u(n)
j+ 1

2

1
(n+1)!

[mn+1− (m−1)n+1]hn+O(hK). (2.8)
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Fig. 2.1 Candidate stencils for interior points

A fifth-order compact upwind scheme in this class is forK = 5, which can yield the follow-
ing scheme by takingL1 = L2 = M1 = M2 = 1 in (2.5),

3
10

ũ j− 1
2
+

6
10

ũ j+ 1
2
+

1
10

ũ j+ 3
2
=

1
30

ū j−1+
19
30

ū j +
10
30

ū j+1. (2.9)

Symmetrically, we also have

1
10

ũ j− 1
2
+

6
10

ũ j+ 1
2
+

3
10

ũ j+ 3
2
=

10
30

ū j +
19
30

ū j+1+
1
30

ū j+2. (2.10)

These classical fifth order linear finite volume compact schemes (2.9) and (2.10) based
on smaller stencils are very accurate and keep good resolutions in smooth regions, but unac-
ceptable non-physical oscillations are generated when they are directly applied to problems
with discontinuities and the amplitude would not decrease as the grid nodes are refined.

In the following, we adopt the main idea of [13] to form a nonlinear finite volume
compact-WENO scheme. For a fifth order finite volume compact-WENO scheme, three
third-order compact stencils will be used as candidates, asshown in Fig.2.1. From (2.5), for
the three candidate stencils, we have

2
3

u(0)
j− 1

2
+

1
3

u(0)
j+ 1

2
=

1
6
(ū j−1+5ū j ),

1
3

u(1)
j− 1

2
+

2
3

u(1)
j+ 1

2
=

1
6
(5ū j + ū j+1),

2
3

u(2)
j+ 1

2
+

1
3

u(2)
j+ 3

2
=

1
6
(ū j +5ū j+1).

(2.11)

Given the cell averages{ū j}, a nonlinear weighted combination of (2.11) will result in

2ω0+ω1

3
ũ j− 1

2
+

ω0+2(ω1+ω2)

3
ũ j+ 1

2
+

1
3

ω2ũ j+ 3
2

=
1
6

ω0ū j−1+
5(ω0+ω1)+ω2

6
ū j +

ω1+5ω2

6
ū j+1,

(2.12)

where the nonlinear weights{ω0,ω1,ω2} will be specified later. Letu−
j+ 1

2
denote the fifth

order approximation of the nodal valueu(x j+ 1
2
, tn) in cell I j . From (2.12), a fifth order

compact-WENO approximation ofu−
j+ 1

2
based on the stencil{x j−1,x j ,x j+1} is given by

u−
j+ 1

2
= ũ j+ 1

2
. (2.13)

In smooth regions, the finite volume compact-WENO scheme yields a fifth-order up-
wind compact scheme [30]. To construct a nonlinear compact scheme, we choose a set of
normalized nonlinear weightsωk [5,6] by taking

ωk =
αz

k

∑2
l=0 αz

l

, αz
k = ck

(

1+

(

τ5

βk+ ε

)2
)

, k= 0,1,2, (2.14)
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whereτ5 = |β2−β0| and the classical smooth indicatorsβk (k= 0,1,2) [33] are given by

β0 =
13
12

(ū j−2−2ū j−1+ ū j)
2+

1
4
(ū j−2−4ū j−1+3ū j )

2,

β1 =
13
12

(ū j−1−2ū j + ū j+1)
2+

1
4
(ū j−1− ū j+1)

2,

β2 =
13
12

(ū j −2ū j+1 + ū j+2)
2+

1
4
(3ū j −4ū j+1+ ū j+2)

2.

ε is a small positive number to avoid the denominator to be 0, inour numerical tests, we take
ε = 10−13. The optimal linear weights arec0 =

2
10,c1 =

5
10,c2 =

3
10. The weights (2.14) are

denoted as WENO-Z weights, which can avoid accuracy lost at critical points [5].
For the scalar case, a tri-diagonal system (2.12) is solved to get u−

j+ 1
2
. Let u+

j+ 1
2

de-

note the fifth order approximation of the nodal valueu(x j+ 1
2
, tn) from cell I j+1, following a

similar procedure as above, it can be obtained by the stencil{x j ,x j+1,x j+2}. Similar to clas-
sical WENO schemes, near critical points, the corresponding weight approaches to 0 and
the system reduces to a biased bidiagonal system. Across thediscontinuities, the fifth-order
scheme yields a third-order compact scheme which has higherresolution than a third order
non-compact scheme.

2.3 Compact-WENO reconstruction for systems

In this subsection, we will describe the finite volume compact-WENO reconstruction for
compressible Euler equations. The scalar algorithm (2.12)in the previous subsection will be
applied along each characteristic field. As we know, the conservative Euler equations (1.1)
can also be written in a quasi-linear form [37]

Ut +A(U)Ux = 0, (2.15)

where the coefficient matrixA(U) is the Jacobian matrix ofF(U) and can be written as

A(U) =







0 1 0
−1

2(γ −3)( u2
u1
)2 (3− γ)( u2

u1
) γ −1

− γu2u3
u2

1
+(γ −1)( u2

u1
)3 γu3

u1
− 3

2(γ −1)( u2
u1
)2 γ( u2

u1
)






.

The total specific enthalpyH is related to the specific enthalpyh, they are

H =
E+ p

ρ
≡ 1

2
u2+h, h= e+

p
ρ
. (2.16)

The eigenvalues of the Jacobian matrixA(U) are

λ1 = u−a, λ2 = u, λ3 = u+a, (2.17)

wherea is the speed of sound (1.3). The corresponding right eigenvectors are

r(1) =





1
u−a

H −ua



 , r(2) =





1
u

1
2u2



 , r(3) =





1
u+a

H +ua



 .
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A matrix R(U) is formed by the right eigenvectors

R(U) = (r(1), r(2), r(3)). (2.18)

Letting L(U) = R(U)−1, then

L(U)A(U)R(U) = Λ ,

hereΛ is the diagonal matrixΛ = diag(λ1,λ2,λ3). Denoting a vectorl (k) to be thek-th row
in L(U), then

l (1) =
1
2
(c2+u/a,−c1u−1/a,c1),

l (2) = (1−c2,c1u,−c1),

l (3) =
1
2
(c2−u/a,−c1u+1/a,c1),

(2.19)

wherec1 = (γ −1)/a2, c2 =
1
2u2c1.

At the grid nodex j+ 1
2
, denotingU−

j+ 1
2

as the fifth order approximation of the nodal val-

uesU(x j+ 1
2
, tn) at timetn within the cellsI j , the scalar finite volume compact-WENO recon-

struction (2.12) is applied to each component of the characteristic variables̄Vj = L(URoe
j+ 1

2
)Ū j

to obtainU−
j+ 1

2
, whereURoe

j+ 1
2

denotes the Roe-average of the cell-average valuesŪ j andŪ j+1

[37].
For the systems, a characteristic-wise finite volume compact-WENO scheme consists of

the following steps:

1. At each grid nodex j+ 1
2
, computing the eigenvalues (2.17) and eigenvectors (2.18)and

(2.19) by usingURoe
j+ 1

2
.

2. Along each characteristic field, computing the weights (2.14) from characteristic vari-
ablesV̄j = L(URoe

j+ 1
2
)Ū j .

3. Applying the scalar reconstruction (2.12) at each characteristic field

a(k)
j+ 1

2
l (k)
j+ 1

2
Ũ j− 1

2
+b(k)

j+ 1
2
l (k)
j+ 1

2
Ũ j+ 1

2
+c(k)

j+ 1
2
l (k)
j+ 1

2
Ũ j+ 3

2

= d(k)

j+ 1
2
l (k)
j+ 1

2
Ū j−1+e(k)

j+ 1
2
l (k)
j+ 1

2
Ū j + f (k)

j+ 1
2
l (k)
j+ 1

2
Ū j+1

(2.20)

for k= 1,2,3. The coefficientsa(k)
j+ 1

2
,b(k)

j+ 1
2
,c(k)

j+ 1
2
,d(k)

j+ 1
2
,e(k)

j+ 1
2
, f (k)

j+ 1
2

corresponding to the

coeffcients in (2.12), which can be obtained from Step 2.
4. Rewriting the equation (2.20) to be

A j+ 1
2
Ũ j− 1

2
+B j+ 1

2
Ũ j+ 1

2
+Cj+ 1

2
Ũ j+ 3

2
= D j+ 1

2
Ū j−1+E j+ 1

2
Ū j +Fj+ 1

2
Ū j+1 (2.21)

where

A j+ 1
2
=











a(1)
j+ 1

2
l (1)
j+ 1

2

a(2)
j+ 1

2
l (2)
j+ 1

2

a(3)
j+ 1

2
l (3)
j+ 1

2











,B j+ 1
2
=











b(1)
j+ 1

2
l (1)
j+ 1

2

b(2)
j+ 1

2
l (2)
j+ 1

2

b(3)
j+ 1

2
l (3)
j+ 1

2











,Cj+ 1
2
=











c(1)
j+ 1

2
l (1)
j+ 1

2

c(2)
j+ 1

2
l (2)
j+ 1

2

c(3)
j+ 1

2
l (3)
j+ 1

2











,
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D j+ 1
2
=











d(1)

j+ 1
2
l (1)
j+ 1

2

d(2)

j+ 1
2
l (2)
j+ 1

2

d(3)
j+ 1

2
l (3)
j+ 1

2











,E j+ 1
2
=











e(1)
j+ 1

2
l (1)
j+ 1

2

e(2)
j+ 1

2
l (2)
j+ 1

2

e(3)
j+ 1

2
l (3)
j+ 1

2











,Fj+ 1
2
=











f (1)
j+ 1

2
l (1)
j+ 1

2

f (2)
j+ 1

2
l (2)
j+ 1

2

f (3)
j+ 1

2
l (3)
j+ 1

2











.

Noticing thatl (k)
j+ 1

2
for k= 1,2,3 are all vectors, a 3×3 block tri-diagonal system (2.21)

is solved by using the chasing method [15] to obtainŨ j+ 1
2
.

From (2.21), a fifth order compact-WENO approximation ofU−
j+ 1

2
based on the stencil

{x j−1,x j ,x j+1} is given by
U−

j+ 1
2
= Ũ j+ 1

2
. (2.22)

LettingU+
j+ 1

2
denote the fifth order approximation of the nodal valueU(x j+ 1

2
, tn) from cell

I j+1, following a similar procedure as above, it can be obtained by the stencil{x j ,x j+1,x j+2}.

2.4 Positivity-preserving and HLLC approximate Riemann solver

For compressible Euler equations, the Riemann solutions consist of a contact wave and two
acoustic waves, either may be a shock or a rarefaction wave. In [14], Godunov presented a
first-order upwind scheme which could capture shock waves without introducing nonphys-
ical spurious oscillations. The important part of the Godunov-type method is the exact or
approximate solutions of the Riemann problem. Exact solutions to the Riemann problem
is difficult or too expensive to be obtained. Approximate Riemann solvers are often used
to build Godunov-type numerical schemes. The HLLC approximate Riemann solver [37,
4] has been proved to be very simple, reliable and robust. In [4], Batten et al. proposed an
appropriate choice of the acoustic wavespeeds required by HLLC and proved that the result-
ing numerical method resolves isolated shock and contact waves exactly, and is positively
conservative which will be reviewed in the following.

For the HLLC flux, two averaged statesU∗
l ,U

∗
r between the two acoustic wavesSL,SR

are considered, which are separated by the contact wave whose speed is denoted bySM. The
approximate Riemann solution with two statesUl andUr is defined as

UHLLC =















Ul , if SL > 0,
U∗

l , if SL ≤ 0< SM ,
U∗

r , if SM ≤ 0≤ SR,
Ur , if SR < 0.

(2.23)

The corresponding flux is

F̂HLLC(Ul ,Ur) =















Fl , if SL > 0,
F∗

l = Fl +SL(U∗
l −Ul ), if SL ≤ 0< SM ,

F∗
r = Fr +Sr (U∗

r −Ur ), if SM ≤ 0≤ SR,
Fr , if SR < 0.

(2.24)

whereFl = F(Ul ) andFr = F(Ur), similarly for the following variables with subscriptsl
andr .

To determineU∗
l , the following assumption has been made [4]

SM = u∗l = u∗r = u∗. (2.25)
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which gives the contact wave velocity

SM =
ρr ur (SR−ur )−ρl ul (SL −ul )+ pl − pr

ρl (SR−ur )−ρl (SL −ul )
. (2.26)

and


















ρ∗
l = ρl

SL−ul
SL−SM

,

p∗ = ρl (ul −SL)(ul −SM)+ pl ,

ρ∗
l u∗l =

(SL−ul )ρl ul+(p∗−pl )
SL−SM

,

E∗
l = (SL−ul )El−pl ul+p∗SM

SL−SM
.

(2.27)

The right star state can be obtained symmetrically.
To make the scheme preserving positivity, the acoustic wavespeeds are computed from

SL = min[ul −al , ũ
∗− ã∗], SR = min[ur +ar , ũ

∗+ ã∗], (2.28)

where


























ũ∗ =
ul+ur Rρ

1+Rρ
,

ã∗ =
√

(γ −1)[H̃∗− 1
2ũ∗2],

H̃∗ =
(Hl+HrRρ )

1+Rρ
,

Rρ =
√

ρr
ρl
.

(2.29)

Defining the set of physically realistic states as those withpositive densities and internal
energies by

G=







U =





ρ
ρu
E



 ,ρ > 0,e= E
ρ − u2

2 > 0







, (2.30)

thenG is a convex set [4].
We now consider a first order finite volume scheme

Ūn+1
j = Ūn

j −λ [F̂(Ūn
j ,Ū

n
j+1)− F̂(Ūn

j−1,Ū
n
j )], (2.31)

whereF̂(·, ·) is a HLLC flux andλ = ∆ t
h . For a positively conservative scheme (2.31), if

Ūn
j , j = 1, · · · ,N, is contained inG, thenŪn+1

j , j = 1, · · · ,N, will also lie insideG. This
would be guaranteed by proving the intermediate statesU∗

l ∈ G if we haveUl ∈ G, and
provingU∗

r ∈ G if we haveUr ∈ G, becauseG is a convex set (for details see [4]).
In the following, we will show the left star stateU∗

l ∈ G, while similar arguments hold
for the right star stateU∗

r ∈ G. That is, whenUl ∈ G, which is equivalent to

ρl > 0, El −
1
2

ρl u
2
l > 0, (2.32)

we will have
ρ∗

l > 0, (2.33)

and

E∗
l −

1
2

ρ∗
l u∗l

2 > 0. (2.34)

From (2.27), we can get

ρ∗
l = ρl

SL −ul

SL −SM
. (2.35)
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SM in (2.26) is an averaged velocity, from (2.28) we have

SL < SM , SL < ul , (2.36)

andρ∗
l > 0 is easily obtained. Using relations (2.27) and (2.36), (2.34) can be rewritten as

(ul −SL)El + pl ul − p∗SM +
((SL −ul )ρl ul − pl + p∗)2

2ρl (SL −ul )
> 0, (2.37)

which is equivalent to

1
2

ρl (SM −ul )
2− pl

SM −ul

ul −SL
+

pl

γ −1
> 0. (2.38)

To guarantee this inequality for any value ofSM −ul , the discriminant of the above quadratic
function ofSM −ul should be negative, which gives the following condition

p2
l

(ul −SL)2 −2ρ2
l el < 0, (2.39)

that is

SL < ul −
pl

ρl
√

2el
= ul −

√

γ −1
2γ

√

γ pl

ρl
= ul −

√

γ −1
2γ

al , (2.40)

which is always satisfied with acoustic wavespeeds (2.28).

Remark 1As in [44], if we consider the first order finite volume scheme (2.31) with the
HLLC flux (2.24) and averaged intermediate states (2.27) forsolving the compressible Euler
equations (1.1), this first order scheme is positivity-preserving with the choice of the acoustic
wavespeeds (2.28) and under the following CFL condition

λ ‖|u|+a‖∞ ≤ 1. (2.41)

Now to design a positivity-preserving fifth-order finite volume compact-WENO scheme,
we first consider the Euler forward time discretization for equation (2.3)

Ūn+1
j = Ūn

j −λ (F̂(U−
j+ 1

2
,U+

j+ 1
2
)− F̂(U−

j− 1
2
,U+

j− 1
2
), (2.42)

whereF̂ is the HLLC flux,U−
j+ 1

2
andU+

j+ 1
2

are obtained by using the compact-WENO re-

constructions in Section 2.3. We employ the idea in [42,44] to construct high order finite
volume compact-WENO schemes to preserve positive density and pressure or internal en-
ergy for the Euler system.

We consider a polynomial vectorQ j(x) = (ρ j(x)),(ρu) j(x),E j(x))T with degreeK(K ≥
2) on I j , such that

U+
j− 1

2
= Q j(x j− 1

2
), U−

j+ 1
2
= Q j(x j+ 1

2
), Ū j+q =

1
∆x

∫ x
j+q+ 1

2

x
j+q− 1

2

Q j(x)dx, (2.43)

hereq is related toK, for example, ifK = 5, q = −1,0,1. By using theM-point Gauss-
Lobatto quadrature rule onI j and choose the quadrature points asSj = {x j− 1

2
= x̂1

j , · · · , x̂M
j =

x j+ 1
2
}, a sufficient condition forŪn+1

j ∈ G is Q j(x̂α
j ) ∈ G for α = 1,2, · · · ,M, under a suit-

able CFL condition. We denotêωα as the Legendre Gauss-Lobatto quadrature weights on
the interval[−1

2,
1
2], and∑M

α=1 ω̂α = 1 with 2M−3≤ K. Following [44], we have
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Theorem 1 Consider the high order (K≥ 2) finite volume compact-WENO scheme (2.42)
with the HLLC flux (2.24) for solving the compressible Euler equations (1.1). The first or-
der scheme (2.31) with the HLLC flux would be positivity-preserving under the condition
(2.28) with the averaged intermediate states (2.27). If thereconstructed polynomial vec-
tor Q j(x) = (ρ j(x)),(ρu) j(x),E j(x) (2.43) satisfies Qj(x̂α

j ) ∈ G, ∀ j, the scheme (2.42) is

positivity-preserving (̄Un+1
j ∈ G) under the the CFL condition

λ ‖|u|+a‖∞ ≤ ω1. (2.44)

Proof The proof is similar to that in [44]. By using theM-point Gauss-Lobatto rule, the
cell averageŪ j can be written as

Ū j =
1

∆x

∫ x
j+ 1

2

x
j− 1

2

Q j(x)dx=
M

∑
α=1

ω̂α Q j(x̂
α
j ). (2.45)

Noticing thatU+
j− 1

2
= Q j(x̂1

j ) andU−
j+ 1

2
= Q j(x̂M

j ), ∀ j, the scheme (2.42) can be rearranged

as follows

Ūn+1
j =

M

∑
α=1

ω̂α Q j(x̂
α
j )−λ (F̂(U−

j+ 1
2
,U+

j+ 1
2
)− F̂(U+

j− 1
2
,U−

j+ 1
2
)+ F̂(U+

j− 1
2
,U−

j+ 1
2
)− F̂(U−

j− 1
2
,U+

j− 1
2
))

=
M−1

∑
α=2

ω̂αQ j(x̂
α
j )+ ω̂1

(

U+
j− 1

2
− λ

ω̂1
[F̂(U+

j− 1
2
,U−

j+ 1
2
)− F̂(U−

j− 1
2
,U+

j− 1
2
)]

)

+ω̂M

(

U−
j+ 1

2
− λ

ω̂M
[F̂(U−

j+ 1
2
,U+

j+ 1
2
)− F̂(U+

j− 1
2
,U−

j+ 1
2
)]

)

=
M−1

∑
α=2

ω̂αQ j(x̂
α
j )+ ω̂1H1+ ω̂MHM,

where

H1 = U+
j− 1

2
− λ

ω̂1
[F̂(U+

j− 1
2
,U−

j+ 1
2
)− F̂(U−

j− 1
2
,U+

j− 1
2
)],

HM = U−
j+ 1

2
− λ

ω̂M
[F̂(U−

j+ 1
2
,U+

j+ 1
2
)− F̂(U+

j− 1
2
,U−

j+ 1
2
)].

The above two equations are both of the form (2.31), therefore H1 andHM are in the set
G due toU±

j+ 1
2
∈ G,∀ j and the CFL condition (2.44) with the HLLC flux (2.24) and the

acoustic wavespeeds (2.28). Now̄Un+1
j ∈ G is proved since it is a convex combination of

H1, HM andQ j(x̂α
j ) for 2≤ α ≤ M−1, which are all inG.

Similar to the approach in [42,44], the positivity-preserving limiter for the present
scheme in the one-dimensional space will be constructed. The easy-implementation algo-
rithm of WENO schemes in [42] will be adopted:

1. Set up a small positive parameterε = min j{10−13, ρ̄n
j }.

2. Compute the limiter

θ1 = min

{

ρ̄n
j − ε

ρ̄n
j −ρmin

,1

}

, (2.46)
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whereρmin = {ρ−
j+ 1

2
,ρ+

j− 1
2
,ρ j(x1∗

j )} and

ρ j(x
1∗
j ) =

ρ̄n
j − ω̂1ρ+

j− 1
2
− ω̂Mρ−

j+ 1
2

1−2ω̂1
. (2.47)

3. Modify the density by letting

ρ̂ j(x) = θ1(ρ j(x)− ρ̄n
j )+ ρ̄n

j . (2.48)

Getρ̂−
j+ 1

2
andρ̂+

j− 1
2

from

ρ̂−
j+ 1

2
= θ1(ρ−

j+ 1
2
− ρ̄n

j )+ ρ̄n
j ,

ρ̂+
j− 1

2
= θ1(ρ+

j− 1
2
− ρ̄n

j )+ ρ̄n
j .

Denote

Ŵ1
j = Û−

j+ 1
2
, Ŵ2

j = Û+
j− 1

2
, Ŵ3

j =
Ūn

j − ω̂1Û
+
j− 1

2
− ω̂MÛ−

j+ 1
2

1−2ω̂1
.

4. Getθ2 = minα=1,2,3 tα
ε from modifying the internal energy:

For α = 1,2,3:
– if e(Ŵα

j )< ε , solve the following quadratic equations fortα
ε as in [44]

e[(1− tα
ε )Ū

n
j + tα

ε Ŵα
j ] = ε (2.49)

– If e(Ŵα
j )≥ ε , let tα

ε = 1.
Denote

Ũ−
j+ 1

2
= θ2(Û

−
j+ 1

2
−Ūn

j )+Ūn
j , Ũ+

j− 1
2
= θ2(Û

+
j− 1

2
−Ūn

j )+Ūn
j .

5. The scheme (2.42) with the positivity-preserving limiter would be

Ūn+1
j = Ūn

j −λ (F̂(Ũ−
j+ 1

2
,Ũ+

j+ 1
2
)− F̂(Ũ−

j− 1
2
,Ũ+

j− 1
2
). (2.50)

Remark 2To prove that the limiter will not destroy the high order accuracy of density for
smooth solutions, for a fifth order scheme, we need to showρ̂ j(x)− ρ j(x) = O(∆x5) in
(2.48). In the present compact scheme, althoughρ−

j+ 1
2

andρ+
j− 1

2
are obtained globally, which

are different from those in [42,44], the constructed polynomial ρ j(x) from (2.43) can be seen
locally. Thus, the proof of preserving high order accuracy of density is similar to that in [42,
44]. Similar arguments hold for the internal energy. So the scheme (2.50) is conservative,
high order accurate and positivity preserving.
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2.5 Temporal discretization

Strong stability preserving (SSP) high order Runge-Kutta time discretization [16] will be
used to improve the temporal accuracy for the scheme (2.50).The third-order SSP Runge-
Kutta method is

U (1) =Un+∆ tL(Un),

U (2) =
3
4

Un+
1
4

U (1)+
1
4

∆ tL(U (1)),

Un+1 =
1
3

Un+
2
3

U (2)+
2
3

∆ tL(U (2)),

(2.51)

whereL(U) is the spatial operator. Similar to [44], for SSP high order time discretizations,
the limiter will be used at each stage on each time step.

3 Numerical examples

In this section, we will investigate the numerical performance of the present positivity-
preserving fifth-order finite volume compact-WENO (FVCW) scheme. The fifth-order WENO
scheme [6] will be denoted as “WENO-Z” and the original fifth order WENO scheme of
Jiang and Shu [19] is denoted as “WENO-JS”. We will compare the FVCW scheme to
WENO-JS and WENO-Z schemes. For all the numerical tests, thethird-order SSP Runge-
Kutta method (2.51) is used under the CFL condition (2.44) unless otherwise specified. The
numerical solutions are computed withN grid nodes and up to timet.

Example 1Advection of density perturbation. The initial conditionsfor density, velocity
and pressure are specified, respectively, as

ρ(x,0) = 1+0.2sin(πx), u(x,0) = 1, p(x,0) = 1.

The exact solution of density isρ(x, t) = 1+0.2sin(π(x− t)).
The computational domain is[0,2] and the boundary condition is periodic. TheL1, L2

and L∞ errors and orders att = 2 for the present finite volume compact-WENO scheme
are shown in Table 3.1. Here the time step is taken to be∆ t = ω1

‖|u|+a‖h5/3. We can clearly
observe fifth-order accuracy for this problem.

In this example with smooth exact solutions, we also comparethe computational cost
between the FVCW scheme and the WENO-JS scheme. As we know, the FVCW scheme
has high resolutions, however, a 3×3 block tri-diagonal system (2.21) needs to be solved
at each grid nodex j+ 1

2
and at each stage of each time step. This might be computationally

expensive. However, we will demonstrate by this example that the FVCW scheme would
still be more efficient. Two kinds of reconstructions for systems are considered. One is
based on a characteristic variable reconstruction, the other is directly reconstructing on the
conservative variables. We take relatively coarser grids and choose the time step to satisfy
λ‖|u|+a‖ = 0.16, so that the spatial error would always dominate. In Table3.2, we show
the computational cost between the FVCW scheme and the WENO-JS scheme for the con-
servative variable reconstruction case. For this case, without characteristic decomposition,
only tri-diagonal (not block tri-diagonal) systems need tobe solved along each component,
less CPU cost would be needed. We can see at a comparableL1 error level, the computa-
tional cost for the FVCW scheme is much less than the WENO-JS scheme especially when
the error is small, which can also be seen from Fig.3.1 (left), where the comparison of the
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Table 3.1 Numerical errors and orders for Example 1.

N L1 error L1 Order L∞ error L∞ Order L2 error L2 Order

10 7.802E-04 6.506E-04 5.874E-04
20 1.493E-05 5.71 1.716E-05 5.24 1.263E-05 5.54
40 3.260E-07 5.52 2.942E-07 5.87 2.625E-07 5.59
80 9.107E-09 5.16 9.117E-09 5.01 7.162E-09 5.20
160 2.695E-10 5.08 2.903E-10 4.97 2.113E-10 5.08
320 8.169E-12 5.04 9.202E-12 4.98 6.413E-12 5.04

Table 3.2 Numerical errors and computational cost for WENO-JS and FVCW schemes for Example 1. Con-
servative variable reconstruction.

FVCW WENO-JS
N L1 error L∞ error L2 error CPU cost (s) N L1 error L∞ error L2 error CPU cost (s)
7 3.780E-03 2.796E-03 2.939E-03 1.56E-002 15 2.236E-03 1.899E-03 1.792E-03 3.13E-02
14 7.819E-05 8.125E-05 6.366E-05 3.12E-02 30 7.510E-05 7.187E-05 6.295E-05 0.11
28 2.065E-06 1.537E-06 1.579E-06 0.14 60 2.352E-06 2.353E-06 1.919E-06 0.47
56 5.879E-08 4.699E-08 4.511E-08 0.58 120 7.336E-08 7.082E-08 5.878E-08 1.88
112 1.945E-09 1.482E-09 1.506E-09 2.22 240 2.280E-09 2.022E-09 1.824E-09 7.55
224 8.882E-11 6.897E-11 6.926E-11 8.86 480 6.977E-11 5.909E-11 5.541E-11 29.95

Table 3.3 Numerical errors and computational cost for WENO-JS and FVCW schemes for Example 1. Char-
acteristic variable reconstruction.

FVCW WENO-JS
N L1 error L∞ error L2 error CPU cost (s) N L1 error L∞ error L2 error CPU cost (s)
7 3.780E-03 2.796E-03 2.939E-03 3.13E-02 15 2.236E-03 1.899E-03 1.792E-03 4.69E-02
14 7.819E-05 8.125E-05 6.366E-05 0.11 30 7.509E-05 7.183E-05 6.293E-05 0.12
28 2.065E-06 1.537E-06 1.579E-06 0.47 60 2.351E-06 2.346E-06 1.917E-06 0.69
56 5.879E-08 4.699E-08 4.511E-08 1.86 120 7.318E-08 6.969E-08 5.859E-08 2.72
112 1.945E-09 1.482E-09 1.506E-09 7.34 240 2.259E-09 1.943E-09 1.802E-09 10.84
224 8.882E-11 6.898E-11 6.926E-11 29.22 480 6.800E-11 5.616E-11 5.377E-11 43.27

CPU cost versus theL1 errors is displayed. Similarly in Table 3.3 and Fig. 3.1 (right) for
the characteristic variable case, we can also observe less computational cost for the FVCW
scheme when it has comparable error to the WENO-JS scheme. Similar discussions can be
found in [13]. We note that the FVCW scheme with conservativevariable reconstruction is
more efficient than the characteristic variable reconstruction for smooth solutions. However
for discontinuous solutions, the characteristic variablereconstruction would perform better
to control spurious numerical oscillations. In this paper,for the following examples, we will
mainly adopt the characteristic variable reconstruction.

Example 2This example is the one-dimensional Lax shock tube problem [21] with the fol-
lowing Riemann initial conditions

(ρ ,u, p) =
{

(0.445,0.698,3.528), −5≤ x< 0,
(0.5,0,0.571), 0≤ x< 5,

(3.1)

and the final time ist = 1.4.
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(b) Characteristic variable reconstruction

Fig. 3.1 Comparison of CPU cost versusL1 errors for the WENO-JS and FVCW schemes. Left: conservative
variable reconstruction in Table 3.2; Right: characteristic variable reconstruction in Table 3.3.

The exact solutions of a Lax problem contain a strong shock, acontact discontinuity
and a rarefaction wave. We compute the solutions on the domain [−5,5] with Neumann
boundary conditions. The density and pressure on a grid of 200 points for the WENO-JS,
WENO-Z and the present FVCW schemes are shown in Fig. 3.2. Forthis test problem, we
observe the FVCW scheme is sharper than the WENO-JS and WENO-Z schemes, as it is
less dissipative.

For this problem with discontinuous solutions, we also compare the WENO-JS scheme
with the FVCW scheme at different grid nodes in Fig. 3.3. As wecan see, the FVCW
scheme withN = 60 and CPU cost 0.57s can match the result of the WENO-JS scheme
with N = 100 and CPU cost 0.55s, both are better than the WENO-JS scheme withN = 60.
It shows the compact scheme has better resolutions than the non-compact scheme. At the
same resolution, the compact scheme can take much coarser grids while with comparable
computational cost as the non-compact scheme.

Example 3This example is the one-dimensional Sod shock tube problem [35] with the fol-
lowing Riemann initial conditions

(ρ ,u, p) =
{

(0.125,0,1), −5≤ x< 0,
(1,0,1), 0≤ x< 5,

(3.2)

and the final time ist = 2.0.
The exact solution contains a left-running rarefaction wave and a right-running con-

tact discontinuity and a shock wave. The spatial domain[−5,5] is discretized with 100
grid points and the results are shown in Fig.3.4. We compare our numerical results with
those obtained by WENO-JS and WENO-Z schemes. The present scheme can capture the
shock front and the contact discontinuity with correct locations and satisfactory sharpness.
From Fig.3.4(b,c), we can observe that the numerical results obtained by the present FVCW
scheme shows significant lower smearing across the discontinuities.
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Fig. 3.2 The density (left) and pressure (right) profiles of the Lax problem (3.1) att = 1.4.
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Fig. 3.3 The comparison of density for the Lax problem (3.1) with the WENO-JS scheme and the FVCW
scheme att = 1.4.

Example 4In this example, the one dimensional Mach 3 shock-turbulence wave interaction
problem [34] is tested with the following initial conditions

(ρ ,u, p) =
{

(3.857143,2.629369,10.33333), −5≤ x<−4,
(1+0.2sin5x,0,1), −4≤ x< 5,

(3.3)

and the final time ist = 1.8. The solution of this problem consists of the interaction of
a stationary shock and fine scale structures which are located behind a right-going main
shock. As the density perturbation passes through the shock, it produces perturbations de-
veloping into the shock with smaller amplitude. Fig.3.5 shows the density on a grid of 200
points for the WENO-JS, WENO-Z and FVCW schemes. The “exact solution” is a refer-
ence solution computed by the WENO-JS scheme with 3200 grid points. It is observed that
the present finite volume compact scheme captures the fine scale structures of the solution
at the high-frequency waves behind the shock better than WENO-JS and WENO-Z, while
also maintaining non-oscillatory behavior across the shock wave. The numerical solution is
greatly improved withN = 400 and the numerical results are shown in Fig. 3.6.

Example 5The one dimensional blastwave interaction problem of Woodward and Collela
[38] has the following initial conditions

(ρ ,u, p) =







(1,0,1000), 0≤ x< 0.1,
(1,0,0.01), 0.1≤ x< 0.9,
(1,0,100), 0.9≤ x≤ 1.0,

(3.4)

and reflective boundary conditions. The final time ist = 0.038. The initial pressure gradients
generate two density shock waves which collide and interactat later time. The solution of
this problem contains rarefactions, interaction of shock waves and the collision of strong
shock waves. The “exact solution” of this test problem is a reference solution computed by
the WENO-JS scheme with 3200 grid points. The density obtained with WENO-JS, WENO-
Z and the present FVCW schemes att = 0.038 with 200 cells are shown in Fig. 3.7. The
zoomed regions of the density profile Fig. 3.7 (b) show that the present FVCW scheme
gives better resolution than the other two schemes. The numerical solution is also greatly
improved withN = 400 and the numerical results are shown in Fig. 3.8.
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Fig. 3.4 The density profiles of the Sod problem (3.2) att = 2.0.

Example 6In this test, we consider a one-dimensional low density and low internal energy
Riemann problem with the following initial conditions

(ρ ,u, p) =
{

(1,−2,0.4), 0≤ x< 0.5,
(1,2,0.4), 0.5≤ x< 1.

(3.5)

We takeh = 0.0025 and the final timet = 0.1. The exact solution of this test consists of
a trivial contact wave and two symmetric rarefaction waves.The results of the present
positivity-preserving FVCW scheme with 400 cells comparedwith the exact solution are
shown in Fig. 3.9. The minimum numerical values of the density and the internal energy are
1.835E−02 and 3.158E−01 respectively. For this problem, we can observe some oscilla-
tions in the central region, especially for the velocity andthe internal energy. This might be
due to the small density around that area and we have used a less dissipative HLLC flux.
Slight oscillations on the density would cause very large oscillations on the velocity and the
internal energy. The Lax-Friedrichs flux can be used to control the oscillations, we omit the
results here to save space.
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(b) Zoom-in of (a) near shock-turbulence wave

Fig. 3.5 Shock-turbulence interaction (3.3) withN = 200 att = 1.8.
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(b) Zoom-in of (a) near shock-turbulence wave.

Fig. 3.6 Shock-turbulence interaction (3.3) withN = 400 att = 1.8.

Example 7In this test, a strong shock wave is generated by an extremelyhigh pressure in
the initial conditions

(ρ ,u, p) =
{

(1,0,1010), 0≤ x≤ 0.5,
(0.125,0,0.1), 0.5≤ x< 1,

(3.6)

with the final timet = 2.5×10−6. The results of the present positivity-preserving FVCW
scheme with 200 cells compared with the exact solution are shown in Fig.3.10. The numeri-
cal solutions are very satisfactory in regard to numerical diffusion and spurious oscillations.
The minimum numerical values of the density and the internalenergy for this problem are
1.250E−01 and 2.000E+00 respectively. Both are positive.
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(b) Zoom-in of (a) at the complex smooth region.

Fig. 3.7 Blastwave interaction problem (3.4) withN = 200 att = 0.038.
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(b) Zoom-in of (a) at the complex smooth region.

Fig. 3.8 Blastwave interaction problem (3.4) withN = 400 att = 0.038.

Example 8This one-dimensional test problem involves vacuum or near-vacuum solutions
with the following initial conditions

(ρ ,u, p) =
{

(7,−1,0.2), −1≤ x< 0,
(7,−1,0.2), 0≤ x≤ 1,

(3.7)

with h= 0.005 and the final time ist = 0.6. The computed pressure, density and velocity
distributions are show in Fig. 3.11 (left). For this double rarefaction problem, the present
FVCW scheme with the HLLC flux has comparable results as thosein Zhang and Shu [46]
(see their Fig. 5.1 (left)). The minimum numerical values ofthe density and the pressure are
small positive values of 2.120E −04 and 2.201E −04 respectively. For this problem with
vacuum or near-vacuum solutions, some oscillations can also be observed which might be
due to the same reason as described in Example 6.
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Fig. 3.9 The results of the low density and low internal energy problem (3.5) withN = 400 att = 0.1.

Example 9This one-dimensional test problem is the planar Sedov blast-wave problem with
the following initial conditions

(ρ ,u, p) =
{

(1,0,4×10−13), 0< x≤ 2−0.5h, 2+0.5h< x< 4,
(1,0,2.56×108), 2−0.5h< x≤ 2+0.5h,

(3.8)

with h= 0.005 and the final time ist = 0.001. The numerical results of the present positivity-
preserving fifth order finite volume compact-WENO scheme areshown in Fig.3.11 (right).
By comparing with Zhang and Shu [46] (see their Fig. 5.1 (right)) for the planar Sedov
blast-wave problem, we can observe that a slightly sharper blast wave is obtained by using
the present FVCW scheme. The minimum numerical values of thedensity and the internal
energy are also small positive values of 4.731E−03 and 1.000E−12 respectively.

Example 10LeBlanc shock tube problem. In this extreme shock tube problem, the compu-
tational domain is [0,9] filled with a perfect gas withγ = 5/3. The initial conditions are with
high ratio of jumps for the internal energy and density. The jump for the internal energy is
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Fig. 3.10 The results of the strong shock wave problem (3.6) withN = 200 att = 2.5×10−6.

106 and the jump for the density is 103. The initial conditions are given by

(ρ ,u,e) =
{

(1,0,0.1), 0≤ x< 3,
(0.001,0,10−7), 3< x≤ 9.

(3.9)

The solution consists of a strong rarefaction wave moving tothe left, a contact disconti-
nuity and a shock moving to the right. The difficulty for numerical simulations of this prob-
lem can be found in [24,7,27]. Numerical results obtained with the present FVCW schemes
at t = 6.0 with 400 and 1000 cells are shown in Fig.3.12. By comparing with the exact solu-
tions, we can observe that the present FVCW scheme preservespositive density and internal
energy, and the minimum numerical values for density and pressure are 1.000E − 03 and
1.000E−07 respectively. An overshoot is produced, especially for the internal energy, how-
ever similar results are obtained in [24,7,27]. Fig.3.12 shows that the numerical solution is
greatly improved as the mesh is refined.
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Fig. 3.11 One-dimensional problems involving vacuum or near vacuum,h= 0.005: (left) double rarefaction
problem (3.7) att = 0.6; (right) planar Sedov blast-wave problem (3.8) att = 0.001.
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Fig. 3.12 The results of the Leblanc problem (3.9) att = 6.0. N = 400 (left),N = 1000 (right).

4 Conclusions

In this paper, we have developed a positivity-preserving fifth-order finite volume compact-
WENO scheme for compressible Euler equations in one dimension. Compared to finite
difference compact-reconstruction WENO schemes proposedby Ghosh et. al. [13], the
positivity-preserving limiter is used to preserve positive density and internal energy under
a finite volume framework. An approximate HLLC Riemann solver is used due to its less
dissipation and robustness. The present scheme increases spectral properties of the classi-
cal WENO schemes. Compared to classical fifth order finite volume compact schemes, the
present scheme keeps the essentially non-oscillatory properties for capturing discontinuities.
Numerical results have shown that the present scheme is positivity preserving, high order
accurate, and can produce superior resolutions compared tothe classical WENO schemes.
Extension the FVCW scheme to multi-dimensional problems contributes our future work.
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27. R. LOUBÈRE AND M. J. SHASHKOV, A subcell remapping method on staggered polygonal grids for
arbitrary-Lagrangian–Eulerian methods, Journal of Computational Physics, 209 (2005), pp. 105–138.

28. B. PERTHAME, Boltzmann type schemes for gas dynamics and the entropy property, SIAM Journal on
Numerical Analysis, 27 (1990), pp. 1405–1421.

29. B. PERTHAME AND C.-W. SHU, On positivity preserving finite volume schemes for Euler equations,
Numerische Mathematik, 73 (1996), pp. 119–130.

30. S. PIROZZOLI, Conservative hybrid compact-WENO schemes for shock-turbulence interaction, Journal
of Computational Physics, 178 (2002), pp. 81–117.

31. Y. REN, M. L IU , AND H. ZHANG, A characteristic-wise hybrid compact-WENO scheme for solving
hyperbolic conservation laws, Journal of Computational Physics, 192 (2003), pp. 365–386.

32. Y. SHEN, G. YANG, AND Z. GAO, High-resolution finite compact difference schemes for hyperbolic
conservation laws, Journal of Computational Physics, 216 (2006), pp. 114–137.

33. C. SHU, Essentially non-oscillatory and weighted essentially non-oscillatory schemes for hyperbolic
conservation laws, Advanced numerical approximation of nonlinear hyperbolic equations, (1998),
pp. 325–432.

34. C.-W. SHU AND S. OSHER, Efficient implementation of essentially non-oscillatory shock-capturing
schemes, ii, Journal of Computational Physics, 83 (1989), pp. 32–78.

35. G. A. SOD, A survey of several finite difference methods for systems of nonlinear hyperbolic conserva-
tion laws, Journal of Computational Physics, 27 (1978), pp. 1–31.

36. T. TAO AND K. X U, Gas-kinetic schemes for the compressible Euler equations:positivity-preserving
analysis, Zeitschrift für angewandte Mathematik und Physik ZAMP, 50 (1999), pp. 258–281.

37. E. F. TORO, Riemann solvers and numerical methods for fluid dynamics: a practical introduction,
Springer, 2009.

38. P. WOODWARD AND P. COLELLA , The numerical simulation of two-dimensional fluid flow with strong
shocks, Journal of Computational Physics, 54 (1984), pp. 115–173.

39. T. XIONG, J.-M. QIU , AND Z. XU, Parametrized Positivity Preserving Flux Limiters for the High Order
Finite Difference WENO Scheme Solving Compressible Euler Equations, submitted, (2013).

40. S. ZHANG, X. DENG, M. MAO, AND C. SHU, Improvement of convergence to steady state solutions
of Euler equations with weighted compact nonlinear schemes, Acta Mathematicae Applicatae Sinica, 29
(2013), pp. 449–464.

41. S. ZHANG, S. JIANG , AND C. SHU, Development of nonlinear weighted compact schemes with increas-
ingly higher order accuracy, Journal of Computational Physics, 227 (2008), pp. 7294–7321.

42. X. ZHANG AND C. SHU, Maximum-principle-satisfying and positivity-preserving high-order schemes
for conservation laws: survey and new developments, Proceedings of the Royal Society A: Mathematical,
Physical and Engineering Science, 467 (2011), pp. 2752–2776.

43. X. ZHANG AND C.-W. SHU, On maximum-principle-satisfying high order schemes for scalar conser-
vation laws, Journal of Computational Physics, 229 (2010), pp. 3091–3120.

44. , On positivity-preserving high order discontinuous galerkin schemes for compressible euler
equations on rectangular meshes, Journal of Computational Physics, 229 (2010), pp. 8918–8934.

45. , Positivity-preserving high order discontinuous Galerkinschemes for compressible Euler equa-
tions with source terms, Journal of Computational Physics, 230 (2011), pp. 1238–1248.

46. , Positivity-preserving high order finite difference WENO schemes for compressible Euler equa-
tions, Journal of Computational Physics, 231 (2012), pp. 2245–2258.

47. X. ZHANG, Y. X IA , AND C.-W. SHU, Maximum-principle-satisfying and positivity-preserving high
order discontinuous Galerkin schemes for conservation laws on triangular meshes, Journal of Scientific
Computing, 50 (2012), pp. 29–62.




	1 Introduction
	2 Positivity-preserving finite volume compact-WENO scheme
	3 Numerical examples
	4 Conclusions

