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A regularization method for solving the Poisson equation for mixed1

unbounded-periodic domains2

Henrik Juul Spietza, Mads Mølholm Hejlesena, Jens Honoré Walthera,b,∗3

aDepartment of Mechanical Engineering, Technical University of Denmark, Building 403, DK-2800 Kgs. Lyngby, Denmark4

bComputational Science and Engineering Laboratory, ETH Zürich, Clausiusstrasse 33, CH-8092 Zürich, Switzerland5

Abstract6

Regularized Green’s functions for mixed unbounded-periodic domains are derived. The regularization of7

the Green’s function removes its singularity by introducing a regularization radius which is related to the8

discretization length and hence imposes a minimum resolved scale. In this way the regularized unbounded-9

periodic Green’s functions can be implemented in an FFT-based Poisson solver to obtain a convergence rate10

corresponding to the regularization order of the Green’s function. The high order is achieved without any11

additional computational cost from the conventional FFT-based Poisson solver and enables the calculation12

of the derivative of the solution to the same high order by direct spectral differentiation. We illustrate13

an application of the FFT-based Poisson solver by using it with a vortex particle mesh method for the14

approximation of incompressible flow for a problem with a single periodic and two unbounded directions.15

Keywords: The Poisson equation, unbounded and periodic domains, mixed boundary conditions,16

regularization methods, Green’s function solution, Vortex methods17

1. Introduction18

The Poisson equation is an elliptic equation that most commonly appear in physics when solving potential19

fields. Examples are the potential of gravitational or electrical charge interactions, or the velocity field20

induced by a vortex in a potential flow. In this work we propose a high order solver for the Poisson equation21

for mixed unbounded-periodic domains, which are domains having a mixture of unbounded and periodic22

directions based on a Green’s function approach. In terms of boundary conditions we may use the phrase23

mixed periodic and free-space boundary conditions.24

Using Green’s functions is the preferred method for solving linear differential equations in an unbounded25

domain. The Green’s function represents a homogeneous solution which is derived analytically with the26

appropriate boundary conditions, and then used to obtain the particular solution by a convolution with the27

right-hand-side field of the Poisson equation.28
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For triple periodic systems it is widely used within the field of electrostatics to decompose the electrostatic29

potential into a singular short-range term and a smooth long-range term. This technique is known as Ewald30

summation [1]. It constitutes an N -body problem, where N is the number of charged particles contained31

within the unit domain. The summation may be calculated using particle-particle particle-mesh like methods32

[2], where the long-range term is computed in Fourier space using an FFT-based particle-mesh method with33

computational efforts scaling O(N logN) (see e.g., [3, 4]). Likewise, expressions for the Ewald sums for the34

cases of mixed periodic and free-space boundary conditions have been derived in [5] also applicable for fast35

summation methods [6, 7]. The Ewald summation technique, however does not provide an explicit Green’s36

function, which may be discretized and used with a generic solution procedure such as the FFT-based solver37

presented in the following.38

A high-order FFT solver for the unbounded Poisson equation has recently been presented in references39

[8, 9, 10]. Here the high order is achieved by deriving regularized Green’s functions by removing its singularity40

through the introduction of a minimum resolved length scale. The method is based on the work of references41

[11, 12, 13, 14, 15] who employ regularized particles for mesh free particle interactions. We note that solvers42

based on the adaptive Fast Multipole Method (FMM) [16, 17] are alternatives to the FFT-based solvers. The43

FMM based solvers have an advantage in systems with highly non-uniform particle distributions, since they44

are not restricted to uniform meshes (see [18] for a detailed comparison of computational efforts required45

for the two methods). For details on higher-order FMM methods for partial differential equations in general46

the reader is referred to the references [19, 20].47

A simple approach to obtain a Green’s function for unbounded-periodic domains is to use the method48

of repeating domains where the unbounded Green’s function is summed to implicitly account for a specified49

number of repeated fields and thus obtain a semi-periodic solution [21]. With the FMM this is effectively50

employed, since only a local multipole expansion of the unit domain need to be summed to account for the51

well-separated repeated domains with insignificant additional computational efforts [16]. For a mesh-based52

FFT-solver however, the method impose a growth of the efforts associated with the precomputation of the53

convolution kernel, that scales linearly with the number of repeated domains. In both cases it introduces an54

additional parameter in the algorithm which influences the overall accuracy of the method. The high order55

regularized Green’s functions for unbounded domains derived in references [8, 9, 10] may be used together56

with the method of repeating domains. For this approach the error due to the semi-periodic approximation57

convergences with respect to the number of repeated domains as first and third order in two- and three58

dimensions (2D and 3D), respectively [10]. This corresponds to the rate of decay of the free-space Green’s59

functions in the two spatial dimensions. Hence it may be well worth to look for analytic Green’s functions60

which implicitly account for the periodicity.61

A more formal approach to achieve a Green’s function for unbounded-periodic domains was proposed by62

Chatelain and Koumoutsakos [22]. Here the Poisson equation was solved directly in the periodic directions63
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yielding a modified Helmholtz equation for the unbounded directions which in turn is solved by deriving the64

appropriate real space Green’s functions.65

In the present work we adopt the approach of Chatelain and Koumoutsakos [22] by deriving Green’s66

functions which are functions of Fourier space variables in the periodic directions and real space variables67

in the unbounded directions. Combined with the regularization method presented in [8, 9, 10] we derive68

regularized Green’s functions for unbounded-periodic domains. The regularized unbounded-periodic Green’s69

functions are implemented in an FFT-based Poisson solver using the zero-padding method of Hockney and70

Eastwood [2] to obtain a linear convolution in the unbounded directions. We show that the solver obtains71

a convergence rate corresponding to the regularization order of the Green’s function.72

For a single free-space and one or more periodic boundary conditions, we note that solving the Pois-73

son equation essentially reduces to solving a one-dimensional modified Helmholtz equation with free-space74

boundary conditions for each wave number set (when having Fourier transformed the problem in the period75

directions). A spectrally accurate procedure for doing this has been outlined in [23, 24]. This procedure is76

not applicable when the system has more than one free-space condition.77

2. Methodology78

The Poisson equation is formally stated as79

∇2A(x) = −B(x), (1)

where B(x) is a known bounded field and A(x) is the desired solution field. As B(x) is bounded we may80

state for the unbounded domains, that81

A(x) → 0 for |x| → ∞ (2)

and for the periodic domains that82

A(x) = A(x+ nL). (3)

Here L is the length of the domain and n ∈ Z. In this work we seek the solution of Eq. (1) for an83

unbounded-periodic domain which is subject to the conditions of Eqs. (2) and (3) for the unbounded and84

periodic directions, respectively.85

In many applications such as astrophysics, electrodynamics and vortex dynamics, the vector field to be86

solved v(x) is described by potential functions using the Helmholtz decomposition87

v(x) = ∇×ψ(x)−∇φ(x) where ∇ ·ψ(x) = 0. (4)

The fundamental operations describing the conservation of the flux and circulation of the vector field v is88

the divergence ϑ(x) = ∇ · v(x) and the curl ω(x) = ∇ × v(x), respectively. From Eq. (4) it follows that89
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these may be expressed by the potential functions as90

ϑ(x) = −∇2φ(x) and ω(x) = −∇2ψ(x). (5)

As seen, both potentials may be obtained by solving the Poisson equation. By utilizing the linearity of the91

Poisson equation and considering the equations by their Fourier transform we obtain the algebraic equations92

−k2 φ̂(k) = −ϑ̂(k)

−k2 ψ̂(k) = −ω̂(k)
⇒

φ̂(k) = Ĝ(k) ϑ̂(k)

ψ̂(k) = Ĝ(k) ω̂(k)

where Ĝ(k) =
1

k2
. (6)

Here ·̂ denotes a Fourier transformed variable, ι the imaginary unit, k is the angular wave-number of the93

Fourier space, and k = |k| its modulus. Ĝ(k) is the Green’s function in Fourier space which represents94

the homogeneous solution to the Poisson equation. We may furthermore obtain the vector field of Eq. (4)95

directly by incorporating the gradient operator into the Green’s function as K(x) = ∇G(x) after which96

−k2 v̂ϑ(k) = −ιk ϑ̂(k)

−k2 v̂ω(k) = −ιk × ω̂(k)
⇒

v̂ϑ(k) = K̂(k) ϑ̂(k)

v̂ω(k) = K̂(k)× ω̂(k)
where K̂(k) =

ιk

k2
. (7)

It is seen that the solution to the Poisson equations in Eqs. (6) and (7) is obtained by means of a97

convolution between the Green’s function and the right-hand-side of the Poisson equation. The linear98

convolution needed in the unbounded directions is achieved by the zero-padding method of Hockney and99

Eastwood [2].100

The real space Green’s function is obtained by the inverse Fourier transform using the appropriate101

integration intervals for each direction i.e. an unbounded interval for the unbounded directions and a periodic102

interval for the periodic directions. However, for a discrete approximation, such as is used in numerical103

simulations, the discretization of the domain in the physical space, results in a bounded domain in the104

Fourier space, represented by the set of wave-numbers ki = −ks/2, ... , ks/2. Here ks = 2π/h is the angular105

sampling wave-number corresponding to the discretization length h and ks/2 is the highest resolved angular106

wave-number due to the Nyquist-Shannon sampling theorem. The exact Green’s function of Eq. (6) can107

thus not be represented in a discretized space and using it will introduce errors in the calculation with a108

limited convergence rate of O(h2) cf. Rasmussen [25].109

In order to amend this and derive a method to achieve a higher order convergence rate is to use a spectrally110

compact regularization function which makes the integral of the inverse Fourier transform convergent within111

its integration interval. Hence the regularization function should to be chosen to fulfill112

ζ̂(k) = 1 for k = 0 and ζ̂(k) = 0 for k ≥ ks/2 (8)

This leads to a regularized Green’s function which is bounded by a maximum wavenumber and the corre-113
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sponding homogeneous equation becomes114

Ĝ(k) =
ζ̂(k)

k2
⇒ ∇2G(r) = −ζ(r). (9)

The order of the regularization function is increased to m-th order by nullifying the m− 2 order derivatives115

of the spectral function at k = 0. This is equivalent to conserving the higher order moments in real space116

which is summarized by the following additional requirements117

dβ ζ̂

dkβ

∣∣∣∣∣
k=0

=

∫ ∞

−∞
rβ ζ(r) dx = 0β for β = 0, 2, ...,m− 2. (10)

We note that m is an even number and that the moments for odd integers of β are automatically satisfied118

due to the radial symmetry of the function.119

Following Hejlesen et al. [8, 9, 10] we obtain a high order regularization function ζm of order m by120

performing an approximate deconvolution which effectively conserves higher order moments of the original121

field. A high order Gaussian regularization function can thus be obtained from a Gaussian function by122

ζ̂m(s) = D̂m(s) exp

(
−s2

2

)
where D̂m(s) =

m/2−1∑
n=0

(s2/2)n

n!
. (11)

Here s = k σ is the radial angular wave-number normalized with σ, which represents a smoothing radius.123

D̂m is an m-th order approximation of the inverse Gaussian function.124

As ks is proportional to 1/h, and the extent of the Gaussian regularization function in Fourier space is125

proportional to 1/σ the formal choice of smoothing radius is σ = αh where α = 2. In this way the bounds of126

the Fourier space (i.e. ks/2) and the extent of the Gaussian regularization function scales equally, resulting127

in a constant truncation error when varying h.128

We now derive the regularized Green’s functions for the Poisson equation in a mixed periodic and un-129

bounded domain in 2D, and then extend the result to the 3D case with two periodic and one unbounded130

direction. In 2D with one periodic (the y-direction) and one unbounded (the x-direction) boundary condi-131

tions, the regularized Green’s function is found by the inverse Fourier transform132

Gm(x, y) =
1

2π

∫ ks/2

−ks/2

⎛⎝ 1

2π

∫ ∞

−∞

ζ̂m

(√
k2x + k2y

)
k2x + k2y

exp (ι kx x) dkx

⎞⎠ exp (ι ky y) dky. (12)

For the Green’s function which has been Fourier transformed in the y-direction and using normalized coor-133

dinates, we have134

Ĝm(ρx, sy) =
σ

2π

∫ ∞

−∞

ζ̂m

(√
s2x + s2y

)
s2x + s2y

exp (ι sx ρx) dsx, (13)

where sx = σ kx, sy = σ ky, and ρx = |x|/σ. Inserting the Gaussian regularization function on the generic135

form (Eq. (11)) we obtain136

Ĝm(ρx, sy) =
σ

2π
exp

(
−ρ2x + s2y

2

)∫ ∞

−∞

Dm

(√
s2x + s2y

)
s2x + s2y

exp

(
− (sx − ι ρx)

2

2

)
dsx. (14)
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By changing to radial variables and using integration by parts this integral may be found on the general

form

Ĝm(ρ, s) =
σ

4 s

[(
1− erf

(
s− ρ√

2

))
exp (−s ρ) +

(
1− erf

(
s+ ρ√

2

))
exp (s ρ)

]
+

σ
√
2√
π

Pm(s, ρ) exp

(
−s2 + ρ2

2

)
. (15)

Here Pm(s, ρ) is a polynomial which for m = {2, 4, 6, 8, 10} is given by

P2(s, ρ) = 0 P8(s, ρ) =
11

32
+

1

12
s2 − 1

8
ρ2 − 1

48
s2ρ2 +

1

96
(s4 + ρ4)

P4(s, ρ) =
1

4
P10(s, ρ) =

93

256
+

73

768
s2 − 47

256
ρ2 − 17

384
s2ρ2 +

11

768
s4

P6(s, ρ) =
5

16
+

1

16
(s2 − ρ2) +

23

768
ρ4 +

1

256
(s2ρ4 − s4ρ2) +

1

768
(s6 − ρ6). (16)

Extending the results to the 3D case we may define the radial variables as137

s =

⎧⎪⎨⎪⎩
|sy| for 2D√
s2y + s2z for 3D

and ρ =

⎧⎪⎨⎪⎩
|ρx| for 2D

|ρx| for 3D

(17)

For the case of s = 0 we may define the Green’s function arbitrarily as it represents the average value of the138

solution which for a potential is arbitrarily defined. In this work we have used Ĝm(ρ, 0) = 0. We furthermore139

notice that for σ → 0 the regularized Green’s function (Eq. (15)) reduces to the non-regularized Green’s140

function obtained by Chatelain and Koumoutsakos [22].141

The regularized Green’s function for the Poisson equation in 3D for the case with one periodic (z) and142

two unbounded directions (x and y) may be derived following the approach above. The Fourier transform143

of the Green’s function in the periodic z-direction is the 2D radial inverse Fourier transform144

Ĝm(ρ, sz) =
1

2π

∫ ∞

0

ζ̂m

(√
s2 + s2z

)
s2 + s2z

J0(s ρ) s ds, (18)

where s2 = s2x + s2y and ρ2 = ρ2x + ρ2y.145

It is however not trivial to find a closed form expression of the integral Eq. (18), but we notice that to146

compute discrete solutions to Eq. (5) using the FFT-based Poisson solver a regular spectral representation is147

sufficient. The integrand of Eq. (18) is regular for s2z �= 0 and may be used as it is stated. For s2z = 0 it may148

be expressed through the completely unbounded regularised Green’s function in 2D proposed by Hejlesen149

et al. [8]150

Ĝm(s, sz) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ĝ2D

m (s)
Dm

(√
s2 + s2z

)
Dm

(√
s2
) exp

(
−s2z

2

)
for sz = 0

ζ̂m

(√
s2 + s2z

)
s2 + s2z

for sz �= 0

(19)

G2D
m (ρ) = − 1

2π

(
ln(σρ)−Qm(ρ) exp

(
−ρ2

2

)
+

1

2
E1

(
ρ2

2

))
, (20)
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where Ĝ2D
m (s) is the 2D radial Fourier transform of G2D

m (ρ) and Qm(ρ) is a polynomial given in [8]

Q2(ρ) = 1 Q6(ρ) = 1− ρ2 +
1

8
ρ4

Q4(ρ) = 1− 1

2
ρ2 Q8(ρ) = 1− 3

2
ρ2 +

3

8
ρ4 − 1

48
ρ6

Q10(ρ) = 1− 2ρ2 +
3

4
ρ4 − 1

12
ρ6 +

1

384
ρ8. (21)

The Fourier coefficients of Eq. (19) may in principle be computed faster than those of [22] as the compu-151

tation involves the FFT of a single plane only, but in a parallel implementation, it may be difficult to exploit152

this. The method however may be used with the spectral accurate 2D unbounded kernels by [10, 26] or [27].153

The kernel by [27] is conveniently given in Fourier-space but it impose a zero-padding in a precomputation154

step by a length in each direction greater than or equal to the maximum distance between any two particles155

in the computational domain. Hence may not be feasible for aspect ratios larger than one.156

3. Results157

3.1. Verification of accuracy158

To investigate the accurate and consistency of the FFT-based Poisson solver with mixed boundary159

conditions, we must consider a test function that is bounded within the computational domain in the160

unbounded directions, and fully continuously differentiable in the periodic directions. The test function161

must furthermore have at least two continuous derivatives which is a direct consequence of the mapping162

of the Laplace operator ∇2 : Cm → Cm−2 after which m ≥ 2 is needed to give a continuous solution for163

the Poisson equation. However, in order to make the quadrature error insignificant and thus allowing an164

arbitrary high convergence rate the test function must be infinitely differentiable.165

To meet these requirements we use a sine function for the periodic directions and a normalized bump166

function distribution in the unbounded directions, which both are of class C∞ i.e. it has an infinite number167

of continuous derivatives. The bump function is defined as168

f(q) =

⎧⎪⎪⎨⎪⎪⎩
exp

[
c
(
1− 1

1−q2

)]
for |q| < 1

0 for |q| ≥ 1,

(22)

where c is an arbitrary positive constant. For the presented cases c = 10 is used.169

For the 2D case with one unbounded (x) and one periodic (y) directions, we solve the scalar equation of170

Eq. (5) using the test function solution171

φ(x, y) = f
( x

R

)
sin(2π y). (23)
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Similarly, for the 3D case with one unbounded (x) and two periodic (y and z) directions, we use the test172

function solution173

φ(x, y, z) = f
( x

R

)
sin(2π y) sin(2π z). (24)

For the 3D case with two unbounded (x and y) and one periodic (z) directions, we use a test func-174

tion solution which is non-zero when averaged in the periodic direction to verify a consistent treatment of175

singularity at sz = 0176

φ(x, y, z) = f

(√
x2 + y2

R

)
[1 + sin(2π z)] . (25)

We solve the scalar equation and define the error of the calculated vector field ϑi compared to the analytic177

solution which is sampled in the same points ϑ(xi) as178

error =

(
N∑
i=1

|ϑ(xi)− ϑi|2/
N∑
i=1

|ϑ(xi)|2
)1/2

. (26)

The obtained error for the regularized Poisson solver with mixed boundary conditions is shown in Fig. 1179

compared to the non-regularized method of Chatelain and Koumoutsakos [22] in 3D for a single periodic180

direction.181

Also we compare to results obtained by point to point evaluations of the analytic Green’s function for182

the 2D problem by Lamb [28, 29] written in complex notation as:183

G(x) = − 1

2π
log

(
sin

π(z)

L

)
, z = x+ ιy. (27)

It is seen that the method obtains the convergence rate corresponding to the respective design parameters184

of the Green’s functions. The regularized method is shown to quickly produce an error which is significantly185

lower than that of [22] and [28, 29] in the 2D case for m > 2. Similarly the regularized method shows lower186

error in 3D for all tested resolutions for m > 2. Using m = 10 gives an improvement in accuracy by several187

orders from the coarsest resolution.188

3.2. Instability of counter rotating vortex pairs189

We illustrate an application of the FFT-based Poisson solver for a problem with mixed boundary condi-190

tions (two unbounded and one periodic direction) by simulating the evolution of two counter rotating vortex191

pairs from an initial state following [30, 31, 22].192

The vorticity transport equation, which governs incompressible fluid motion is given by193

Dω

Dt
= (ω ·∇)v + ν∇2ω, (28)

where ω = ∇× v. Eq. (28) is discretized using a vortex particle mesh method; the vorticity (ω) is sampled194

onto a set of discrete particles carrying vorticity (ωp). The particle vorticity is interpolated to a uniform195

8
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Figure 1: The error of the calculated solutions obtained by the m-th order regularized Green’s functions: (a) 2D problem

with one unbounded and one periodic direction; (b) 3D problem with one unbounded and two periodic directions. (c) 3D

problem with two unbounded and one periodic direction. Lines indicate: convergence order ( ) from top O(h2), O(h4),

O(h6), O(h8), O(h10); point to point evaluation with the Green’s function by Lamb [28, 29]: ( ); the non-regularized Green’s

function [22]: ( ); m = 2: ( ); m = 4: ( ); m = 6: ( ); m = 8: ( ); m = 10: ( ).
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grid using a third order accurate interpolation kernel [32]. We use the FFT-based Poisson solver to compute196

the velocity (v) by applying the Helmholtz decomposition to the velocity as Eq. (4) and solve for the vector197

potential in Eq. (5) followed by a spectral approximation to the curl. For the Poisson solver we use a tenth198

order accurate Green’s function with α = 2. The discrete approximation is evolved in the Lagrangian frame199

of reference by applying a second order explicit Runge-Kutta time stepping scheme to200

dxp

dt
= v(xp, t) (29)

dωp

dt
=

[
(ω ·∇)v + ν∇2ω

]
p
. (30)

Further we enforce a divergence free vorticity field when necessary through a projection step based on201

the Helmholtz decomposition (Eq. (4)). This is done whenever a norm of the vorticity divergence exceeds a202

certain threshold, which happens every few steps in the current example (for the details see [33]).203

The initial vorticity field consists of two counter rotating vortex-pairs given as204

ω =

2∑
i

Γi

π

(
φ

p2i + φ2

)2

ez −
2∑
i

Γi

π

(
φ

q2i + φ2

)2

ez, (31)

p2i = (x+ bi)
2 + (y − ε)2, q2i = (x− bi)

2 + (y − ε)2, (32)

where z is the periodic direction and pi, qi are the perturbed radii of the respective vortices in the unbounded205

plane. Following [30, 31, 22] we use Γ2/Γ1 = −0.3, b2/b1 = 0.3, φ1/b1 = 0.075 and φ2/b1 = 0.05 and206

define the timescale and the Reynolds number based on the initial circulation (Γ0 = Γ1 + Γ2) and centroid207

(b0 = [Γ1b1 + Γ2b2] /Γ0)208

T = 2πb20/Γ0, Re = Γ0/ν = 3500. (33)

The system is primarily unstable to the mode of wave length λz/b0 = 0.76 [30, 31]. To onset the instability209

the perturbation is set as ε(z) = 10−5b0 sin (2πz/λz). The computational domain spans a single wave length210

of this mode in the periodic direction (Lz = λz) and the span in the unbounded directions is adapted to211

encapsulate vortex particles for which |ωp| > 10−4|ω|max.212

We measure the time variation of the enstrophy (Ω) and the distribution of kinetic energy among wave213

numbers (E(kz))214

Ω =

∫
ω(x, y, z) · ω(x, y, z) dV (34)

E(kz) =

∫ ∫
1

2

(
Ψ̂∗(x, y, kz) · ω̂(x, y, kz) + ω̂∗(x, y, kz) · Ψ̂(x, y, kz)

)
dx dy, (35)

where (·)∗ denotes the complex conjugate.215

The evolution of enstrophy is shown in Fig. 2(a). It may be seen that that the obtained results converge216

(with mesh refinement) towards the same solution as obtained in [22] (for h/Lz = 256). Furthermore the217
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Figure 2: (a) Evolution of enstrophy. (b) Evolution of kinetic energy associated with first three modes: 0th: (solid); 1st: (dashed);

2nd: (dotted). Line colors indicate results from: [22]: ( ); simulation using h/Lz = 64: ( ); simulation using h/Lz =

128: ( ); simulation using h/Lz = 256: ( ).

time history of kinetic energy associated with first three modes (Fig. 2(b)) displays very similar growth218

rates as in [22] though the current results are slightly delayed possible due different perturbation applied or219

other variations in the algorithms (e.g., time stepping and projection-scheme). Iso contours of the vorticity220

magnitude is shown for different time instances in Fig. 3. These shows a transition from a 2D state into a221

3D state primarily through the perturbed wave length. The 3D dynamic involves a stretching of one pair222

member around the other and creation of smaller scales in the solution through non-linear interaction.223

4. Conclusion224

Regularized Green’s functions for domains with a mixture of unbounded and periodic directions has been225

derived. The regularization of the Green’s function removes its singularity by introducing a regularization226

radius which is related to the discretization length and hence imposes a minimum resolved scale. The227

regularized unbounded-periodic Green’s functions has been implemented in a high order FFT-based Poisson228

solver for domains with a mixture of unbounded and periodic directions. The Poisson solver has been shown229

to results in a convergence rate corresponding to the regularization order of the Green’s function and its230

applicability has been demonstrated in a vortex particle mesh method. The high order is achieved without231

any additional computational cost from the conventional FFT-based Poisson solver and is able to calculate232

the derivative of the solution to the same high order by direct spectral differentiating.233
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