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#### Abstract

We present a projection-based numerical integration technique to deal with embedded interface in finite element (FE) framework. The element cut by an embedded interface is denoted as a cut cell. We recognize elemental matrices of a cut cell can be reconstructed from the elemental matrices of its sub-divided cells, via projection at matrix level. These sub-divided cells are termed as integration cells. The proposed technique possesses following characteristics (1) no change in FE formulation and quadrature rule; (2) consistency with the derivation of FE formulation in variational principle. It can be considered as a re-projection of the residuals of equation system in the test function space or a reducedorder modeling (ROM) technique. These characteristics significantly improves its scalability, easy-to-implementation and robustness to deal with problems involving embedded discontinuities in FE framework. Numerical examples, e.g., vortex-induced vibration (VIV), rotation, free fall and rigid-body contact in which the proposed technique is implemented to integrate the variational form of Navier-Stokes equations in cut cells, are presented.
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## 1. Introduction

The embedded interface FE formulation is an appealing approach in problems involving moving interfaces, e.g., fluid-structure interaction or free surface flows, or situations in which efforts are made to eliminate the generation of body-fitted meshes. A number of schemes, overall termed as unfitted finite element methods, were proposed to weakly imposed boundary conditions along the embedded interfaces. For instance, partition of unity method [1, 2, eXtended/generalized finite element approach [3, 4, 5, 6, 7, 8], fictitious domain method (FDM) [9, 10] and FCM, which is a combination of the fictitious domain technique and the high-order finite element approach [11, 12 .

The concept of distributing Lagrange points along the embedded interfaces was well established and implemented in the aforementioned numerical approaches. However, an appropriate choice of Lagrange multiplier basis space is critical to satisfy the Babǔska-Brezzi (BB) condition [13, 14. Recently, Nitsche's method [15] gained attention among research community due to its advantageous characteristics, e.g., variationally consistency and no increment in system size. It had been implemented to investigate a number of fluid-structureinteraction (FSI) problems, e.g., [16, 17, 18, 19, 20, 21. In the present work, we implement Nitsche's method to weakly impose the Dirichlet boundary along the embedded interface.

In all unfitted interface formulations, the numerical integration over the cut cell requires a special attention. Without appropriate treatments to ensure accurate approximations around the interface, the idea of unfitted finite element method becomes impractical. Overall, five important classes of integration methods consisting of embedded discontinuity in finite element formulation can be listed as (1) tessellation, (2) moment fitting methods, (3) methods based on the divergence theorem, (4) equivalent polynomial and (5) conformal mapping. Tessellation [22, 23] is a well-established method, in which the cut cell is triangulated or quadrangulated into smaller integration cells. Its advantage is the embedded discontinuity can be accurately captured by aligning with the
edge of integration cells. On the other hand, an uniform refinement [11] of the cut cell can be implemented, to avoid the difficulty in aligning the embedded discontinuities with integration cells for complex geometries. However, the uniform refinement approach is computational expensive to obtain sufficient accurate numerical results. To improve the computational efficiency, adaptive refinement techniques, e.g., Quatree or smart Octree [24, 25], can be used to minimize the integration error around the embedded interface. Nonetheless, the computational cost is still high compared with tessellation. Another improvement is to modify the integration weights of the standard Gauss quadrature [26], in which the weights are scaled based on the ratio of cut area by the discontinuity. The recent development in numerical integration techniques focuses on the elimination of subdivision on the cut cell, e.g., finding equivalent polynomial functions [27, constructing efficient quadrature rules for individual integration cell (moment-fitting equations) [28, transforming the volume/surface integral to surface/line integral (divergence theorem) [29] and Schwarz-Christoffel conformal mapping [30].

In the present work, we propose a projection-based numerical integration technique for problems in unfitted FE formulation. It works for both tessellation and adaptive refinement methods. Of particular we address the following issues: (1) easy-of-implementation in FE formulations (simplicity and scalibility), (2) capable to produce accurate numerical results (accuracy), (3) well-suited for FE formulation (variationally consistency) and (4) applicable to various FSI applications (robustness). The proposed numerical integration technique is a variant of tessellation method. In terms of algorithm, the primary differences are (1) no change in FE formulation and quadrature rule for the elements with/without embedded discontinuities, (2) the elemental matrices of subdivided integration cell are assembled via transformation in a quadratic form, a projection procedure. The transformation operation refers to the operation of changing the representation of a matrix between different bases a transformation tensor, such that the matrix retains equivalent. In finite element theorem, this assembly procedure is rooted in Bubnov-Galerkin method, a re-projection of residuals of
equation system in the test function space. Alternatively, it can be considered as a reduced-order modeling (ROM) technique, where a higher dimension problem is projected into a lower dimension space. It is proven in present work the reconstructed elemental matrices via our proposed technique exactly recover the original elemental matrices obtained by the standard Gauss quadrature on the cut cell.

The manuscript is organized as follows. The mathematical formulation of proposed numerical integration technique is discussed at first in Sect. 2 The governing equations and FSI schemes are listed in Sect. 3. The complete variational formulation of our unfitted FSI solver is shown in Sect. 4 Following that, the error analysis of this proposed numerical integration technique is discussed in Sect. 5. Subsequently, numerical examples and validation results are presented in Sect. 6. Finally, we make the concluding remarks in Sect. 7.

## 2. Numerical integration (PGQ)

### 2.1. Computational procedure

There are two steps in the proposed numerical integration technique: (1) compute numerical integral in each integration cell; (2) assemble the matrices of integration cells to form the elemental matrices of the cut cell. FCM method also incorporate similar computational procedures. In FCM method [12, the Jacobian terms are modified to establish relationship and map between the integration cell and the cut cell. On the other hand, in the proposed numerical integration technique, the FE formulation and Quadrature rule remain unchanged. This characteristics significantly improves its scalability and easy-to-implement to existing FEM solvers. The assembly procedure is computed through quadratic form transformation [31]. Therefore, this technique is termed as projection-based Gaussian quadrature (PGQ).

The detailed algorithm of PGQ is demonstrated based on a general FE formulation below. Assuming the domain is spatially discretized by structured
quadrilateral elements in Fig. 1, the corresponding variational form of a general partial differential equation (PDE) over a cut cell can be defined as

$$
\begin{align*}
\mathcal{A}\left(\boldsymbol{v}, \boldsymbol{d}_{h}\right) & =\mathcal{L}(\boldsymbol{v})  \tag{1}\\
\mathcal{A}\left(\boldsymbol{v}, \boldsymbol{d}_{h}\right) & =\int_{\Omega}[\boldsymbol{L} \cdot \boldsymbol{v}]^{\prime} \cdot \boldsymbol{D} \cdot\left[\boldsymbol{L} \cdot \boldsymbol{d}_{h}\right] d \Omega \\
\mathcal{L}(\boldsymbol{v}) & =\int_{\Omega}\left[\boldsymbol{v}^{\prime} \cdot \boldsymbol{b}\right] d \Omega+\int_{\Gamma_{H}}\left[\boldsymbol{v}^{\prime} \cdot \tilde{\boldsymbol{h}}_{h}\right] d \Gamma
\end{align*}
$$

where $\mathcal{A}\left(\boldsymbol{v}, \boldsymbol{d}_{h}\right)$ and $\mathcal{L}(\boldsymbol{v})$ are respectively bilinear and linear functionals. In Eq. 11, $\boldsymbol{v}, \boldsymbol{d}_{h}, \boldsymbol{D}, \boldsymbol{b}$ and $\tilde{\boldsymbol{h}}_{h}$ are test function vector, nodal value vector, coefficient matrix, volume source vector and prescribed traction vector respectively. $\boldsymbol{L}$ is denoted as a differential operator, where the prime symbol is a transpose operator. The strain matrix $\boldsymbol{B}$ is defined as $\boldsymbol{B}=\boldsymbol{L} \cdot \boldsymbol{N}$, where $\boldsymbol{N}$ is trial function matrix. In Bubnov-Galerkin method, the test function is chosen as trial function, $\boldsymbol{v}=\boldsymbol{N}$. Hence the elemental stiffness matrix and force matrix of the cut cell becomes,

$$
\begin{align*}
\boldsymbol{K}_{c} & =\int_{\Omega}\left[\boldsymbol{B}_{c}^{\prime} \cdot \boldsymbol{D} \cdot \boldsymbol{B}_{c}\right] d \Omega  \tag{2}\\
\boldsymbol{F}_{c} & =\int_{\Omega}\left[\boldsymbol{N}_{c}^{\prime} \cdot \boldsymbol{b}\right] d \Omega+\int_{\Gamma_{H}}\left[\boldsymbol{N}_{c}^{\prime} \cdot \tilde{\boldsymbol{h}}_{h}\right] d \Gamma \tag{3}
\end{align*}
$$

where the subscript " $c$ " refers to a cut cell. The standard Gauss quadrature rule is implemented in each integration cell with respect to its dummy nodes (black circle) in detailed view of Fig. 1. The embedded interface in cut cell is assumed to align with the edges of integration cell. Therefore, in each integration cell, the variable values and their gradients on dummy nodes are approximated within a finite space of continuous function.

Similar to the cut cell, the stiffness matrix and force vector of an integration


Figure 1: Illustration of the general concept of PGQ in a bilinear quadrilateral element
cell are defined as

$$
\begin{align*}
\boldsymbol{K}_{s} & =\int_{\Omega}\left[\boldsymbol{B}_{s}^{\prime} \cdot \boldsymbol{D} \cdot \boldsymbol{B}_{s}\right] d \Omega  \tag{4}\\
\boldsymbol{F}_{s} & =\int_{\Omega}\left[\boldsymbol{N}_{s}^{\prime} \cdot \boldsymbol{b}\right] d \Omega+\int_{\Gamma_{H}}\left[\boldsymbol{N}_{s}^{\prime} \cdot \tilde{\boldsymbol{h}}_{h}\right] d \Gamma \tag{5}
\end{align*}
$$

where the subscript " $s$ " refers to an integration cell. The second term in Eq. (5) is Neumann boundary condition along the edge of an integration cell, which is associated with embedded interface in the cut cell. As demonstrated in Fig. 1 . they are mapped via transformation tensor $\mathcal{T}$ and assembled to form the reconstructed elemental matrices of a cut cell, e.g., $\boldsymbol{K}_{c}^{r}$, where the superscript " $r$ " denotes a reconstructed matrix. The transformation procedure is based on change of basis operation in a quadratic form. The elemental matrices are mapped between basis vectors of integration cell and cut cell.

Two types of computational sequence, Algorithm 1 and 2 in PGQ are applicable, where the superscript " $a s$ " denotes an assembled matrix based on standard assembly procedure in FEM. Both Algorithms are equivalent. Algorithm 1 is more computational efficient and preferred, because the operation of low-order matrix is involved. Nonetheless, Algorithm 2 demonstrates an important mathematical characteristics of PGQ, which will be discussed in Sect. 2.4 In the next section, the construction of $\mathcal{T}$ is discussed.

```
Algorithm 1 transformation-assembly
    sub-divide cut cell into integration cells
    for \(\mathrm{i}=\) no. of integration cell do
        construct \(\mathcal{T}\) for ith integration cell, Eq. 7
        Gaussian quadrature for ith integration cell
        \(\boldsymbol{K}_{s}^{r}=\mathcal{T}^{\prime} \cdot \boldsymbol{K}_{s} \cdot \mathcal{T}\), Eq. 9 and 10
        sum up as \(\boldsymbol{K}_{c}^{r}+=\boldsymbol{K}_{s}^{r}\), Eq. 11 and 12
    end for
```

```
Algorithm 2 assembly-transformation
    sub-divide cut cell into integration cells
    construct \(\mathcal{T}^{\text {as }}\) (rectangular tensor) for all integration cells, Eq. 7
    for \(\mathrm{i}=\) no. of integration cell do
        Gaussian quadrature for ith integration cell
        assembly as \(\boldsymbol{K}_{s}^{a s}\)
    end for
    \(\boldsymbol{K}_{c}^{r}=\mathcal{T}^{a s^{\prime}} \cdot \boldsymbol{K}_{s}^{a s} \cdot \mathcal{T}^{a s}\), Eq. 13 and 14
```



Figure 2: Transformation matrix: mapping procedure between integration cell and cut cell

### 2.2. Transformation tensor

A detailed construction procedure of $\mathcal{T}$ is demonstrated in Fig. 2, A scalar value $V$ at Gauss points inside an integration cell, the solid-circles in Fig. 2, are approximated from the dummy nodes, $s_{i}$. Simultaneously, the values on dummy nodes are approximated from the physical nodes, $n_{i}$. As a result, the scalar value on Gauss point $\boldsymbol{x}_{k}, V\left(\boldsymbol{x}_{k}\right)$, can be approximated from the physical nodes as shown in Eq. (6)..

$$
\begin{align*}
V\left(\boldsymbol{x}_{k}\right) & =N_{s(j)}\left(\boldsymbol{x}_{k}\right) N_{c(i)}\left(s_{j}\right) d_{c}\left(n_{i}\right) \\
& =\tilde{N}_{i}\left(\boldsymbol{x}_{k}\right) d_{c}\left(n_{i}\right) \tag{6}
\end{align*}
$$

where $\tilde{\boldsymbol{N}}(\boldsymbol{x})$ is a composed trial function vector. To put the aforementioned mapping procedure into a tensor form, a $\boldsymbol{\mathcal { T }}$ can be defined in Eq. 77). The column $j$ of $\mathcal{T}$ refers to the weights from a physical node $n_{j}$ to the dummy nodes $s_{k}$ of a cut cell. Therefore, $\tilde{\boldsymbol{N}}$ can be re-casted as the form in Eq. (8).

$$
\begin{align*}
\mathcal{T}_{k j} & =N_{c(j)}\left(s_{k}\right)  \tag{7}\\
\tilde{N}_{i j} & =N_{s(k)}\left(\boldsymbol{x}_{i}\right) \mathcal{T}_{k j} \tag{8}
\end{align*}
$$

This transformation tensor is subsequently used to map the elemental matrices between the bases of integration cell and cut cell, as shown in Eq. (9) and 10 .

$$
\begin{align*}
K_{s(i j)}^{r} & =\mathcal{T}_{k i} K_{s(k l)} \mathcal{T}_{l j}  \tag{9}\\
F_{s(i)}^{r} & =\mathcal{T}_{k i} F_{s(k)} \tag{10}
\end{align*}
$$

where $K_{s(i j)}^{r}$ and $F_{s(i)}^{r}$ are the reconstructed elemental matrices of an integration cell in component form.

Subsequently, the reconstructed elemental matrices of a cut cell is simply formed by a summation operation, as shown in Eq. 11) and 12 . The en parameter is the total number of integration cells in a cut cell.

$$
\begin{align*}
K_{c(i j)}^{r} & =\sum_{n=1}^{e n} K_{s(i j)}^{r}(n)=\sum_{n=1}^{e n} \mathcal{T}_{k i}(n) K_{s(k l)}(n) \mathcal{T}_{l j}(n)  \tag{11}\\
F_{c(i)}^{r} & =\sum_{n=1}^{e n} F_{s(i)}^{r}(n)=\sum_{n=1}^{e n} \mathcal{T}_{k i}(n) F_{s(k)}(n) \tag{12}
\end{align*}
$$

The above demonstrates the computational procedure in Algorithm 1 . As mentioned in Sect. 2.1, the assembly procedure can be performed before transformation operation in Algorithm2 This assembly procedure the standard matrix assembly procedure in FEM. The transformation operation in Algorithm 2 is shown in Eq. 13) and 14

$$
\begin{align*}
K_{c(i j)}^{r} & =\mathcal{T}_{k i}^{a s} K_{s(k l)}^{a s} \mathcal{T}_{l j}^{a s}  \tag{13}\\
F_{c(i)}^{r} & =\mathcal{T}_{k i}^{a s} F_{s(k)}^{a s} \tag{14}
\end{align*}
$$

where $\mathcal{T}^{\text {as }}$ is a rectangular transformation tensor which has number of rows as $\boldsymbol{K}_{s}^{a s}$ and number of columns as $\boldsymbol{K}_{c}^{r}$. The definition of $\mathcal{T}^{a s}$ is identical with $\mathcal{T}$ in Eq. 7. In the next section, the implementation of PGQ is briefly discussed.

### 2.3. Implementation of $P G Q$

The proposed PGQ can be implemented via adaptive refinement in Fig. 3a, or tessellation in Fig. 3b In quadtree adaptive refinement method, the mesh is locally refined along the embedded interface. It is able to capture embedded interface with strong geometric nonlinearity. However, its computational cost is relative high and the integration cells cannot accurately align with the embedded interface. On the other hand, tessellation method is more computational efficient. The tessellation method is well-established and considered as one of the standard numerical integration techniques in embedded interface problem, in which the integration cell is discretized such that its edges exactly align with the embedded interface.

In quadtree adaptive refinement method, it is recommended to take Algorithm 1, since it results into a huge number of integration cell. On the other hand, both Algorithm 1 and 2 can be efficiently implemented in tessellation method. In the next section, important characteristics of proposed PGQ will be discussed in detail.

### 2.4. Characteristics of $P G Q$

In this section, important characteristics of proposed PGQ are discussed. They are (1) partition of unity property, (2) recovery of Gauss quadrature (GQ), (3) projection in quadratic form and (4) reduced-order modeling.

The partition of unity is one of the fundamental properties in FEM approximation. It can be simply proven that the composed trial function $\tilde{\boldsymbol{N}}$ in Sect. 2.2 do satisfy the partition of unity property, as shown in Eq. 15.

$$
\begin{equation*}
\sum_{i=1}^{4} \tilde{N}_{i}(\alpha)=\sum_{i=1}^{4} N_{j}(\alpha) N_{i}\left(\beta_{j}\right)=\sum_{i=1}^{4} N_{i}(\alpha)=1 \tag{15}
\end{equation*}
$$

The second characteristics is the exact recovery of Gauss quadrature by reconstructed elemental matrices. The following mathematical derivation in Eq. (16) shows that the reconstructed elemental matrices, e.g., $\boldsymbol{K}_{c}^{r}$, exactly recovers the the elemental matrices computed from the standard Gauss quadrature


Figure 3: Implementation of PGQ: (a) quadtree refinement; (b) tessellation
numerical integration of the cut cell, e.g., $\boldsymbol{K}_{c}$.

$$
\begin{align*}
\boldsymbol{K}_{c}^{r} & =\sum_{n=1}^{e n} \boldsymbol{\mathcal { T }}^{\prime}(n) \cdot \boldsymbol{K}_{s}(n) \cdot \boldsymbol{T}(n) \\
& =\sum_{n=1}^{e n} \boldsymbol{\mathcal { T }}^{\prime}(n) \cdot \int_{\Omega}\left[\boldsymbol{B}_{s}^{\prime}(n) \cdot \boldsymbol{D} \cdot \boldsymbol{B}_{s}(n)\right] d \Omega \cdot \boldsymbol{\mathcal { T }}(n) \\
& =\sum_{n=1}^{e n} \int_{\Omega}\left[\tilde{\boldsymbol{N}}^{\prime}(n) \cdot \boldsymbol{L}^{\prime} \cdot \boldsymbol{D} \cdot \boldsymbol{L} \cdot \tilde{\boldsymbol{N}}(n)\right] d \Omega \\
& =\sum_{n=1}^{e n} \sum_{g=1}^{q p}\left[\tilde{\boldsymbol{B}}^{\prime}(n, g) \cdot \boldsymbol{D} \cdot \tilde{\boldsymbol{B}}(n, g)|\boldsymbol{J}(n, g)| W(g)\right] \\
& =\sum_{k=1}^{e n \cdot g p}\left[\tilde{\boldsymbol{B}}^{\prime}(k) \cdot \boldsymbol{D} \cdot \tilde{\boldsymbol{B}}(k)|\boldsymbol{J}(k)| W(k)\right] \\
& =\int_{\Omega} \tilde{\boldsymbol{B}}^{\prime} \cdot \boldsymbol{D} \cdot \tilde{\boldsymbol{B}} d \Omega \\
& =\boldsymbol{K}_{c} \tag{16}
\end{align*}
$$

where $\tilde{\boldsymbol{B}}(k)=\boldsymbol{L} \cdot \tilde{\boldsymbol{N}}(k), \boldsymbol{J}(k)$ and $W(k)$ are composed strain matrix, Jacobian matrix and the Gauss integration weights. The value of en $\cdot g p$ are the total number of the Gauss integration points within a cut cell, in which en and $g p$ are respectively the total number of integration cell and the number of Gauss points within each integration cell. Furthermore, the exact recovery of Gauss quadrature is qualitatively shown by a lid-driven cavity flow problem in Sect. 5 It highlights the robustness of the proposed PGQ. as it works together with Gauss quadrature.

In addition, it is noticed that the composed strain matrix $\tilde{\boldsymbol{B}}$ is derived based on iso-parametric formulation over continuous function space in integration cell; whereas its basis vector set is chosen as those of its cut cell. It guarantees an accurate approximation of the gradients of variable within the integration cell from the physical nodes of cut cell. Therefore, the stresses along the embedded interface can be approximated as those within a standard element of FEM formulation. Similar to $\tilde{\boldsymbol{B}}$, the Jacobian matrix $\boldsymbol{J}$ is computed based on the iso-parametric mapping of integration cell too. If there was an approximation error induced by embedded interface in an infinitesimal integration cell, the in-
fluence of this error can be minimized owing to its small Jacobian value $|\boldsymbol{J}|$. This is particular true in quadtree adaptive refinement method by discretizing sufficient small integration cells along the embedded interface.

The third characteristic of PGQ is about its quadratic form. It is known that a matrix, e.g., $\boldsymbol{K}_{s}$ in Eq. 17), can be mapped back to its own basis function space using its unit basis vectors, e.g., $\boldsymbol{e}_{1}=[1,0,0]^{\prime}$ in Cartesian coordinate system of $\mathbb{R}^{3}$.

$$
\begin{equation*}
K_{s(i, j)}=\boldsymbol{e}_{i}^{\prime} \cdot \boldsymbol{K}_{s} \cdot \boldsymbol{e}_{j} \tag{17}
\end{equation*}
$$

Similarly, it can be projected to other basis function spaces, provided an appropriate transformation tensor is defined. In PGQ, $\boldsymbol{\mathcal { T }}$ is constructed based on its trial functions, linearly independent vector set in Eq. (7), such that the nodal values and their residuals are re-projected in the basis function space of the cut cell.

In variational principle, to find a set of discrete solutions in FEM formulation, which minimizes the residual of equation system in an integral sense over a computational domain subjected to boundary conditions, can be treated as a quadratic optimization problem. Because the FEM formulation results into a symmetric matrix system ${ }^{1}$ and a symmetric matrix can always be transformed into a quadratic form, the proposed PGQ is mathematically-robust and wellsuited for FEM formulation. It is consistent with the origin derivation of FEM theorem.

As shown in Algorithm 2, the proposed PGQ can be deemed as a ROM technique. Recollecting Fig. 3b, a constant-strain triangular (CST) cut cell is discretized into three CST integration cells, and two additional DoFs, dummy nodes, are introduced. Therefore, the numerical integration of a cut cell with embedded discontinuity, 3 DoFs, is projected to a higher-dimension space, 5 DoFs, where the nonlinear problem maybe linearly separable. After the numer-

[^1]ical integrations are performed in a higher-dimension space, the resultant matrix system is projected back to a lower-dimension space via an appropriate transformation tensor $\mathcal{T}$ in quadratic form. When the matrix system is projected back to a lower-dimension space, the accuracy of results is subjected to a sufficient number of DoFs. For the case in Fig. 3b, because there are only 3 DoFs in CST cut cell, the embedded interface cannot be approximated accurately and result into a local smoothing of the embedded discontinuity in a cut cell.

In this section, the introduction of our proposed PGQ technique is completed. In the next section, we are going to present the governing equations which we are solving in our unfitted FSI solver together with implemented time integration and FSI coupling schemes.

## 3. Governing equations and boundary conditions

### 3.1. Incompressible Navier-Stokes equations

In our developed FSI solver, we are solving for a moving rigid body submerged in an incompressible Newtonian fluid. Therefore, the incompressible Navier-Stokes equations, Eq. 18 to (22), are implemented.

$$
\begin{array}{rlrl}
\rho^{f}\left(\frac{\partial \boldsymbol{u}^{f}}{\partial t}+\boldsymbol{u}^{f} \cdot \nabla \boldsymbol{u}^{f}\right)-\nabla \cdot \boldsymbol{\sigma}\left\{\boldsymbol{u}^{f}, p\right\} & =\rho^{f} \boldsymbol{g}^{f} & \forall \boldsymbol{x} \in \boldsymbol{\Omega}^{f}(t) \\
\nabla \cdot \boldsymbol{u}^{f} & =0 & & \forall \boldsymbol{x} \in \boldsymbol{\Omega}^{f}(t) \\
\boldsymbol{u}^{f} & =\tilde{\boldsymbol{u}}^{f} & & \forall \boldsymbol{x} \in \boldsymbol{\Gamma}_{D}^{f}(t) \\
\boldsymbol{\sigma}\left\{\boldsymbol{u}^{f}, p\right\} \cdot \boldsymbol{n}^{f} & =\tilde{\boldsymbol{h}}^{f} & & \forall \boldsymbol{x} \in \boldsymbol{\Gamma}_{H}^{f}(t) \\
\boldsymbol{u}^{f} & =\boldsymbol{u}_{0}^{f} & \forall \boldsymbol{x} \in \boldsymbol{\Omega}^{f}(0) \tag{22}
\end{array}
$$

where $\rho^{f}, \boldsymbol{u}^{f}, \boldsymbol{u}_{0}^{f}, \boldsymbol{g}^{f}, \tilde{\boldsymbol{u}}^{f}, \tilde{\boldsymbol{h}}^{f}$ and $\boldsymbol{n}^{f}$ are respectively the fluid density, fluid velocity vector, initial fluid velocity vector, fluid unit body force vector, prescribed fluid velocity, prescribed fluid traction and outward normal vector of fluid domain. The supperscript $f$ and $s$ refer to fluid and solid respectively. The spatial domain, Dirichlet and Neumann boundaries are respectively denoted as $\boldsymbol{\Omega}, \boldsymbol{\Gamma}_{D}$ and $\boldsymbol{\Gamma}_{H}$, where $\boldsymbol{\Gamma}_{D}$ and $\boldsymbol{\Gamma}_{H}$ are complementary subsets of $\boldsymbol{\Gamma}, \boldsymbol{\Gamma}=\boldsymbol{\Gamma}_{D} \cup \boldsymbol{\Gamma}_{H}$ and
$\boldsymbol{\Gamma}_{D} \cap \boldsymbol{\Gamma}_{H}=\emptyset$. The Dirichlet and Neumann boundary conditions respectively are imposed along $\boldsymbol{\Gamma}_{D}$ and $\boldsymbol{\Gamma}_{H}$ as shown below.

$$
\begin{align*}
\boldsymbol{u}^{f} & =\tilde{\boldsymbol{u}}^{f} \quad \forall \boldsymbol{x} \in \boldsymbol{\Gamma}_{D}^{f}(t)  \tag{23}\\
\boldsymbol{h}^{f} & =\tilde{\boldsymbol{h}}^{f} \quad \forall \boldsymbol{x} \in \boldsymbol{\Gamma}_{H}^{f}(t) \tag{24}
\end{align*}
$$

where $\boldsymbol{h}=\boldsymbol{\sigma} \cdot \boldsymbol{n}$ refers to the surface stresses. $\boldsymbol{\sigma}$ is the Cauchy stress tensor and defined as

$$
\begin{align*}
\boldsymbol{\sigma}\left\{\boldsymbol{u}^{f}, p\right\} & =-p \boldsymbol{I}+2 \mu D\left(\boldsymbol{u}^{f}\right)  \tag{25}\\
D\left(\boldsymbol{u}^{f}\right) & =\frac{1}{2}\left[\nabla \boldsymbol{u}^{f}+\left(\nabla \boldsymbol{u}^{f}\right)^{\prime}\right] \tag{26}
\end{align*}
$$

The stress tensor is written as the summation of its isotropic and deviatoric tensor $\left(D\left(\boldsymbol{u}^{f}\right)\right)$ parts. Here, $p, \mu$ and $\boldsymbol{I}$ refer to the fluid pressure, dynamic viscosity and identity matrix respectively.

### 3.2. Rigid-body dynamics

The equations governing dynamics of a rigid body is simply implemented as Eq. 27).

$$
\begin{align*}
m^{s} \boldsymbol{a}^{s}+\boldsymbol{c}^{s} \cdot \boldsymbol{u}^{s}+\boldsymbol{k}^{s} \cdot \boldsymbol{d}^{s} & =\boldsymbol{h}^{s} \quad \forall \boldsymbol{x} \in \boldsymbol{\Omega}^{s}(t)  \tag{27}\\
\boldsymbol{a}^{s}=\frac{\partial^{2} \boldsymbol{d}^{s}}{\partial t^{2}} ; \quad \boldsymbol{u}^{s} & =\frac{\partial \boldsymbol{d}^{s}}{\partial t} \\
\boldsymbol{c}^{s}=2 \xi \sqrt{\boldsymbol{k}^{s} m^{s}} ; \quad \boldsymbol{k}^{s} & =4 \pi^{2} \boldsymbol{f}_{n}^{2} m^{s} \\
U_{r}=U /\left(f_{n y} D\right) ; \quad m^{s} & =m^{*}\left(0.25 \pi D^{2} L \rho^{f}\right)
\end{align*}
$$

where $\xi, m^{*}, \boldsymbol{f}_{n}=\left[f_{n x}, f_{n y}\right]^{\prime}, D$ and $L$ are the damping ratio, mass ratio, structural frequency vector, diameter of cylinder and spanwise length of cylinder respectively. $\boldsymbol{c}^{s}$ and $\boldsymbol{k}^{s}$ refer to damping and stiffness coefficients respectively. The reduced velocity of the cylinder, $U_{r}$, is based on the structural frequency in the transverse direction, $f_{n y}$. In the present formulation, it is assumed that the structural frequencies in transverse and streamwise direction are identical, $f_{n x} / f_{n y}=1.0 . \boldsymbol{h}^{s}=\left[h_{x}^{s}, h_{y}^{s}\right]^{\prime}$ represents the external force exerted on the cylinder surface. In FSI problems, these external forces are hydrodynamic forces exerted by fluid around the surface of cylinder.

### 3.3. Interface constraints and Fluid-structure interaction

To couple fluid and structure, velocity and traction constraints should be satisfied. The velocity constraint requires the fluid and structure interfaces align and move at the same velocity, as shown in Eq. 28. On the other hand, the equilibirum of stresses, Eq. 29, has to be enforced along the fluid-structure interface to satisfy the traction constraint, where $\boldsymbol{n}^{f}=-\boldsymbol{n}^{s}$ and the superscript $" f s$ " refers to fluid-structure interface.

$$
\begin{array}{rlrl}
\boldsymbol{u}^{f} & =\boldsymbol{u}^{s} & \forall \boldsymbol{x} \in \boldsymbol{\Gamma}^{f s}(t) \\
\boldsymbol{\sigma}^{f} \cdot \boldsymbol{n}^{f}+\boldsymbol{\sigma}^{s} \cdot \boldsymbol{n}^{s} & =0 & & \forall \boldsymbol{x} \in \boldsymbol{\Gamma}^{f s}(t)  \tag{29}\\
\Longrightarrow \boldsymbol{h}^{f}+\boldsymbol{h}^{s} & =0 & & \forall \boldsymbol{x} \in \boldsymbol{\Gamma}^{f s}(t)
\end{array}
$$

The fluid and structural governing equations can be coupled in either monolithic or staggered-partitioned scheme. In monolithic/fully-implicit scheme [32], the overall system equation consists of the variables of fluid and structure. They are solved indiscriminantly and simultaneously. The monolithic formulation is robust, stable at relative large time steps, and its solution converges rapidly. Albeit monolithic schemes have the energy conservation property, their computational cost is high and typically require a significant recast in both existing fluid and structural solvers. On the other hand, the staggeredpartioned scheme can be conveniently implemented to existing fluid and structural solvers. The staggered-partitioned schemes can be further classified into strongly-coupled [33, 34, 35] or weakly-coupled schemes 36, 37]. In this work, a staggered-partitioned, weakly-coupled and second-order accurate scheme 36] is implemented. Please refer to [36] for detailed algorithm.

### 3.4. Integration in time

To deal with moving embedded boundaries in FSI problems, the second-order accurate and unconditional stable generalized- $\alpha$ method [38] and 39] are implemented in time integration for structural equation and Navier-Stokes equations respectively. The detailed formulation for structural equation can be summarized as,

$$
\begin{align*}
\mathbf{d}_{n+1}^{s} & =\mathbf{d}_{n}^{s}+\Delta t \mathbf{u}_{n}^{s}+\Delta t^{2}\left(\left(\frac{1}{2}-\beta^{s}\right) \mathbf{a}_{n}^{s}+\beta^{s} \mathbf{a}_{n+1}^{s}\right)  \tag{30}\\
\mathbf{u}_{n+1}^{s} & =\mathbf{u}_{n}^{s}+\Delta t\left(\left(1-\gamma^{s}\right) \mathbf{a}_{n}^{s}+\gamma^{s} \mathbf{a}_{n+1}^{s}\right)  \tag{31}\\
\mathbf{d}_{n+\alpha_{f}^{s}}^{s} & =\left(1-\alpha_{f}^{s}\right) \mathbf{d}_{n}^{s}+\alpha_{f}^{s} \mathbf{d}_{n+1}^{s}  \tag{32}\\
\mathbf{u}_{n+\alpha_{f}^{s}}^{s} & =\left(1-\alpha_{f}^{s}\right) \mathbf{u}_{n}^{s}+\alpha_{f}^{s} \mathbf{u}_{n+1}^{s}  \tag{33}\\
\mathbf{a}_{n+\alpha_{m}^{s}}^{s} & =\left(1-\alpha_{m}^{s}\right) \mathbf{a}_{n}^{s}+\alpha_{m}^{s} \mathbf{a}_{n+1}^{s}  \tag{34}\\
\mathbf{F}_{n+\alpha_{f}^{s}}^{s} & =\left(1-\alpha_{f}^{s}\right) \mathbf{F}_{n}^{s}+\alpha_{f}^{s} \mathbf{F}_{n+1}^{s} \tag{35}
\end{align*}
$$

where $\mathbf{d}_{n}^{s}, \mathbf{u}_{n}^{s}$ and $\mathbf{a}_{n}^{s}$ refer to the displacement, velocity and acceleration of cylinder at time $t=n$. where $\alpha_{m}^{s}, \alpha_{f}^{s}, \gamma^{s}$ and $\beta^{s}$ are defined by [38] as

$$
\begin{align*}
\alpha_{m}^{s} & :=\frac{2-\rho_{\infty}^{s}}{\rho_{\infty}^{s}+1} ; \quad \alpha_{f}^{s}:=\frac{1}{\rho_{\infty}^{s}+1} \\
\gamma^{s} & :=0.5+\alpha_{m}^{s}-\alpha_{f}^{s} ; \quad \beta^{s}:=0.25\left(1+\alpha_{m}^{s}-\alpha_{f}^{s}\right)^{2} \tag{36}
\end{align*}
$$

Similarly, the generalized- $\alpha$ method for Navier-Stokes equations is listed below,

$$
\begin{align*}
\boldsymbol{u}_{n+1}^{f} & =\boldsymbol{u}_{n}^{f}+\Delta t\left[\left(1-\gamma^{f}\right) \frac{\partial \boldsymbol{u}_{n}^{f}}{\partial t}+\gamma^{f} \frac{\partial \boldsymbol{u}_{n+1}^{f}}{\partial t}\right]  \tag{37}\\
\boldsymbol{u}_{n+\alpha_{f}^{f}}^{f} & =\left(1-\alpha_{f}^{f}\right) \boldsymbol{u}_{n}^{f}+\alpha_{f}^{f} \boldsymbol{u}_{n+1}^{f}  \tag{38}\\
\frac{\partial \boldsymbol{u}_{n+\alpha_{m}^{f}}^{f}}{\partial t} & =\left(1-\alpha_{m}^{f}\right) \frac{\partial \boldsymbol{u}_{n}^{f}}{\partial t}+\alpha_{m}^{f} \frac{\partial \boldsymbol{u}_{n+1}^{f}}{\partial t}  \tag{39}\\
\alpha_{m}^{f} & :=0.5 \frac{3-\rho_{\infty}^{f}}{1+\rho_{\infty}^{f}} ; \quad \alpha_{f}^{f}:=\frac{1}{1+\rho_{\infty}^{f}} ; \quad \gamma^{f}:=0.5+\alpha_{m}^{f}-\alpha_{f}^{f} \tag{40}
\end{align*}
$$

Here $\rho_{\infty}^{s} \in[0,1]$ and $\rho_{\infty}^{f} \in[0,1]$ respectively are the spectral radius, which control the amount of numerical high-frequency damping in the temporal schemes. In this work. $\rho_{\infty}^{s}=\rho_{\infty}^{f}=0.2$ are chosen for all numerical simulations.

## 4. Variational form of unfitted stabilized finite element formulation

The complete stabilized FE formulation of Navier-Stokes equations with an embedded interface is summarized in Eq. 41, where $\mathcal{A}^{G}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)$ and
$\mathcal{L}^{G}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)$ are the bilinear and linear forms derived from classical Galerkin method. $\mathcal{A}^{S}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)$ attributes to Pretrov-Galerkin formulation, which enables equal approximation function spaces between velocity and pressure. $\mathcal{A}^{N}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)$ is the terms of Nitsche's method for weakly imposing Dirichlet boundary condition along an embedded interface. In addition, $\mathcal{A}^{G P}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)$ is the ghost penalty terms to optimize the jump of quantities across edges in the cut cell.

$$
\begin{array}{r}
\mathcal{A}^{G}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)+\mathcal{A}^{S}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)+\mathcal{A}^{N}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right) \\
+\mathcal{A}^{G P}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)=\mathcal{L}^{G}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right) \tag{41}
\end{array}
$$

The detailed formulations of the terms in Eq. 41 are presented in the following sections.

### 4.1. Stabilized variational form of Navier-Stokes equations

The variational form of incompressible Navier-Stokes, Eq. 18) and (19), based on classical Galerkin formulation is in Eq. 42).

$$
\begin{array}{r}
\mathcal{A}^{G}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)=\mathcal{L}^{G}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right) \\
\Longrightarrow \int_{\Omega^{f}(t)} \boldsymbol{v}^{f}\left[\rho^{f}\left(\frac{\partial \boldsymbol{u}_{h}^{f}}{\partial t}+\left(\boldsymbol{u}_{h}^{f} \cdot \nabla\right) \boldsymbol{u}_{h}^{f}\right)-\nabla \cdot \boldsymbol{\sigma}\left\{\boldsymbol{u}_{h}^{f}, p_{h}\right\}-\rho^{f} \boldsymbol{g}^{f}\right] d \Omega \\
+\int_{\Omega^{f}(t)} q\left[\nabla \cdot \boldsymbol{u}_{h}^{f}\right] d \Omega \\
=\int_{\Gamma_{H}^{f}(t)} \boldsymbol{v}^{f} \cdot \tilde{\boldsymbol{h}}_{h}^{f} d \Gamma \quad \forall\left[\boldsymbol{v}^{f}, q\right] \in \hat{\boldsymbol{V}}_{h} \times \hat{\mathcal{Q}}_{h} \subset \hat{\boldsymbol{\mathcal { V }}} \times \hat{\mathcal{Q}} \tag{42}
\end{array}
$$

where $\left[\boldsymbol{v}^{f}, q\right]^{\prime}$ is the vector of test functions for velocity and pressure of fluid. The vector-valued trial and test function spaces $\mathcal{V}$ and $\hat{\mathcal{V}}$ of velocity are defined as

$$
\begin{array}{rll}
\mathcal{V} & =\left\{\boldsymbol{v}^{f} \in \mathcal{H}^{1}\left(\boldsymbol{\Omega}^{f}(t)\right): \boldsymbol{v}^{f}=\tilde{\boldsymbol{v}}^{f}\right. & \left.\forall \boldsymbol{x} \in \boldsymbol{\Gamma}_{D}^{f}(t)\right\} \\
\hat{\boldsymbol{V}} & =\left\{\boldsymbol{v}^{f} \in \mathcal{H}^{1}\left(\boldsymbol{\Omega}^{f}(t)\right): \boldsymbol{v}^{f}=\mathbf{0}\right. & \left.\forall \boldsymbol{x} \in \boldsymbol{\Gamma}_{D}^{f}(t)\right\} \tag{43}
\end{array}
$$

On the other hand, the scalar-valued trial and test function spaces $\mathcal{Q}$ and $\hat{\mathcal{Q}}$ of pressure are defined as

$$
\begin{array}{lll}
\mathcal{Q} & =\left\{q \in \mathcal{H}^{1}\left(\boldsymbol{\Omega}^{f}(t)\right): q=\tilde{p}\right. & \left.\forall \boldsymbol{x} \in \boldsymbol{\Gamma}_{D}^{f}(t)\right\} \\
\hat{\mathcal{Q}} & =\left\{q \in \mathcal{H}^{1}\left(\boldsymbol{\Omega}^{f}(t)\right): q=0\right. & \left.\forall \boldsymbol{x} \in \boldsymbol{\Gamma}_{D}^{f}(t)\right\} \tag{44}
\end{array}
$$

where $\mathcal{H}^{1}$ refers to the Sobolev space, in which $\left[\left(\boldsymbol{v}^{f}\right)^{2}, q^{2}\right]$ and $\left[\left|\nabla \boldsymbol{v}^{f}\right|^{2},|\nabla q|^{2}\right]$ have finite integrals within $\boldsymbol{\Omega}^{f}(t)$ and allows discontinuous derivatives. Their corresponding discrete function spaces are denoted with subscript " $h$ ", e.g., $\hat{\mathcal{Q}}_{h}$. In this work, a residual-based stabilization technique, Petrov-Galerkin method [40, 41, 42, 43, in Eq. 45) is implemented to ensure the residual of equation system is minimized in a (weak) integral sense over each element. Here $G$ and $C_{I}$ are respectively element cotravariant metric tensor and a positive constant independent upon mesh size 44].

$$
\begin{array}{r}
\mathcal{A}^{S}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)=\sum_{e=1}^{n_{e l}} \int_{\Omega^{f}(t)} \tau_{m}\left[\rho^{f}\left(\boldsymbol{u}_{h}^{f} \cdot \nabla\right) \boldsymbol{v}^{f}-\mu \nabla^{2} \boldsymbol{v}^{f}+\nabla q\right] \cdot\left[\rho ^ { f } \left(\frac{\partial \boldsymbol{u}_{h}^{f}}{\partial t}\right.\right. \\
\left.\left.+\left(\boldsymbol{u}_{h}^{f} \cdot \nabla\right) \boldsymbol{u}_{h}^{f}-\boldsymbol{g}^{f}\right)-\mu \nabla^{2} \boldsymbol{u}_{h}^{f}+\nabla p_{h}\right] d \Omega+\sum_{e=1}^{n_{e l}} \int_{\Omega^{f}(t)} \tau_{c} \rho^{f}\left(\nabla \cdot \boldsymbol{v}^{f}\right)\left(\nabla \cdot \boldsymbol{u}_{h}^{f}\right) d \Omega  \tag{45}\\
\forall\left[\boldsymbol{v}^{f}, q\right] \in \hat{\mathcal{V}}_{h} \times \hat{\mathcal{Q}}_{h} \subset \hat{\boldsymbol{V}} \times \hat{\mathcal{Q}} \\
\tau_{m}=\left[\left(\frac{2 \rho^{f}}{\Delta t}\right)^{2}+\left(\rho^{f}\right)^{2} \boldsymbol{u}_{h}^{f} \cdot \boldsymbol{G} \boldsymbol{u}_{h}^{f}+C_{I}(\mu)^{2} \boldsymbol{G}: \boldsymbol{G}\right]^{-0.5} \\
\tau_{c}=\left(\operatorname{tr}(\boldsymbol{G}) \tau_{m}\right)^{-1} ; \quad \boldsymbol{G}=\frac{\partial \boldsymbol{\xi}^{\prime}}{\partial \boldsymbol{x}} \frac{\partial \boldsymbol{\xi}}{\partial \boldsymbol{x}}
\end{array}
$$

### 4.2. Nitsche's method

To weakly impose Dirichlet boundary condition along the embedded interface, Nitsche's method is implemented. The terms of Nitsche's method are
shown in Eq. 46.

$$
\begin{array}{r}
\mathcal{A}^{N}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)=\gamma_{1} \int_{\Gamma^{f s}(t)} \boldsymbol{v}^{f} \cdot\left(\boldsymbol{u}_{h}^{f}-\tilde{\boldsymbol{u}}_{h}^{f}\right) d \Gamma \\
-\int_{\Gamma^{f s}(t)} \boldsymbol{v}^{f} \cdot\left(\boldsymbol{\sigma}\left\{\boldsymbol{u}_{h}^{f}, p_{h}\right\} \cdot \boldsymbol{n}^{f}\right) d \Gamma-\gamma_{2} \int_{\Gamma^{f s}(t)}\left(\boldsymbol{\sigma}\left\{\boldsymbol{v}^{f}, q\right\} \cdot \boldsymbol{n}^{f}\right) \cdot\left(\boldsymbol{u}_{h}^{f}-\tilde{\boldsymbol{u}}_{h}^{f}\right) d \Gamma  \tag{46}\\
\forall\left[\boldsymbol{v}^{f}, q\right] \in \hat{\mathcal{V}}_{h} \times \hat{\mathcal{Q}}_{h} \subset \hat{\boldsymbol{\mathcal { V }}} \times \hat{\mathcal{Q}}
\end{array}
$$

Either symmetric-variant $\gamma_{2}=1$ or unsymmetric-variant $\gamma_{2}=-1$ can be implemented. The penalty term is chosen within an appropriate range $\gamma_{1} \in\left[\mu \frac{10^{2}}{L}\right.$, $\mu \frac{10^{3}}{L}$ ] [45] for symmetric-variant, where $L$ is the characteristic element length, or $\gamma_{1}=0.0$ for unsymmetric-variant 46. As the solutions proceed to convergence $\boldsymbol{u}_{h}^{f} \approx \tilde{\boldsymbol{u}}_{h}^{f}$, the first and third penalty terms vanish.

### 4.3. Ghost Penalty Method

The cut cell is separated by an embedded interface, e.g., the blue circle in Fig. 4, into a fluid domain and a fictitious domain respectively. If the physical part is very small, some basis functions have little support inside the physical domain. It leads to large system matrix condition numbers. The ghost penalty method [47] is implemented along the edges of cut cells, the red edges in Fig. 4 , to alleviate the jumps of quantities in cut cells. A comprehensive study of the performance of ghost penalty terms was reported by Dettmer et al, 2016 [48]. The specific terms are listed in Eq. 47.

$$
\begin{array}{r}
\mathcal{A}^{G P}\left(\left[\boldsymbol{v}^{f}, q\right],\left[\boldsymbol{u}_{h}^{f}, p_{h}\right]\right)=\beta_{g p}^{u} \mu G_{1}\left(\boldsymbol{v}^{f}, \boldsymbol{u}_{h}^{f}\right)+\beta_{g p}^{p} \mu^{-1} g_{3}\left(q, p_{h}\right)  \tag{47}\\
\forall\left[\boldsymbol{v}^{f}, q\right] \in \hat{\mathcal{V}}_{h} \times \hat{\mathcal{Q}}_{h} \subset \hat{\mathcal{V}} \times \hat{\mathcal{Q}} \\
g_{\phi}\left(q, p_{h}\right)=\sum_{k=1}^{e} l_{k}^{2(\alpha-1)+\phi} \int_{\Gamma^{f}(t)}\left[\left[\frac{\partial^{\alpha} q}{\partial \boldsymbol{n}^{f(\alpha)}}\right]\right]\left[\left[\frac{\partial^{\alpha} p_{h}}{\partial \boldsymbol{n}^{f(\alpha)}}\right]\right] d l_{k} \\
G_{\phi}\left(\boldsymbol{v}^{f}, \boldsymbol{u}_{h}^{f}\right)=\sum_{k=1}^{e} \sum_{i=1}^{d} l_{k}^{2(\alpha-1)+\phi} \int_{\Gamma^{f}(t)}\left[\left[\frac{\partial^{\alpha} v_{(i)}^{f}}{\partial \boldsymbol{n}^{f(\alpha)}}\right]\right]\left[\left[\frac{\partial^{\alpha} u_{h(i)}^{f}}{\partial \boldsymbol{n}^{f(\alpha)}}\right]\right] d l_{k}
\end{array}
$$

where the penalty parameters is chosen as $\beta_{g p}^{u}=\beta_{g p}^{p}=0.02$ [48] for simulations in this work. The superscripts " $u$ " and " $p$ " respectively refer to velocity and


Figure 4: Schematic diagrams of embedded interface with ghost penalty terms
pressure. The subscript " $g p$ " shows these terms attribute to ghost penalty terms. $e$ and $d$ respectively are number edges of cut cell imposed with ghost penalty terms and dimension of problem. $\alpha, \phi$ and $l$ are order of derivative, the notation parameter and element characteristic length respectively. [[]]] denotes the jump of quantity across the element edge.

Therefore, the overall numerical formulation of Navier-Stokes equations with
embedded interface is summarized as,

$$
\begin{align*}
& \int_{\Omega^{f}(t)} \boldsymbol{v}^{f}\left[\rho^{f}\left(\frac{\partial \boldsymbol{u}_{h}^{f}}{\partial t}+\left(\boldsymbol{u}_{h}^{f} \cdot \nabla\right) \boldsymbol{u}_{h}^{f}\right)-\nabla \cdot \boldsymbol{\sigma}\left\{\boldsymbol{u}_{h}^{f}, p_{h}\right\}-\rho^{f} \boldsymbol{g}^{f}\right] d \Omega \\
& +\int_{\Omega^{f}(t)} q\left[\nabla \cdot \boldsymbol{u}_{h}^{f}\right] d \boldsymbol{\Omega}+\sum_{e=1}^{n_{e l}} \int_{\Omega^{f}(t)} \tau_{m}\left[\rho^{f}\left(\boldsymbol{u}_{h}^{f} \cdot \nabla\right) \boldsymbol{v}^{f}-\mu \nabla^{2} \boldsymbol{v}^{f}+\nabla q\right] \\
& \cdot\left[\rho^{f}\left(\frac{\partial \boldsymbol{u}_{h}^{f}}{\partial t}+\left(\boldsymbol{u}_{h}^{f} \cdot \nabla\right) \boldsymbol{u}_{h}^{f}-\boldsymbol{g}^{f}\right)-\mu \nabla^{2} \boldsymbol{u}_{h}^{f}+\nabla p_{h}\right] d \Omega \\
& +\sum_{e=1}^{n_{e l}} \int_{\Omega^{f}(t)} \tau_{c} \rho^{f}\left(\nabla \cdot \boldsymbol{v}^{f}\right)\left(\nabla \cdot \boldsymbol{u}_{h}^{f}\right) d \Omega+\gamma_{1} \int_{\Gamma^{f s}(t)} \boldsymbol{v}^{f} \cdot\left(\boldsymbol{u}_{h}^{f}-\tilde{\boldsymbol{u}}_{h}^{f}\right) d \Gamma \\
& -\int_{\Gamma^{f s}(t)} \boldsymbol{v}^{f} \cdot\left(\boldsymbol{\sigma}\left\{\boldsymbol{u}_{h}^{f}, p_{h}\right\} \cdot \boldsymbol{n}^{f}\right) d \Gamma-\gamma_{2} \int_{\Gamma^{f s}(t)}\left(\boldsymbol{\sigma}\left\{\boldsymbol{v}^{f}, q\right\} \cdot \boldsymbol{n}^{f}\right) \cdot\left(\boldsymbol{u}_{h}^{f}-\tilde{\boldsymbol{u}}_{h}^{f}\right) d \Gamma \\
& +\sum_{k=1}^{e} l_{k}^{2(\alpha-1)+\phi} \int_{\Gamma^{f}(t)}\left[\left[\frac{\partial^{\alpha} q}{\partial \boldsymbol{n}^{f(\alpha)}}\right]\right]\left[\left[\frac{\partial^{\alpha} p_{h}}{\partial \boldsymbol{n}^{f(\alpha)}}\right]\right] d l_{k} \\
& +\sum_{k=1}^{e} \sum_{i=1}^{d} l_{k}^{2(\alpha-1)+\phi} \int_{\Gamma^{f}(t)}\left[\left[\frac{\partial^{\alpha} v_{(i)}^{f}}{\partial \boldsymbol{n}^{f(\alpha)}}\right]\right]\left[\left[\frac{\partial^{\alpha} u_{h(i)}^{f}}{\partial \boldsymbol{n}^{f(\alpha)}}\right]\right] d l_{k} \\
& =\int_{\Gamma_{H}^{f}(t)} \boldsymbol{v}^{f} \cdot \tilde{\boldsymbol{h}}_{h}^{f} d \Gamma \quad \forall\left[\boldsymbol{v}^{f}, q\right] \in \hat{\boldsymbol{V}}_{h} \times \hat{\mathcal{Q}}_{h} \subset \hat{\mathcal{V}} \times \hat{\mathcal{Q}} \tag{48}
\end{align*}
$$

## 5. Convergence analysis

The convergence analyses of proposed PGQ are conducted via simulations of a classical lid-driven cavity flow and a rotating disk. The embedded interface is represented by a level-set function. In the lid-driven cavity flow, no Dirichlet boundary condition is weakly-imposed along the embedded interface, as shown in Fig. 5a, where the subscripts " $e$ ", " $w$ ", " $n "$ and " $s "$ respectively refer to the east, west, north and south wall boundaries. Its objective is to get rid of influence by Nitsche's method and barely investigate the convergence rate of PGQ. The numerical results from the lid-driven cavity flow agree well with literature [49, as shown in Fig. 6. In Fig. 7, the resultant contours of velocity and pressure are smooth across the elements implemented with PGQ and Gauss quadrature numerical integrations. No odd values are observed in contours of


Figure 5: Schematic diagram of convergence analysis: (a) Lid-driven cavity flow; (b) Rotating disk


Figure 6: Velocity profile in classical lid-driven cavity flow at $R e=100$ : (a) $u$ at $x=0.5$; (b)

$$
v \text { at } y=0.5
$$



Figure 7: Contour plots for lid-driven cavity flow at $R e=100$ : (a) x-component velocity field; (b) y-component velocity field; (c) pressure field; (d) 3D contour of u-component velocity field
variable across the embedded interface. It means that the proposed PGQ technique is well suited for working together with Gauss quadrature. On the other hand, a prescribed velocity is weakly-imposed in the rotating disk case Fig. 5b. Similar to the lid-driven cavity flow, no odd value is observed in the contours of variable across the embedded interface in Fig. 8. In addition, prominent discontinuities in the value of pressure and the gradients of velocity are observed along the embedded interface, as shown in Fig. 8c and 8d respectively.

The convergence analyses of the lid-driven cavity flow and rotating disk are conducted for different element types, e.g., Q1Q1, Q2Q1 and Q2Q2. The results are plotted in Fig. 9 where $\mathcal{L}_{2}$ and $h_{e}$ denote the Euclidean 2 norm and the element length respectively. $\mathcal{L}_{2}$ norm is computed based on Eq. 49, in which $\boldsymbol{E}$ and $\varphi$ are the relative error vector and measured quantity respectively, e.g, x-component velocity. The superscript " $n$ " and subscript "ref" respectively denote the number of background nodes along a side and the numerical results with a reference grid. The order of convergence is computed based on $\boldsymbol{E}$ in Eq. 50).

$$
\begin{align*}
\left\|\boldsymbol{E}_{\varphi}^{n}\right\|_{\mathcal{L}_{2}} & =\sqrt{\left(\boldsymbol{E}_{\varphi}^{n}\right)^{\prime} \cdot \boldsymbol{E}_{\varphi}^{n}} ; \quad E_{\varphi}^{n}(i)=\varphi(i)-\varphi_{r e f}(\boldsymbol{x}(i))  \tag{49}\\
\text { order } & =\frac{\log \left(\left\|\boldsymbol{E}_{\varphi}^{n}\right\|_{\mathcal{L}_{2}} /\left\|\boldsymbol{E}_{\varphi}^{2 n}\right\|_{\mathcal{L}_{2}}\right)}{\log \left(h_{e}^{n} / h_{e}^{2 n}\right)} \tag{50}
\end{align*}
$$

The convergence rates are annotated in the plots. Those in parenthesis are associated with Q2Q2 element, the green line. In all simulations, the convergence rates for higher order element is approximately one-order higher than linear elements. In lid-driven cavity flow in Fig. 9a, the convergence rates are approximately 2 and 2.8 for bi-linear and bi-quadratic elements respectively. By weakly-imposing a prescribed velocity along the embedded interface, the convergence rates for bi-linear and bi-quadratic elements are approximately 1.45 and 2.0 respectively. It is approximately half-order lower than the case of lid-driven cavity flow.


Figure 8: Contour plots for rotating disk at $R e=100$ and $a=1.0$ : (a) x-component velocity field; (b) y-component velocity field; (c) pressure field; (d) 3D contour of u-component velocity field


Figure 9: Order of accuracy with respect to Eulerian grid refinement: (a) Lid-driven cavity flow at $R e=100 ;(\mathrm{b})$ Rotating disk at $R e=20$ and $a=1.0$

## 6. Numerical examples and Validations

In this section, a number of representative numerical examples are presented to assess the accuracy and robustness of the proposed PGQ technique. The performed simulations are (a) a stationary cylinder in cross-flow, (b) a rotating cylinder in cross-flow, (c) a freely-vibrating cylinder in cross-flow, (d) a freefalling particle and (e) six free-falling particles.

### 6.1. Stationary cylinder in cross-flow

The flow around a stationary cylinder in laminar flow, $R e \leq 200$, is a classical benchmark example. Its schematic diagram is shown in Fig. 10, where $u_{\infty}=1.0$, $D=1.0, L_{u}=50 D, L_{d}=50 D$ and $H=100 D$ denote the free stream velocity, diameter of cylinder, upstream length, downstream length and width of fluid domain. Traction free boundary condition is imposed on domain boundaries $\Gamma_{o}$, $\Gamma_{t}$ and $\Gamma_{b}$. The fluid density $\rho^{f}=1.0$ and dynamic viscosity $\mu=0.01$ is chosen for simulation.

The numerical results are compared with literature and summarized in Tab. 1 and 2. It shows the numerical results obtained from PGQ agree well with


Figure 10: Schematic diagram of a stationary cylinder in cross-flow

|  |  | $L / D$ | $C_{d}$ |
| :--- | :--- | :--- | :--- |
| $R e=20$ | Tritton [50] | - | 2.22 |
|  | Coutanceau and Bouard [51] | 0.73 | - |
|  | Calhoun [52] | 0.91 | 2.19 |
|  | Russell and Wang [53] | 0.94 | 2.13 |
|  | Li et al. [54] | 0.931 | 2.062 |
|  | Present | 0.94 | 2.171 |
| $R e=40$ | Tritton [50] | - | 1.48 |
|  | Coutanceau and Bouard [51] | 1.89 | - |
|  | Calhoun [52 | 2.18 | 1.62 |
|  | Russell and Wang [53] | 2.29 | 1.60 |
|  | Li et al. [54] | 2.24 | 1.569 |
|  | Present | 2.27 | 1.608 |

Table 1: Flow around a fixed circular cylinder: $L / D$ and $C_{d}$ for $R e=20$ and 40

|  |  | $C_{d}^{\text {mean }}$ | $C_{l}^{\text {rms }}$ | $S_{t}$ |
| :--- | :--- | :--- | :--- | :--- |
| $R e=100$ | Braza et al. [55] | 1.364 | $\pm 0.25$ | - |
|  | Liu et al. [56] | 1.350 | $\pm 0.339$ | 0.164 |
|  | Calhoun [52] | 1.330 | $\pm 0.298$ | 0.175 |
|  | Russell and Wang [53] | 1.380 | $\pm 0.300$ | 0.169 |
|  | Li et al. [54] | 1.301 | $\pm 0.324$ | 0.167 |
|  | Kadapa et al. [57] | 1.390 | $\pm 0.339$ | 0.166 |
|  | Present | 1.365 | $\pm 0.301$ | 0.164 |
| $R e=200$ | Braza et al. [55] | 1.40 | $\pm 0.75$ | - |
|  | Liu et al. [56] | 1.310 | $\pm 0.69$ | 0.192 |
|  | Calhoun [52] | 1.172 | $\pm 0.594$ | 0.202 |
|  | Russell and Wang [53] | 1.390 | $\pm 0.50$ | 0.195 |
|  | Li et al. [54] | 1.307 | $\pm 0.419$ | 0.192 |
|  | Kadapa et al. [57] | 1.42 | $\pm 0.594$ | 0.194 |
|  | Present | 1.372 | $\pm 0.648$ | 0.194 |

Table 2: Flow around a fixed circular cylinder: $C_{d}^{m e a n}, C_{l}^{r m s}$ and $S t$ for $R e=100$ and 200


Figure 11: $\omega_{z}$ contour and streamline plot of a fixed circular cylinder: (a) $R e=20$; (b)

$$
R e=40
$$



Figure 12: $\omega_{z}$ contour and streamline plot of a fixed circular cylinder: (a) $R e=100$; (b)

$$
R e=200
$$

literature. The corresponding contour of z-component vorticity $\omega_{z}$ are plotted in Fig. 11 and 12

### 6.2. Rotating cylinder in cross-flow

To simulate a rotating cylinder, a prescribed velocity $\tilde{\boldsymbol{u}}$ is imposed along the embedded interface. Its schematic diagram is shown in Fig. 13a, $\tilde{\boldsymbol{u}}$ is computed as $[a(0.5 D)] \boldsymbol{n}$, where $a=1.0, D=1.0$ and $\boldsymbol{n}$ respectively are angular velocity, diameter of cylinder and basis vector. The corresponding contour of $\omega_{z}$ is plotted in Fig. 13b. The response of lift coefficient agrees well with results from literature [58, 59], as shown in Fig. 13c.

The impulsive initial data poses a challenge of convergence in the initial stage of simulation. To obtain a good convergence rate, the field data of a stationary cylinder is chosen as the initial condition. Since a second-order Generalized- $\alpha$ temporal integration scheme is implemented, accurate numerical results can be obtained at a relative larger time step, e.g., $d t=0.02$


Figure 13: Rotating cylinder in cross-flow at $R e=200$ and $a=1.0$ : (a) Schematic diagram; (b) $\omega_{z}$ contour and streamline plot; (c) Time trace of lift coefficient


Figure 14: Schematic diagrams of vibrating cylinder in cross-flow: (a) a transverse-vibrating (1-DoFs) cylinder; (d) a freely-vibrating (2-DoFs) cylinder

### 6.3. Vibrating cylinder in cross-flow

In this section, two types of vibrating cylinder is chosen as benchmark examples, e.g., transversely-vibrating (1-DoFs) cylinder Fig. 14a and freely-vibrating (2-DoFs) cylinder in x and y directions Fig. 14b For transversely-vibrating cylinder cases, $R e=100, m^{*}=10.0, \zeta=0.01$ and $U_{r} \in[3,8]$ are chosen to set up the simulations. The obtained numerical results in Fig. 15a show a good agreement with literature [60, 61]. In freely-vibrating cylinder case, the cylinder can vibrate in both x and y directions. A representative case is chosen for validation at $R e=150, m^{*}=2.55, \zeta=0.0$ and $U_{r}=5.0$. Its trajectory results in Fig. 15b match well with literature 61. The contours of $\omega_{z}$ for representative cases are plotted in Fig. 15 c and 15 d respectively.

### 6.4. Free-falling: a single particle

Sedimentation is a classical benchmark example for fictitious domain methods. In this example, a circular particle is free-falling under gravitational force in an incompressible Newtonian fluid. The particle is accelerated at rest and subsequently achieve a terminal velocity $\boldsymbol{u}_{t}^{s}$. The chosen parameters in the simulation are $m^{*}=1.25, \zeta=0.01, \rho^{f}=1000, \mu=0.01$ and $D=0.25$.


Figure 15: Vibrating cylinder in cross-flow: (a,c) $R e=100, m^{*}=10.0, \zeta=0.01, U_{r}=7.0$ and vibrating in y direction; (b,d) $R e=150, m^{*}=2.55, \zeta=0.0, U_{r}=5.0$ and vibrating in x and y directions


Figure 16: Free-falling particle at $R e=13.75, m^{*}=1.25$ and $\zeta=0.01$ : (a) schematic diagram; (b) $\omega_{z}$ contour plot at $t=0.4$; (c) time trace of $y$-component velocity; (d) time trace of $y$-component displacement

The schematic diagram is shown in Fig. 16a. The subscript " $e$ ", "w" and "s" denotes the east, west and south wall boundary respectively. "no-slip" boundary condition is imposed on the east, west and south walls $\tilde{\boldsymbol{u}}_{\text {ews }}^{f}=\mathbf{0 . 0}$. Traction free boundary condition is imposed on the output as $\tilde{\boldsymbol{h}}^{f}=\mathbf{0 . 0}$. The particle falls from the rest at $[x, y]=[1,4]$. The contour of $\omega_{z}$ is plotted in Fig. 16b The numerical results is compared with literature [62, 63] in Fig. 16c and 16d. The obtained numerical results can match with literature well.

### 6.5. Free falling: 6 particles

In this benchmark example, six particles are freely falling under gravity from the rest. This problem is significantly differ from the single particle example in Sect. 6.4, because of the complex interaction between particles, walls and wakes. The objective is to demonstrate the robustness of proposed PGQ technique to handle much more challenging circumstances, e.g., rigid-body contact. Since we did not find literature of similar numerical or experimental setups, this example is meant to qualitatively demonstrate the capability of proposed PGQ technique. The width and height of domain are $x / D=[-3 D, 3 D], y / D=[1 D,-7 D]$ respectively, where $D=1.0$ is particle diameter. The top layer particles are rest at $x / D=0$ at $t=0$. The boundary conditions are identical to the benchmark example in Sect. 6.4. The fluid density, dynamic viscosity, mass ratio respectively are $\rho^{f}=1.0, \mu=0.01$ and $m^{*}=1.1$.

The implemented contact model [62] ensures there is no penetration among particle and wall. Complex vortex wakes are generated as particle falling through the channel in Fig. 17 and 18 Eventually, all particles rest at the bottom of the channel and vortex wakes vanish.

## 7. Conclusion

A projection-based numerical integration technique, PGQ , was proposed for the application of FSI problems. This scheme is formulated based on tessellation technique. It operates on the matrix level, after the standard numerical


Figure 17: $\omega_{z}$ contour of six free falling particles (I)


Figure 18: $\omega_{z}$ contour of six free falling particles (II)
integration rule, e.g., Gauss-Legendre Quadrature, is applied in each integration cell.

Its main advantages are (1) no change in FE formulation and Quadrature rule for elements with/without embedded discontinuity, which simplifies implementation and improves its scalability to other physical problems, (2) variationally consistent with the derivation of FE formulation and well-suited for FE formulation, (3) approximation of the discontinuity with reduced dimension space. It possesses important characteristics: (1) partition of unity property, (2) exact recovery of Gauss quadrature, (3) projection in quadratic form and (4) reduced-order modeling.

PGQ is implemented in various benchmark examples to assess its robustness and accuracy. It was shown the obtained numerical results via PGQ matched well with literature of various FSI applications. Therefore, the propose PGQ is excellent for numerical integration over cut cell with embedded discontinuities in FE framework for application of FSI problems.
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