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QUANTUM INVARIANTS FOR DECOMPOSITION PROBLEMS IN
TYPE A RINGS OF REPRESENTATIONS

MAXIM GUREVICH

Abstract. We prove a combinatorial rule for a complete decomposition, in terms of
Langlands parameters, for representations of p-adic GLn that appear as parabolic induc-
tion from a large family (ladder representations). Our rule obviates the need for compu-
tation of Kazhdan-Lusztig polynomials in these cases, and settles a conjecture posed by
Lapid.

These results are transferrable into various type A frameworks, such as the decompo-
sition of convolution products of homogeneous KLR-algebra modules, or tensor products
of snake modules over quantum affine algebras.

The method of proof applies a quantization of the problem into a question on Lusztig’s
dual canonical basis and its embedding into a quantum shuffle algebra, while computing
numeric invariants which are new to the p-adic setting.

1. Introduction

Let Rn be the Grothendieck group associated with the category of complex-valued
smooth finite-length representations of the group GLn(F ), where F is a p-adic field. The
larger group R = ⊕n≥0Rn is equipped with a structure of a commutative ring, coming
from the operation of parabolic induction. The multiplicative behavior of irreducible rep-
resentations Irr = ∪n≥0 Irr(GLn(F )) as elements of R remains largely a mystery.

Given two representations π1, π2 ∈ Irr, the decomposition of π1×π2 ∈ R into irreducible
factors can be given in terms of values of Kazhdan-Lusztig polynomials of a corresponding
symmetric group (see e.g. [Hen07]). Yet, a recent line of research [LM16, LM18, Gur19]
joins some classical results [Ber84] in an attempt to produce more transparent descriptions
of such decompositions, while significantly reducing the computational complexity involved.

In a previous paper [Gur19, Conjecture 7.1] we have given a conjectural effective answer
for the decomposition of π1 × π2 for the case when π1, π2 belong to a class we call ladder
representations. In particular, we have generalized a key conjecture by Lapid that for a
specific choice of representations, π1 × π2 would be of length Cn (n-th Catalan number).

Our main result here (Theorem 4.1) is the proof of that decomposition.
While we refrain from fine algorithm complexity analysis here, let us stress that our

new algorithm gives an answer (for whether a given irreducible representation appears as
a factor in a given product) in a time that is bound by a polynomial in the length of
the input (number of segments which define π1, π2). Thus far, the general algorithm for
computing such decompositions would involve computing summation formulas containing
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2 MAXIM GUREVICH

a list of values of Kazhdan-Lusztig polynomials, which are obtained by a slow recursive
process. This naive solution would also lack a combinatorial description of the resulting
subquotients, as opposed to our approach in this paper.

We recall that the decomposition problems at hand are inherent in various representation-
theoretic settings defined by type A data. Thus, while our discussion is set in the domain
of p-adic groups, the results are easily transferable to other rings of interest.

First, the problem can be stated as a decomposition of an induction product of two
irreducible finite-dimensional modules of (extended) affine Hecke algebras attached to the
GLn root data. In the Hecke algebra setting, ladder representations may be translated
to the notions of calibrated modules in the sense of [Ram03] or of •-unitary modules as
explained in [BC15].

Second, by the quantum affine Schur-Weyl duality of [CP96], our problem is equivalent
to the decomposition of tensor products of simple modules of the quantum affine algebra
Uq(ŝlN). The analog of ladder representations in that setting was studied in [NT98] and
received the name snake modules in the follow-up work [MY12]. The decomposition of
certain cases of our problem was shown in [Nak03] to comply with so-called T -systems,
which are of interest in mathematical physics.

Observing all above mentioned settings, our results can be viewed as a generalization of
previous decomposition descriptions of Tadić [Tad15], Leclerc [Lec04b] and Ram [Ram03].

The crucial involvement of the Robinson-Schensted correspondence in the proof of the
main result (Section 7) has lead Lapid and the author to introduce the more general notion
of RSK-standard modules in [GL19].

1.1. Main result and examples. The collection of (isomorphism classes of) irreducible
representations Irr is known to be parameterized, through the Zelevinski/Langlands clas-
sification, by multisegments, that is, multi-sets of formal objects called segments.

Through this description, we explore a combinatorial point of view on the problem.
Given π1, π2 ∈ Irr, a pair which is parameterized by multisegments m1,m2, respectively,
we would like to obtain a combinatorial algorithm that produces all multisegments that
parameterize the irreducible subquotients of π1 × π2.

While in general segments encode in their data some supercuspidal representations, the
core of our problem lies in the case when, in a suitable sense (see Section 2.2), this part
of the data is fixed and irrelevant. Thus, for exposition purposes we will assume m1,m2

are multi-sets of formal segments of the form [a, b], for integers a ≤ b. We will write them
additively (proper notation will be explained in the body of the paper).

For example,

m1 = [10, 12] + [12, 14] + [13, 16], m2 = [11, 13] + [14, 15] .

Let us also write λ1 ≤ . . . ≤ λn and µ1 ≤ . . . ≤ µn for the tuples of integers that comprise
the begin and end points of the segments in m1 +m2. In other words,

m1 +m2 =
n∑

i=1

[λi, µω(i)] ,
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for a permutation ω ∈ Sn.
In the previous example,

(λ1, . . . , λ5) = (10, 11, 12, 13, 14), (µ1, . . . , µ5) = (12, 13, 14, 15, 16), ω = (12354) .

10 11 12 13 14 15 16

λ1 µ1

λ2 µ2

λ3 µ3

λ4 µ5

λ5 µ4

m1

m2

This allows us to parameterize the multisegments which can potentially correspond to
irreducible subquotients of the product π1 × π2, by permutations in the group Sn (see
[Gur19, Proposition 3.4] or Section 4).

Namely, for x ∈ Sn, let us write Π(x) ∈ Irr for the representation that corresponds to
the multisegment

m(x) =
n∑

i=1

[λi, µx(i)] ,

if well-defined1.
In [Gur19, Theorem 1.2], it was shown that products of two ladder representations have

multiplicity-free subquotients. In other words, assuming π1, π2 are ladder representations,
we have

[π1 × π2] =
∑

x∈S(π1,π2)

[Π(x)] ∈ R ,

for a certain subset S(π1, π2) ⊆ Sn.
Theorem 4.1 gives an effective description of the set S(π1, π2).
A crucial ingredient in this description is the indicator representation. Given any

σ ∈ Irr(GLm(F )), we define its indicator representation σ⊗ to be a certain irreducible
representation of a standard Levi subgroup of GLm(F ) (See Definition 3.2 for the precise
notion).

Theorem 1.1 (Approximate version of Theorem 4.1). For ladder representations π1, π2 ∈
Irr, the set S(π1, π2) consists of those permutations x ∈ Sn which avoid a 321 pattern and
for which the indicator representation Π(x)⊗ appears in the Jacquet module of π1 × π2.

1That is, when λi − 1 ≤ µx(i), for all 1 ≤ i ≤ n. Segments of the form [a, a − 1] are considered as an

empty segment.
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Given a permutation x ∈ Sn, it is a simple computational task to determine whether
Π(x)⊗ appears in the Jacquet module of π1 × π2. This is due to Mackey theory (i.e.
Geometric Lemma of Bernstein-Zelevinski) and the simple description of Jacquet modules
of ladder representation achieved in [KL12].

In our chosen example, π1, π2 are in fact in the ladder class, meaning that both begin and
end points of each of m1,m2 are strictly ascending. Let us demonstrate the combinatorial
algorithm resulting from Theorem 4.1 through this example.

Take x1 = (34152) ∈ Sn. The multisegment m(x1) is shown in the following picture.

10 11 12 13 14 15 16

λ1 µ3

λ2 µ4

λ3 = µ1

λ4 µ5

([λ5, µ2] = ∅)

Diagrammatically, the condition of Π(x1)⊗ appearing in the Jacquet module of π1 ×
π2, means that the segments of m(x1) can “tile” m1 and m2, in such manner that each
consecutive segment would cover a “sub-ladder” of both m1 and m2 (see Example 3.6.1 for
a more precise statement).

10 11 12 13 14 15 16

λ1 µ1

λ3 µ3

λ4 µ5

10 11 12 13 14 15 16

λ1 µ1

λ3 µ3

λ4 µ5
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10 11 12 13 14 15 16

λ2 µ2

λ5 µ4

Step 1

10 11 12 13 14 15 16

λ2 µ2

λ5 µ4

Step 2

10 11 12 13 14 15 16

λ1 µ1

λ3 µ3

λ4 µ5

10 11 12 13 14 15 16

λ1 µ1

λ3 µ3

λ4 µ5

10 11 12 13 14 15 16

λ2 µ2

λ5 µ4

Step 3

10 11 12 13 14 15 16

λ2 µ2

λ5 µ4

Step 4

The pictures above exhibit that x1 indeed satisfies the Jacquet module conditions. We
see how in Step j the multisegment

∑j

i=1[λi, µx1(i)] “tiles sub-ladders” of m1 and m2.
Since it also clearly avoids a 321 pattern, we conclude that x1 ∈ S(π1, π2).
Now, x2 = (35142) satisfies the Jacquet module condition as well, as exhibited below.

Yet, since x2(2) > x2(4) > x2(5) holds, x2 6∈ S(π1, π2).
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10 11 12 13 14 15 16

λ1 µ3

λ2 µ5

λ3 = µ1

λ4 µ4

m(x2)

10 11 12 13 14 15 16

λ1 µ1

λ3 µ3

λ4 µ5

10 11 12 13 14 15 16

λ2 µ2

λ5 µ4

While x3 = (35124) is 321-avoiding, one can be easily convinced that the pictorial “tiling”
exemplified above cannot be accomplished with that permutation. Thus, Π(x3)⊗ does not
appear in the Jacquet module of π1 × π2 and x3 6∈ S(π1, π2).

The example discussed above belongs to a special family of cases, which we call regular.
Namely, all (λi) and (µi) satisfy strict inequalities. In the absence of such assumptions,
Theorem 4.1 is still valid, yet it will deal with certain double-cosets inside Sn, rather than
permutations.

For example, let us take m1 = [10, 10] + [11, 12] and m2 = [11, 11]. Then, (λ1, λ2, λ3) =
(10, 11, 11) and (µ1, µ2, µ3) = (10, 11, 12).

10 11 12

λ1 = µ1

λ3 = µ2

λ2 µ3

m1

m2

Here, x = (231) ∈ S3 will satisfy the Jacquet module condition. Yet, Π(x) = Π(x′),
where x′ = (321). Since x′ in the longest representative of the double-coset involved and
is not 321-avoiding, Π(x) will not appear as a subquotient of π1 × π2.
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10 11 12

λ1 µ2

λ2 µ3

([λ3, µ2] = ∅)

m(x)

1.2. Quantum methods. The key obstacle for proving our main theorem (Theorem 4.1)
is the determination of the content of Jacquet modules of irreducible representations. More
precisely, we would like to know for which pairs σ, σ′ ∈ Irr the indicator representation σ⊗

can appear in the Jacquet module of σ′ (Theorem 4.3).
In order to obtain this sort of information we apply a quantization of the problem. The

ring R (more precisely, a certain crucial subring of it, Rr) can be viewed as a special-
ization at q = 1 of the Q(q)-algebra Uq(n), which is the positive part of the quantum
group Uq(slr+1) (r here is a fixed large enough integer). Moreover, the basis of irreducible
representations for Rr can be lifted to Lusztig’s dual canonical basis B (or, equivalently,
Kashiwara’s upper crystal basis) of Uq(n).

These natural identifications are a consequence of what was known as Zelevinski’s [Zel81]
p-adic Kazhdan-Lusztig conjecture, which was resolved through Ginzburg’s geometric the-
ory for affine Hecke algebras [CG97]. The comparison between the geometries governing
affine Hecke algebras and quantum groups, both of Lie type A, was explicated in the sem-
inal paper of Ariki [Ari96]. We will mostly rely on the survey of quantization results in
[LNT03], whose details are laid out in Sections 3.2, 3.3.

We lift our problem to the quantum setting, that is, we look at products of two elements
of B, which correspond to ladder representations, inside a quantum group. If we write
b(π) ∈ B for a lifting of a representation π ∈ Irr, then for ladder representations π1, π2 ∈ Irr
we see (Section 5.2) an equation of the form

b(π1)b(π2) =
∑

x∈S(π1,π2)

q−d(π2,π1; Π(x))b(Π(x))

in Uq(n). By observing this, we are able to attach an integer invariant d(π1, π2; σ) for each
σ ∈ Irr which appears as a subquotient in π1 × π2.

Furthermore, the algebra Uq(n) has a natural embedding into a quantum shuffle algebra.
The properties of that embedding and the behavior of B under it were thoroughly studied
by Leclerc in [Lec04a]. It was shown that this embedding can be seen as a quantization
of the character morphism for affine Hecke algebras, which on the level of p-adic groups
translates to the Jacquet functor.
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We exploit the quantized character map to define yet another integer invariant d⊗(π1, π2; σ),
for every σ ∈ Irr whose indicator σ⊗ appears as a subquotient in the Jacquet module of
π1 × π2.

Assuming regularity conditions, we show that among 321-avoiding permutations x for
which d⊗(π1, π2; Π(x)) is defined, there is a unique permutation xmax which attains the
maximum value of d⊗. This uniqueness allows us to show, back in the classical setting, that
for all 321-avoiding permutations x 6= xmax, Π(x)⊗ cannot appear in the Jacquet module
of Π(xmax) (Theorem 6.11).

1.3. Faster algorithm. The algorithm supplied by Theorem 4.1 can quickly determine
whether Π(x) (keeping the notations from above) belongs to the product π1 × π2, for each
x ∈ Sn. Yet, in order to produce a full decomposition one would still need to go over
essentially all 321-avoiding permutations in Sn.

We are able to bring a part of certain decomposition problems into an even lower com-
plexity. Namely, when the multisegments that describe π1, π2 satisfy regularity conditions,
i.e. when λ1 < . . . < λn ≤ µ1 < . . . < µn holds, Theorem 6.10 gives a fast algorithm that
explicitly produces a subset of permutations S◦(π1, π2) ⊆ S(π1, π2), without individually
checking each potential subquotient.

Let us present briefly the algorithm by referring to a specific example. For that, we fix
regular integers {λi, µi}

n
i=1 and define ladder multisegments

m1 = [λ3, µ2] + [λ6, µ7] + [λ9, µ9] + [λ10, µ10] + [λ11, µ11] ,

m2 = [λ1, µ1] + [λ2, µ3] + [λ4, µ4] + [λ5, µ5] + [λ7, µ6] + [λ8, µ8] ,

λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ8 λ9 λ10λ11
µ1 µ2 µ3 µ4 µ5 µ6 µ7 µ8 µ9 µ10µ11

m2

m1

which will correspond to the ladder representations π1, π2. Let us demonstrate how to
produce the subset S◦(π1, π2) of subquotients, whose containment in π1×π2 will not require
running an algorithm over C11 possible permutations.

We recall the permutation ω ∈ Sn (n = 11 in the example) which is defined by m1,m2

as before. We also set Jt, t = 1, 2, to be the set of indices i, such that [λi, µω(i)] ∈ mt.
In the example, J1 = {3, 6, 9, 10, 11}, J2 = {1, 2, 4, 5, 7, 8}.
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We say that the triple (ω, J1, J2) is the combinatorial data of the problem.
First, we put a linear order ≺ on {1, . . . , n} (see Section 6.1), which is increasing on

both J1 and J2, and that every i ∈ J2 is in the minimal position relative to ≺, for which
λi < λj and µω(i) < µω(j) hold, for all i ≺ j ∈ J1.

In the example,

1 ≺ 3 ≺ 2 ≺ 4 ≺ 5 ≺ 6 ≺ 7 ≺ 8 ≺ 9 ≺ 10 ≺ 11 .

Now, let us construct inductively subsets I1 ⊆ J1 and I2 ⊆ J2 of equal size in the
following manner. Pick i ∈ J2, for which j, the next highest index after i relative to ≺ is
in J1. In the example, we can choose i = 8, j = 9. Add i to I2, j to I1 and proceed on the
remaining indices.

One choice of construction of I1, I2 in our example can be through the following steps:

1 ≺ 3 ≺ 2 ≺ 4 ≺ 5 ≺ 6 ≺ 7 ≺ 10 ≺ 11 I1 = {9}, I2 = {8} ,

1 ≺ 3 ≺ 2 ≺ 4 ≺ 5 ≺ 6 ≺ 11 I1 = {9, 10}, I2 = {7, 8} ,

2 ≺ 4 ≺ 5 ≺ 6 ≺ 11 I1 = {3, 9, 10}, I2 = {1, 7, 8} .

Finally, we define ωI1,I2 = ω◦(3 1)(9 7)(10 8) by composing ω with disjoint transpositions
taken in an ascending manner from the content of I1, I2 as in the example.

Theorem 6.10 says that ωI1,I2 ∈ S(π1, π2). The subset S
◦(π1, π2) is constructed by taking

all the possible different choices of I1, I2.
In our example, one can count 14 such choices, which give rise to 14 irreducible subquo-

tients of π1 × π2.
Moreover, under Conjecture 6.12 (see further discussion below), the set S(π1, π2)

◦ will
always contain the permutation xmax ∈ Sn, for which Π(xmax) is the unique irreducible
sub-representation of π1 × π2. More precisely, xmax = ωImax

1 ,Imax
2

, where Imax
1 , Imax

2 is the
choice of sets of maximal size.

In our example, Imax
1 = {3, 6, 9, 10, 11}, Imax

2 = {1, 4, 5, 7, 8}.

1.4. Relation to KLR algebras. The (positive part of the) quantum group Uq(n) was
shown in [KL09, Rou08] to admit a monoidal categorification by graded finite-dimensional
modules of what became known as Khovanov-Lauda-Rouquier algebras.

Specializing to our case of type A, this means the following. For each element α of
the monoid Q+ = ⊕r

i=1Nǫi, there is a Z-graded KLR-algebra Rα
2. Given two graded

modules M,N of Rα, Rβ, respectively, there is a convolution operation M ◦N which gives
a graded Rα+β-module. Now, the Q(q)-algebra Uq(n) is naturally Q+-graded and has a
Z[q, q−1]-form UA = ⊕α∈Q+Uα. Each Uα can be identified with the Grothendieck group of
graded finite-dimensional modules of Rα, in such way that that the convolution product is
compatible with the quantum group product.

See [KR11, Theorem 4.4] for a convenient precise statement of the above.
Furthermore, it was shown [VV11] that elements of B are categorified precisely by the

self-dual simple modules of the corresponding KLR algebras. The work in [KR10] shows

2The definition of Rα includes an arbitrary base field k. In our discussion we will assume that k is of
characteristic 0, in order for some stated results to hold.
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that basis elements which correspond to ladder representations, give in the KLR setting
those simple modules that are homogeneous, i.e. concentrated at a single degree of the
Z-grading.

Thus, our results imply the following.

Corollary 1.2. Suppose that M,N are two simple self-dual homogenous modules of KLR
algberas on the quiver Ar which correspond (via the dual canonical basis) to π1, π2 ∈ Irr,
respectively. Then, the equality

[N ◦M ] =
∑

x∈S(π1,π2)

q−d(π2,π1; Π(x))[M(Π(x))]

holds in the Grothendieck group of the corresponding KLR algebra.
Here M(Π(x)) denotes the self-dual simple module corresponding to Π(x) ∈ Irr via B.

The action of q on the isomorphism classes is by a shift of grading.

1.5. Quotients of products. Suppose now that M,N are simple homogeneous self-dual
KLR-algebra modules which correspond to a pair π1, π2 ∈ Irr which satisfies certain regu-
larity conditions (a regular pair as defined in Section 3.5).

We recall again that in this situation Theorem 6.11 gives an algorithm for a unique
representation πmax = Π(xmax) ∈ Irr with xmax ∈ S(π1, π2), for which d(π1, π2; πmax) is
maximal.

Now, in light of Corollary 1.2, a result of McNamara [McN17, Lemma 7.5] (see also
[KKKO18, Section 4.2]), which explicates a known property of geometric extension algebras
(a class to which the KLR-algebras belong to by results of [VV11]), implies the following.

Corollary 1.3. The unique irreducible quotient of N◦M is given as q−d(π2,π1; πmax)M(πmax).

Back in the p-adic groups setting, it was shown in [LM16] that a product of two ladder
representations always admits a unique irreducible quotient. This is a property shared
by a wider class of products involving what is known as square-irreducible representations
[LM18]. The definition of that class was itself motivated by the analogous class of real
simple modules for KLR-algebras, which was extensively studied by Kang-Kashiwara-Kim-
Oh and their school. In fact, the uniqueness statement in Corollary 1.3 follows directly
from [KKKO15].

Moreover, Lapid-Mı́nguez [LM16, Corollary 6.16] gave an explicit algorithm (involving
the Zelevinski involution) for determining the irreducible quotient πLM of π2 × π1 (equiv-
alently, the irreducible sub-representation of π1 × π2).

Although we limited the brief discussion above to the Grothendieck ring level, the wider
picture includes exact tensor functors between the KLR setting and the affine Hecke alge-
bras setting. The functors can be extracted either out of the KLR version of Schur-Weyl
duality in [KKK18], or out of the type A algebras isomorphisms in [BK09, Rou08]. While
being well-known to experts, those issues will be further explicated in a forthcoming work
of the author.

Once the existence of these functors is settled, we can deduce Proposition 6.12 from
Corollary 1.3, which states that πmax

∼= πLM .
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The relation between the algorithms used to produce the representations πmax and πLM

is intriguing and not fully understood. It received further attention in [GL19].

1.6. Outline. Section 2 recalls the relevant basics of representation theory. In partic-
ular, it introduces the language of multisegments coming from the Langlands-Zelevinski
classification, which is central to our discussion.

Section 3 portrays some known results and tools, such as the quantization of the rings
in question. It also summarizes some results on indicator representations and ladder rep-
resentations which were obtained in [Gur19].

In Section 4 we state our main results.
Section 5 defines and exploits the quantum invariants for our decomposition problem.

We apply some quantum shuffle algebra computations to obtain combinatorial formulae
for these newly introduced invariants. Lemma 5.7 is a crucial technical step for obtaining
the uniqueness of xmax.

Section 6 gives the algorithm for producing the set of permutations S0(π1, π2) (and in
particular, xmax) out of the combinatorial data of a regular pair of ladder representations
π1, π2.

Finally, Section 7 deals with the remaining question of whether given a candidate π ∈ Irr,
there are ladder representations π1, π2 ∈ Irr for which π ∼= πmax. Curiously, the answer lies
in the Robinson-Schensted correspondence for permutations.

1.7. Acknowledgments. Thanks are due foremost to Erez Lapid for being the driving
force behind this project. I would also like to thank Bernard Leclerc for sharing some of
the motivation in his papers, and Peter McNamara for some helpful discussions on KLR
algebras.

The author is partially supported by the Israel Science Foundation (grant No. 737/20).
This research was begun during the author’s work in the Weizmann Institute of Science,
Israel. That stay was supported by ISF grant No. 756/12, and ERC StG grant 637912.

2. Preliminaries

2.1. Generalities on representation theory. For a p-adic group G, let R(G) be the
category of smooth complex representations of G of finite length. Denote by Irr(G) the
set of equivalence classes of irreducible objects in R(G). Denote by C(G) ⊆ Irr(G) the
subset of irreducible supercuspidal representations. Let R(G) be the Grothendieck group
of R(G). We write π 7→ [π] for the canonical map R(G) → R(G).

Given π ∈ R(G), we have [π] =
∑

σ∈Irr(G) cσ · [σ]. For every σ ∈ Irr(G), let us denote the

multiplicity m(σ, π) := cσ ≥ 0. For convenience we will sometimes write m(σ, π) = 0 for
representations π, σ of two distinct groups.

Now, let F be a fixed p-adic field. We write Gn = GLn(F ), for all n ≥ 1, and G0 for the
trivial group.

For a given n, let α = (n1, . . . , nr) be a composition of n. We denote by Mα the subgroup
of Gn isomorphic to Gn1 ×· · ·×Gnr

consisting of matrices which are diagonal by blocks of
size n1, . . . , nr and by Pα the subgroup of Gn generated by Mα and the upper unitriangular
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matrices. A standard parabolic subgroup of Gn is a subgroup of the form Pα and its
standard Levi factor is Mα. We write rα : R(Gn) → R(Mα) and iα : R(Mα) → R(Gn) for
the normalized Jacquet functor and the normalized parabolic induction functor associated
to Pα.

Note that naturally R(Mα) ∼= R(Gn1) ⊗ · · · ⊗ R(Gnr
) and Irr(Mα) = Irr(Gn1) × · · · ×

Irr(Gnr
).

For πi ∈ R(Gni
), i = 1, . . . , r, we write

π1 × · · · × πr := i(n1,...,nr)(π1 ⊗ · · · ⊗ πr) ∈ R(Gn1+...+nr
).

The image of a Jacquet functor applied on a representation will often be referred to as a
Jacquet module of the representation.

Let us write R = ⊕m≥0R(Gm). This product operation defines a commutative ring
structure on the group R, where the trivial one-dimensional representation of G0 is treated
as an identity element.

We also write Irr = ∪m≥0 Irr(Gm) and C = ∪m≥1C(Gm).
The following sections will sketch some necessary known facts about the ring R and

the representations defining it. Most of the properties that will follow stem in the pivotal
classification paper of Zelevinski [Zel80]. We recommend [LM16, Section 3] for a more
recent overview.

2.2. Supercuspidal lines. For every π ∈ Irr there exist ρ1, . . . , ρr ∈ C for which π is a
sub-representation of ρ1×· · ·×ρr. The notion of supercuspidal support can then be defined
as the set

supp(π) = {ρ1, . . . , ρr} .

Note the difference in notation from [Gur19] in which the supercuspidal support was treated
as a multi-set.

For any n, let νs = | det |sF , s ∈ C denote the family of one-dimensional representations of
Gn, where | · |F is the absolute value of F . For π ∈ R(Gn), we write πν

s := π⊗νs ∈ R(Gn).
Given ρ ∈ C, we call

Z〈ρ〉 := {ρνa : a ∈ Z} ⊆ C

the line of ρ.
We write Irr〈ρ〉 ⊆ Irr for the collection of irreducible representations whose supercuspidal

support is a subset of Z〈ρ〉. We also write R〈ρ〉 for the ring generated by Irr〈ρ〉 in R.
Suppose that ρ1, . . . , ρk ∈ C are such that Z〈ρ1〉, . . . ,Z〈ρk〉 are pairwise disjoint sets. Then,

for any collection {πi ∈ Irr〈ρi〉}
k
i=1, π1 × · · · × πk is known to be irreducible.

Moreover, given π ∈ Irr, we can uniquely decompose it as π = π1 × · · · × πk, with
πi ∈ Irr〈ρi〉, for such ρ1, . . . , ρk ∈ C whose lines are pairwise disjoint.

It follows that the study of the behavior of the set Irr in the ring R can be reduced
to the study of Irr〈ρ〉 in the ring R〈ρ〉, for a single ρ ∈ C. More precisely, from the above
discussion we clearly have

m(σ1 × · · · × σk, (π
1
1 × · · · × π1

k)× (π2
1 × · · · × π2

k)) =
k∏

i=1

m(σi, π
1
i × π2

i ) ,
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where π1
i , π

2
i , σi ∈ Irr〈ρi〉 are such that the lines of ρ1, . . . , ρk ∈ C are pairwide disjoint.

For most of this work it will suffice to take ρ0 ∈ C to be the trivial representation of G1

and study Irr0 := Irr〈ρ0〉 in R0 := R〈ρ0〉.
For every r ∈ N, we write Rr for the subring of R0 generated by

Irrr :=
{
[π] : π ∈ Irr, supp(π) ⊆ {ν1, . . . , νr}

}
.

Hence, R1 ⊆ R2 ⊆ R3 ⊆ . . . and [νa(π)π] ∈ ∪r≥1R
r for every [π] ∈ R0 and large enough

integer a(π). We also write Rr
Q := Q⊗Z Rr.

2.3. Multisegments. We will first describe a version of the Langlands classification of
Irr, in the terms of [Zel80] with adaptations for our needs.

Given ρ ∈ C(Gn) and two integers a ≤ b, we write L([a, b]ρ) ∈ Irr(Gn(b−a+1)) for the
unique irreducible quotient of ρνa×ρνa+1×· · ·×ρνb. It will also be helpful to set formally
L([a, a− 1]ρ) as the trivial representation of G0.

When ρ = ρ0 (the trivial representation ofG1), we will simply write L([a, b]) = L([a, b]ρ0) ∈
Irr0.

We also treat the segment ∆ = [a, b]ρ as a formal object defined by a triple ([ρ], a, b).
We denote by Seg0 the collection of all segments [a, b] := [a, b]ρ0 that are defined by ρ0 and
integers a− 1 ≤ b.

For a segment ∆ = [a, b] ∈ Seg0, we will write a = b(∆) and b = e(∆).
More generally, we denote the larger collection Seg0 ⊆ Seg of all segments that are

defined by any ρ ∈ C and integers a− 1 ≤ b, up to the equivalence [a, b]ρ = [a′, b′]ρ′, when
ρνa ∼= ρ′νa′ and ρνb ∼= ρ′νb′ .

A segment ∆1 is said to precede a segment ∆2, if ∆1 = [a1, b1]ρ, ∆2 = [a2, b2]ρ and
a1 ≤ a2 − 1 ≤ b1 < b2. We will write ∆1 ≺ ∆2 in this case and say that the pair {∆1,∆2}
is linked.

We will write [a1, b1]ρ ⊆ [a2, b2]ρ when a2 ≤ a1 and b1 ≤ b2.
Given a set X , we write N(X) for the commutative semigroup of maps from X to

N = Z≥0 with finite support. The elements of N(Seg) are called multisegments.
Naturally, we will sometimes write a single segment ∆ ∈ Seg as an element of N(Seg).

By doing so we technically refer to the indicator function of the segment.
The statement of the Langlands classification for the groups {Gn}

∞
n=1 can be stated as

a bijection (see, for example, [LM16, Theorem 3.6]

L : N(Seg) → Irr ,

that extends the definition of L for a single segment described above.
The map L can also be restricted to a bijection

L : N(Seg0) → Irr0 .

As discussed in [Gur19], it is often useful to parameterize multisegments by means of
permutations, as follows.

We write Sn for the group of permutations on {1, . . . , n}.
Let Pn denote the collection of tuples (λ1, . . . , λn) ∈ Zn, with λ1 ≤ λ2 ≤ . . . ≤ λn.
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Let λ = (λ1, . . . , λn), µ = (µ1, . . . , µn) ∈ Pn be given. Let w ∈ Sn be a permutation for
which λi ≤ µw(i) + 1 holds for all 1 ≤ i ≤ n. For such parameters we define multisegments

m
w
λ,µ =

n∑

i=1

[λi, µw(i)] ∈ N(Seg0) , and m
w,ρ
λ,µ =

n∑

i=1

[λi, µw(i)]ρ ∈ N(Seg) ,

for every ρ ∈ C.
We write Q(λ, µ) ⊆ Sn for the set of permutations w, for which m

w
λ,µ is defined (i.e.

λi ≤ µw(i) + 1 ∀i).

3. Background

3.1. The character morphism. Let us fix an integer r ≥ 1. We write I = {ǫ1, . . . , ǫr}
as a set of formal letters, and let M be the free monoid of words in the alphabet I.

For all 1 ≤ s ≤ t ≤ r, we denote the word ǫ(s, t) := ǫtǫt−1 · · · ǫs ∈ M. An expression of
the form ǫ(s, s− 1) will denote the empty word.

For a ring R, we let FR to be the free R-module formally spanned by the basis M. In
fact, FR has a natural algebra structure coming from the product operation (concatenation
of words) in M, which we will denote simply as a product.

The resulting algebra is naturally graded by the commutative monoid Q+ = ⊕r
i=1Nǫi.

For a word w ∈ M, we write |w| ∈ Q+ to be its degree as an element of FZ.
We also equip FR with another algebra structure coming from the shuffle product �.

This product is defined inductively on basis elements (induction on the length parameter
of a word) as

wǫ� xδ = (wǫ� x)δ + (w� xδ)ǫ

for all w, x ∈ M and ǫ, δ ∈ I.
Note that the resulting shuffle product is commutative.
For x ∈ FR and w ∈ M, we denote byDR

w(x) ∈ R the coefficient of w in theM-expansion
of x, i.e. x =

∑
w∈MDR

w(x)w.
Let α0 = (1, 1, . . . , 1) be a composition of an integer n ≥ 1. Then, for every representa-

tion π ∈ R(Gn) such that [π] ∈ Rr, we have an expansion

[rα0(π)] =

k∑

i=1

[νa1i ⊗ · · · ⊗ νani ]

in R(Mα0), for some integers 1 ≤ a
j
i ≤ r.

We write

ch(π) =

k∑

i=1

ǫa1i · · · ǫa
n
i
∈ FZ.

As a consequence of the Geometric Lemma of Bernstein-Zelevinski (see, for example
[LM16], or [GV01, Lemma 2.7]), the resulting map ch : Rr → FZ becomes a (commu-
tative) ring homomorphism with respect to the shuffle product on FZ.

Sometimes we will also write ch for the extended map id ⊗ ch : Rr
Q → FQ.
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Let Mα < G be a Levi subgroup, and let σ = σ1⊗· · ·⊗σk ∈ Irr(Mα) be a representation,
such that [σi] ∈ Rr, for all 1 ≤ i ≤ k. We can then naturally extend the definition of the
character morphism by setting

chα(σ) := ch(σ1) ch(σ2) · · · ch(σk) .

As a consequence of the transitivity property of Jacquet functors, the equality ch = chα ◦rα
of maps from Rr will hold.

3.2. Quantization of the character morphism. Let us expand our discussion to a
quantized version of the ring Rr and a q-analog of the character map. We will follow the
description portrayed in [Lec04a, 6.8].

We first put a symmetric bilinear form ( , ) on Q+ by setting (ǫi, ǫj) = 2δi,j−δi,j+1−δi,j−1

and extending linearly. This form is reminiscent of the Cartan bilinear form of the root
data of the simple Lie algebra slr+1.

For the field of rational functions Q(q), we equip FQ(q) with yet another algebra structure
∗, to make it into a (non-commutative) quantum shuffle algebra. This product is defined
inductively on basis elements as

wǫ ∗ xδ = (wǫ ∗ x)δ + q−(|xδ|,ǫ)(w ∗ xδ)ǫ

for all w, x ∈ M and ǫ, δ ∈ I.
Note, that this is the opposite product than the one used in [Lec04a].
Recall the quantum group Uq(n), which is a Q(q)-algebra attached to the nilpotent part

n of slr+1 (see [Lec04a]), for example, for the definition).
It is known ([Lec04a, Theorem 4]) that there is an embedding Φ : Uq(n) → FQ(q),

which becomes an anti-homomorphism of algebras with respect to our conventions for the
quantum shuffle product.

This quantum group together with Φ serves as a quantization of Rr and its character
map in the following sense.

Let A = Z[q, q−1] ⊆ Q(q) be a subring. There is an A-subalgebra UA ⊆ Uq(n) and an
A-subalgebra FA ⊆ FQ(q), so that

(1) Φ(UA) = Φ(Uq(n)) ∩ FA ,

(2) Rr
Q
∼= Q⊗A UA ,

(3) FQ
∼= Q⊗A FA

hold, where Q is considered as an A-module by evaluation in q = 1. Equation (1) is
[Lec04a, Lemma 8]. The natural algebra isomorphism in (2) is a consequence of [LNT03,
Proposition 7] together with the discussion in [LNT03, 3.5] (see also [BZ93]), while (3) is
discussed in [Lec04a, 2.8.1] as well.

We will write S : UA → Rr
Q or S : FA → FQ for the resulting specialization maps. The

nature of the isomorphism in (3) is such that for any x ∈ FA and any word w ∈ M, we

have limq→1D
Q(q)
w (x) = DQ

w(S(x)). The resulting diagram is commutative in the sense that

S ◦ Φ|UA
= ch ◦ S
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on UA, as shown in [Lec04a, 6.8].

3.3. Dual canonical basis. The A-ring UA has a distinguished basis B called the dual
canonical basis. Together with its dual version – the canonical basis, it is known to play a
meaningful role in the theory of quantum groups. Among its special properties is the fact
that B descends to the basis of irreducible representations when specialized at q = 1. In
other words, we have

S(B) = Irrr .

Thus, S gives a bijection between B and the irreducible representations inRr. See [LNT03,
Theorem 12] for one possible proof and discussion of that property.

Since elements of Irr can be referred to by multisegments through the Langlands classi-
fication, it will be convenient to extend this notation to the elements of the dual canonical
basis. For every m ∈ Seg0 such that L(m) ∈ Irrr, we will write b(m) ∈ B for the ele-
ment that satisfies {b(m)} = B ∩ S−1(L(m)). For a representation π ∈ Irrr, we will write
b(π) := b(L−1(π)).

We recall some results of Leclerc ([Lec04a, Proposition 39, Theorem 42] ) which will be
of importance to this work.

Proposition 3.1. For every b ∈ B and w ∈ M, we have

DQ(q)
w (Φ(b)) ∈ N[q, q−1] .

Moreover, the above polynomials are all symmetric in q and q−1.

3.4. Indicator representations. Let us recall the concept of an indicator representation
which was introduced in [Gur19].

Let π ∈ Irr(Gn) ∩ Irr〈ρ〉 be a given representation, and m ∈ N(Seg) be the multisegment
for which π = L(m).

We can write m =
∑k

i=1[ai, bi]ρ, so that ai ≤ bi. We can further suppose that our
indexing satisfies a1 ≤ . . . ≤ ak, and when ai = ai+1 we have bi ≤ bi+1. Moreover, let us
take note of the indices 1 ≤ i1 < . . . < it = k, such that

a1 = . . . = ai1 < ai1+1 = . . . = ai2 < . . . ≤ ait .

We then can write m = m1 + · · ·+mt, where

mj =

ij∑

i=ij−1+1

[ai, bi] ,

with i0 = 0. In other words, we separate the multisegment into pieces clustered according
to the begin points of the segments.

With these notations we define the following.

Definition 3.2. For π ∈ Irr(Gn) ∩ Irr〈ρ〉, the indicator representation of π is

π⊗ = L (m1)⊗ · · · ⊗ L (mt) ∈ Irr(Mαπ
) ,

where Mαπ
< Gn is the corresponding Levi subgroup.
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It is easily seen that m(π⊗, rαπ
(π)) > 0, for π ∈ Irr〈ρ〉 (see [Gur19, Section 3.1] for

details). Thus, by exactness of the Jacquet functor rαπ
, we see a useful property, that for

all σ ∈ R(Gn), the inequality

(4) m(π, σ) ≤ m(π⊗, rαπ
(σ))

holds.
Let us now additionally assume that [π] ∈ Rr. We would like to exhibit a simple relation

of π⊗ with word expansions of characters of representations in Rr.
We can define

ǫ(π) = ǫ(m) = ǫ(a1, b1)ǫ(a2, b2) · · · ǫ(ak, bk) .

Lemma 3.3. Suppose that a1 < . . . < ak. For any σ ∈ Irrr, we have

m(π⊗, rαπ
(σ)) = DQ

ǫ(π)(ch(σ)) .

Proof. Let ν(π) be the representation of the minimal Levi of Gn for which chα0(ν(π)) =
ǫ(π). The right hand side counts the multiplicity of ν(π) in rα0(σ). From transitivity
of Jacquet modules, this equivalent to counting the multiplicity of ν(π) in the minimal
Jacquet module of rαπ

(σ).
Let τ be an irreducible subquotient of rαπ

(σ). If τ ∼= π⊗, then clearly ν(π) appears with
multiplicity one in rα0(τ). It remains to show that when τ 6∼= π⊗, the representation ν(π)
does not appear in rα0(τ).

We assume the contrary. By assumption τ = τ1 ⊗ · · · ⊗ τk, with some τi 6∼= L([ai, bi]).
Also, by assumption rα0(τi) contains ν

bi ⊗ νbi−1 ⊗ · · · ⊗ νai . Since the latter is the unique
irreducible representation having its supercuspidal support, we can also assume it appears
as a quotient. By reciprocity τi is contained in νbi×νbi−1×· · ·×νai . Yet, as a simple conse-
quence of the Gelfand-Kazhdan duality (see [Gur18, Proposition 2.2]) and the definition of
segment representations, the socle of this product is L([ai, bi]), which gives a contradiction.

�

3.5. Ladders. We will call a tuple λ = (λ1, . . . , λn) ∈ Pn regular if it admits the strict
inequalities λ1 < . . . < λn.

A ladder representation π ∈ Irr is an irreducible representation which can be written
as π = L(me,ρ

λ,µ) for some regular tuples λ, µ ∈ Pn, e ∈ Sn the identity permutation and a
supercuspidal ρ ∈ C.

In other words, π = L (
∑n

i=1[ai, bi]ρ) for some a1 < . . . < an and b1 < . . . < bn.
We will call a pair of ladder representations π1, π2 ∈ Irr0 regular, if we can write π1 =

L(m1), π2 = L(m2), m1 + m2 = m
w
λ,µ, for regular λ = (λi), µ = (µi) ∈ Pn which satisfy

λn ≤ µ1, and w ∈ Sn.
In particular, Q(λ, µ) = Sn for a regular pair of ladders as above. It is also clear that w

is determined uniquely by the regular pair.
We take note of the partition J1 ∪ J2 = {1, . . . , n}, for which m1 =

∑
i∈J1

[λi, µw(i)]
and m2 =

∑
i∈J2

[λi, µw(i)]. From the definition of ladders, the restrictions w|J1, w|J2 are
increasing functions.
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We will refer to (w, J1, J2) as the combinatorial data of the regular pair of ladder repre-
sentations π1, π2.

3.6. Indicator representations and ladders. Let us survey the consequences of [Gur19,
Section 5] on the appearance of indicator representations in Jacquet modules of products
of two ladder representations.

Suppose that π1, π2 ∈ Irr0 are two ladder representations. Suppose that σ ∈ Irr is such
that m(σ⊗, rασ

(π1 × π2)) > 0. Then, m(σ⊗, rασ
(π1 × π2)) = 1.

Moreover, there are unique Jacquet modules rβi
and unique irreducible representations

[σi] ≤ [rβi
(πi)], i = 1, 2, for which σ⊗ appears as a subquotient of σ1 × σ2, for

σ1 × σ2 := (σk
1 × σk

2 )⊗ · · · ⊗ (σ1
1 × σ1

2) ∈ R(Mασ
) ,

where

σi = σk
i ⊗ · · · ⊗ σ1

i ∈ R(Mβi
) , i = 1, 2 .

In fact, m(σ⊗, σ1 × σ2) = 1.
The following proposition will put some of the observations of [Gur19, Section 5] into a

more explicit form.

Proposition 3.4. Suppose that π1 = L(m1), π2 = L(m2) ∈ Irr0 is a regular pair of ladder
representations, with combinatorial data (w, J1, J2) and m1 +m2 = m

w
λ,µ.

Let σ = L(n) ∈ Irr0 be given.
Then, m(σ⊗, rασ

(π1 × π2)) > 0 holds, if and only if, it is possible to write n = m
x
λ,µ for

a permutation x ∈ Sn, and a matrix of integers

C = C(π1, π2; σ) = C(m1,m2; n) = (cji )
j=1,...,n+1
i=1,...,n

exists, which satisfies the following list of properties:

(1) For every 1 ≤ i ≤ n, λi = c1i ≤ c2i ≤ . . . ≤ cn+1
i = µw(i) + 1.

(2) For every 1 ≤ j ≤ n and all i1 < i2 such that i1, i2 ∈ J1 or i1, i2 ∈ J2, we have
c
j+1
i1

< c
j
i2
.

(3) For every 1 ≤ j ≤ n, the supercuspidal supports satisfy the equality

n⋃

i=1

supp([cji , c
j+1
i − 1]) = supp([λn+1−j, µx(n+1−j)]) ,

with the union being disjoint.
In other words, for every 1 ≤ j ≤ n, there is a sequence of indices i1, . . . , it,

for which c
j+1
i1

= µx(n+1−j) + 1, it = n + 1 − j and c
j
is
= c

j+1
is+1

> c
j
is+1

hold, for all

1 ≤ s < t, and c
j+1
i = c

j
i , for all i 6∈ {i1, . . . , it}.

When these conditions hold, the irreducible representations σ1 = ⊗jσ
j
1, σ2 = ⊗jσ

j
2 de-

scribed above are given as

σ
j
1 = ×i∈J1L([c

j
i , c

j+1
i − 1]), σ

j
2 = ×i∈J2L([c

j
i , c

j+1
i − 1]) ,

for every 1 ≤ j ≤ n.
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Proof. Suppose that m(σ⊗, rασ
(π1 × π2)) > 0. Let us write σ⊗ = τk ⊗ · · · ⊗ τ1.

It follows directly from the Jacquet module description of ladder representations in
[KL12], that a matrix C = (cji )

j=1,...,k+1
i=1,...,n of integers exists, so that

σ
j
1 = L

(
∑

i∈J1

[cji , c
j+1
i − 1]

)
, σ

j
2 = L

(
∑

i∈J2

[cji , c
j+1
i − 1]

)
,

for every 1 ≤ j ≤ k. It also follows from same description that condition (1) holds (with
n replaced by k at the moment), and that for every 1 ≤ j ≤ k and all i1 < i2 such that
i1, i2 ∈ J1 or i1, i2 ∈ J2, we have c

j
i1
< c

j
i2
.

By [Gur19, Proposition 5.1], σj
1, σ

j
2 are all generic representations, meaning that the mul-

tisegments defining them consist of pairwise unlinked segments. The disjointness property
in condition (3) and the rest of condition (2) now follow.

Note, that the lowermost point in the supercuspidal support of π1×π2 is ν
λ1 . Moreover,

because of the regularity condition it appears in the supercuspidal support with multiplicity
one. It follows from definition of indicator representations that τk ∼= L([λ1, ζ1]). More
specifically, ζ1 = cn+1

s − 1 = µw(s) for a certain index 1 ≤ s ≤ n. We set x(1) := w(s).
Arguing inductively on each 1 ≤ j ≤ k, we see that k = n and that τj ∼= L([λn+1−j , µx(n+1−j)]),

for a permutation x ∈ Sn.
The inverse implication follows easily from similar arguments, once one makes the ob-

servation that L([λn+1−j , µx(n+1−j)]) appears as a subquotient in the product

×n
i=1L([c

j
i , c

j+1
i − 1])

defined by segments satisfying condition (3).
�

Remark 3.5. For future reference let us make the observation that for every entry (i, j) in

a matrix C as in the proposition above, for which c1i < c
j
i holds, we must have c

j
i = µt + 1,

for some t.

3.6.1. Example. Let us recall the example considered in the introduction section, in which
the multisegments were taken as

m1 = [10, 12] + [12, 14] + [13, 16], m2 = [11, 13] + [14, 15] ,

so that m1 +m2 = m
ω
λ,µ, where

(λ1, . . . , λ5) = (10, 11, 12, 13, 14), (µ1, . . . , µ5) = (12, 13, 14, 15, 16),

J1 = {1, 3, 4}, J2 = {2, 5}, ω = (12354) ∈ S5 .

It was shown pictorially that σ = L(mx1
λ,µ), where x1 = (34152), satisfies m(σ⊗, rασ

(L(m1)×
L(m2))) > 0. In terms of the matrices described in Proposition 3.4, the pictures correspond
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to the matrix

C(m1,m2; m
x1

λ,µ) =




c11 . . . c61
. . .

c15 . . . c65


 =




10 10 10 10 10 13

11 11 11 11 13 14

12 12 12 13 14 15

13 13 17 17 17 17

14 14 14 14 16 16




.

4. Main Problem

Let π1, π2 ∈ Irr be two ladder representations. By [Gur19, Theorem 1.2], there is a finite
set B(π1, π2) ⊆ Irr, for which we can write

[π1 × π2] =
∑

σ∈B(π1,π2)

[σ] ∈ R .

In other words, the product is multiplicity-free.
Let us also consider the set

C(π1, π2) = {σ ∈ Irr : m(σ⊗, rασ
(π1 × π2)) > 0} .

Because of inequality (4) in Section 3.4, we clearly have the inclusion

B(π1, π2) ⊆ C(π1, π2) .

Now, let us write π1 = L(me,ρ
λ1,µ1

) and π2 = L(me,ρ
λ2,µ2

)3. Let λ ∈ Pn (resp. µ ∈ Pn) be the
tuple constructed by taking (in ascending order) the union of all entries in λ1 and λ2 (resp.
µ1 and µ2). Then, m

e,ρ
λ1,µ1

+m
e,ρ
λ2,µ2

= m
w,ρ
λ,µ for some w ∈ Sn.

We will say that a permutation x ∈ Sn is 321-avoiding if there is no sequence i1 < i2 < i3
in {1, . . . , n} for which x(i1) > x(i2) > x(i3) holds.

Let us consider the set

D(π1, π2) =
{
σ = L(mx,ρ

λ,µ) ∈ Irr :

: The longest permutation x′ ∈ Sn for which m
x′,ρ
λ,µ = m

x,ρ
λ,µ holds is 321-avoiding.

}
.

It was shown in [Gur19, Corollary 4.13] that

B(π1, π2) ⊆ D(π1, π2) .

Our main goal is the proof of the following equality which was conjectured in [Gur19,
Conjecture 7.1].

Theorem 4.1.
B(π1, π2) = C(π1, π2) ∩ D(π1, π2) .

The theorem has the following corollary (which in fact was also shown to imply Theorem
4.1 in [Gur19, Proposition 7.3]) that has its own interest.

3We will assume that π1, π2 ∈ Irr〈ρ〉, for some ρ ∈ C. In the absence of such condition π1 × π2 is

irreducible and our discussion becomes trivial.
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Corollary 4.2 (“Catalan conjecture” - Erez Lapid). Suppose that π1, π2 are as above, with
λ1 = (λi

1)
m1
i=1, λ2 = (λi

2)
m2
i=1, µ1 = (µi

1)
m1
i=1, µ2 = (µi

2)
m2
i=1, so that m1 −m2 ∈ {0, 1} and the

inequalities {
λ1
1 < λ2

1 < λ1
2 < λ2

2 < . . . < λ2
m2

(< λ1
m2+1)

µ1
1 < µ2

1 < µ1
2 < µ2

2 < . . . < µ2
m2

(< µ1
m2+1)

hold. Suppose further that Q(λ, µ) = Sn.
Then,

B(π1, π2) = D(π1, π2) ,

and the size |B(π1, π2)| is the n-th Catalan number.

Proof. It was shown in the proof of [Gur19, Proposition 7.3] that in this case we have
D(π1, π2) ⊆ C(π1, π2). As for the cardinality statement, it can be easily seen that since
π1, π2 is a regular pair of ladder representations, the set D(π1, π2) is in a natural bijection
with the set of 321-avoiding permutations in Sn. �

Let us reduce Theorem 4.1 into a somewhat more approachable condition.

Theorem 4.3. For all regular λ, µ ∈ Pn with λn ≤ µ1 and all 321-avoiding w,w′ ∈ Sn for
which w 6= w′, we have

m(σ⊗, rασ
(σ′)) = 0 ,

where σ = L(mw
λ,µ) and σ′ = L(mw′

λ,µ).

Proposition 4.4. Theorem 4.3 implies Theorem 4.1.

Proof. Recall again that by [Gur19, Proposition 7.3] Theorem 4.1 is equivalent to Corollary
4.2. In fact, it suffices to show that the corollary holds for pairs π1, π2 as in the statement
that are also regular.

Let σ ∈ D(π1, π2) ⊆ C(π1, π2) be given. From exactness of rασ
, there exists σ′ ∈ B(π1, π2)

with m(σ⊗, rασ
(σ′)) > 0. Since σ, σ′ are both in D(π1, π2), by Theorem 4.3 we must have

σ ∼= σ′. Thus, σ ∈ B(π1, π2).
�

We refer the reader to Section 8 of [Gur19] for a discussion of the interaction between
the 321-avoidance property and known smoothness properties of the associated Schubert
varieties. In particular, special cases of Theorem 4.3 were proved in the presence of an
additional smoothness assumption.

5. Quantum Invariants

5.1. Lemmas on quantum shuffles. It is easily seen from the definition of the quantum
shuffle product on FQ(q), that for any given words w, z, x ∈ M with DQ

x (w� z) = 1, there

is an integer d(w, z; x) such that D
Q(q)
x (w ∗ z) = q−d(w,z; x).

Lemma 5.1. Suppose that w,w′, w′′, w1, w
′
1, w

′′
1 , w2, w

′
2, w

′′
2 ∈ M are words such that w =

w′w′′, w1 = w′
1w

′′
1 , w2 = w′

2w
′′
2 and that

Dw(w1 � w2) = Dw′(w′
1� w′

2) = Dw′′(w′′
1 � w′′

2) = 1 .
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Then,

d(w1, w2; w) = d(w′
1, w

′
2; w

′) + d(w′′
1 , w

′′
2 ; w

′′) + (|w′
2|, |w

′′
1 |) .

Proof. We prove by induction on the length of w′′. If w′′ is the empty word, there is nothing
to prove. Otherwise, we write w′′ = w′′a for some w′′ ∈ M and a ∈ I. Similarly, w = wa,
where w = w′w′′.

Suppose first that w′′
2 = w′′

2a for some w′′
2 ∈ M. Then, Dw′′(w′′

1�w′′
2) = 1 and w2 = w2a,

where w2 = w′
2w

′′
2 . Similarly, we see that Dw(w1 � w2) = 1. By the induction hypothesis

d(w1, w2; w) = d(w′
1, w

′
2; w

′) + d(w′′
1 , w

′′
2 ; w

′′) + (|w′
2|, |w

′′
1 |) .

Yet, by the definition of the ∗ product we know that d(w1, w2; w) = d(w1, w2; w) and
d(w′′

1 , w
′′
2 ; w

′′) = d(w′′
1 , w

′′
2 ; w

′′). Thus we are finished.
Otherwise, we must have w′′

1 = w′′
1a for a certain w′′

1 ∈ M. Then, Dw′′(w′′
1 � w′′

2) = 1

and w1 = w1a, where w1 = w′
1w

′′
1 . Again, we have Dw(w1� w2) = 1 and by the induction

hypothesis

d(w1, w2; w) = d(w′
1, w

′
2; w

′) + d(w′′
1 , w

′′
2 ; w

′′) + (|w′
2|, |w

′′
1 |) .

The formula defining ∗ shows that d(w1, w2; w) = d(w1, w2; w)+(|w2|, a) and d(w′′
1 , w

′′
2 ; w

′′) =

d(w′′
1 , w

′′
2 ; w

′′) + (|w′′
2 |, a). Thus,

d(w1, w2; w) = d(w′
1, w

′
2; w

′) + d(w′′
1 , w

′′
2 ; w

′′)− (|w′′
2 |, a) + (|w′

2|, |w
′′
1 |) + (|w2|, a) ,

We are finished, since −(|w′′
2 |, a) + (|w′

2|, |w
′′
1 |) + (|w2|, a) = (|w′

2|, |w
′′
1 |).

�

Lemma 5.2. Given a, b, c, d ∈ {1, . . . , r} with a ≤ b and a < c ≤ d, we have

(|ǫ(a, b)|, |ǫ(c, d)|) =





1 b = d

−1 b = c− 1

0 otherwise

In addition, when b = c− 1, we have

d(ǫ(a, b), ǫ(c, d); ǫ(a, d)) = −1, d(ǫ(c, d), ǫ(a, b); ǫ(a, d)) = 0 .

The next lemma follows from a simple computation using Lemma 5.2 and Lemma 5.1.

Lemma 5.3. Let a1 < . . . < a2k be integers. Define the words

w1 = ǫ(a2k−2, a2k−1 − 1)ǫ(a2k−4, a2k−3 − 1) · · · ǫ(a2, a3 − 1) ,

w2 = ǫ(a2k−1, a2k − 1)ǫ(a2k−3, a2k−2 − 1) · · · ǫ(a1, a2 − 1)

in M.
Then, DQ

ǫ(a1,a2k−1)(w1� w2) = 1 holds and

d(w1, w2; ǫ(a1, a2k − 1)) = d(w2, w1; ǫ(a1, a2k − 1)) = 1− k .
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5.2. Quantum multiplicities. Recall that to a pair of ladder representations π1, π2 ∈ Irrr

corresponds a pair of dual canonical basis elements b1 = b(π1), b2 = b(π2) ∈ B.
We can write a finite sum

b2b1 =
∑

b∈B

cbb2,b1b ∈ UA ,

for some 0 6= cbb2,b1 ∈ A. By dualizing [Lus93, Theorem 14.4.13(b)], we see that cbb2,b1 ∈
N[q, q−1] ⊆ A for all b ∈ B. When applying the specialization morphism S, we obtain the
new equation

[π1][π2] = [π2][π1] =
∑

b∈B(b1,b2)

cbb2,b1(1)S(b)

in Rr, where B(b1, b2) = B(b2, b1) = {b ∈ B : S(b) ∈ B(π1, π2)}. In particular, cb2,b1b = 0
for all b 6∈ B(b1, b2).

Yet, from [Gur19, Theorem 1.2] we know that the coefficients in the above equation must
all be equal to 1. Thus,

b2b1 =
∑

b∈B(b1,b2)

q−d(b1,b2; b)b

holds, for some (possibly negative) integers d(b1, b2; b).
Note, that the order of b1, b2 is reversed on purpose. Although such notation may look

unnatural at first, the product-reversing property of Φ will make it better suited for our
needs.

It will also be useful to write d(π1, π2; σ) := d(m1,m2; n) := d(b1, b2; b), where π1 =
L(m1), π2 = L(m2), σ = L(n) = S(b), for any b ∈ B(b1, b2).

Proposition 5.4. Suppose that b1, b2 ∈ B are such that S(b1), S(b2) are ladder represen-
tations.

Then for every σ = L(mx
λ,µ) ∈ Irrr with regular λ, there is at most one element b ∈

B(b1, b2) for which D
Q(q)
ǫ(σ) (Φ(b)) = 1. For all b′ ∈ B \ {b}, D

Q(q)
ǫ(σ) (Φ(b

′)) = 0.

As a consequence, D
Q(q)
ǫ(σ) (Φ(b2b1)) = q−d(b1,b2; b) if such b exists, and D

Q(q)
ǫ(σ) (Φ(b1b2)) = 0

otherwise.

Proof. By Lemma 3.3 and [Gur19, Proposition 5.3], we have

D
Q(q)
ǫ(σ) (Φ(b2b1))(1) = DQ

ǫ(σ)(ch([π1][π2])) ∈ {0, 1} .

On the other hand,

D
Q(q)
ǫ(σ) (Φ(b2b1)) =

∑

b∈B(b1,b2)

q−d(b1,b2; b)D
Q(q)
ǫ(σ) (Φ(b)) .

It is easily deduced from the above two equations and Proposition 3.1 that there is at

most one element b ∈ B(b1, b2) such that D
Q(q)
ǫ(σ) (Φ(b)) = qc for some power c, and that for

all b′ ∈ B \ {b}, D
Q(q)
ǫ(σ) (Φ(b

′)) = 0.

Recalling again Proposition 3.1, the condition D
Q(q)
ǫ(σ) (Φ(b))(q) = D

Q(q)
ǫ(σ) (Φ(b))(q

−1) implies
c = 0.
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�

Suppose now that σ = L(n) ∈ C(π1, π2), and that π1, π2 form a regular pair. From the
above proposition (regularity condition on n follows from Proposition 3.4), we see that
there exists an integer

d⊗(π1, π2; σ) = d⊗(m1,m2; n) = d⊗(b1, b2; b(σ)) ,

for which we can write

D
Q(q)
ǫ(σ) (Φ(b2b1)) = q−d⊗(π1,π2; σ) .

In fact, we know that d⊗(b1, b2; b(σ)) = d(b1, b2; b) for a certain b ∈ B(b1, b2).
Note, that in general, we may have b 6= b(σ). Of course, when σ ∈ B(π1, π2), that is,

b(σ) ∈ B(b1, b2), it is clear from definitions that b = b(σ).

5.3. Combinatorial invariants. Let us fix a regular pair of ladder representations π1 =
L(m1), π2 = L(m2) ∈ Irrr for the rest of this section. Let us take record of the combinatorial
data (w, J1, J2) of the pair π1, π2, so that w ∈ Sn, J1 = {i1 < . . . < i|J1|} and J2 = {i′1 <

. . . < i′|J2|}.

We also write b1, b2 ∈ B and m1,m2 ∈ N(Seg0) for the corresponding basis elements and
multisegments, as before.

We would like to attain a combinatorial formula for the number d⊗(π1, π2; σ), for each
given σ ∈ C(π1, π2).

Let us fix such σ = L(n) ∈ C(π1, π2). We deduce from Lemma 3.3, the fact that ch is a
homomorphism into the shuffle algebra and [Gur19, Proposition 5.3], that DQ

ǫ(σ)(ch(π1)�

ch(π2)) = 1. Since the M-coefficients in the expansion of ch(πi) are clearly positive, we
see that there must be unique words ǫ1, ǫ2 ∈ M, so that

DQ
ǫi
(ch(πi)) = 1 , i = 1, 2 ,

and that DQ

ǫ(σ)(ǫ1 � ǫ2) = 1.

By [Lec04a, Corollary 48], D
Q(q)
w (Φ(bi)) ∈ {0, 1} for all w ∈ M. Hence,

D
Q(q)
ǫ(σ) (Φ(b2b1)) = D

Q(q)
ǫ(σ) (Φ(b1) ∗ Φ(b2)) =

= q−d(ǫ1,ǫ2; ǫ(σ))DQ(q)
ǫ1

(Φ(b1))D
Q(q)
ǫ2

(Φ(b2)) = q−d(ǫ1,ǫ2; ǫ(σ)) ,

In other words, d⊗(π1, π2; σ) = d(ǫ1, ǫ2; ǫ(σ)).
In fact, the words ǫ1, ǫ2 can be extracted explicitly using the information given in Propo-

sition 3.4. Recall, that the mentioned proposition supplies us with a matrix of integers

C = C(π1, π2; σ) = C(m1,m2; n) = (cji )
j=1,...,n+1
i=1,...,n ,

together with the irreducible representations σ1 = ⊗jσ
j
1, σ2 = ⊗jσ

j
2, for which m(σ⊗, σ1 ×

σ2) = 1.

Since DQ

ǫ(σ)(chασ
(σ⊗)) = 1, we know that

DQ

ǫ(σ)((ch(σ
n
1 )� ch(σn

2 ))(ch(σ
n−1
1 )� ch(σn−1

2 )) · · · (ch(σ1
1)� ch(σ1

2))) = 1 .
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It also follows that DQ
ǫi
(chαi

(σi)) = 1, for i = 1, 2 (and suitable αi). Subsequently, it can
be easily deduced from the given form of σ1, σ2 in Proposition 3.4 that

ǫ1 = ǫn1 ǫ
n−1
1 · · · ǫ11, ǫ2 = ǫn2ǫ

n−1
2 · · · ǫ12 ,

where ǫ
j
1 = ǫ(cji|J1|

, c
j+1
i|J1|

− 1) · · · ǫ(cji1 , c
j+1
i1

− 1) and ǫ
j
2 = ǫ(cj

i′
|J2|

, c
j+1
i′
|J2|

− 1) · · · ǫ(cj
i′1
, c

j+1
i′1

− 1).

We are now ready to express some quantum multiplicities in terms of the following
statistics on the matrix C:

αJ1(m1,m2; n) := #{(i, j) : i ∈ J1, 1 ≤ j ≤ n, c
j
i < c

j+1
i } − |J1| ,

αJ2(m1,m2; n) := #{(i, j) : i ∈ J2, 1 ≤ j ≤ n, c
j
i < c

j+1
i } − |J2| .

Note, that αJ1 , αJ2 are always non-negative. This is because c1i = λi < µw(i) + 1 = cn+1
i ,

for all 1 ≤ i ≤ n.

Proposition 5.5. For m1,m2, n as above,

d⊗(m1,m2; n) = αJ1(m1,m2; n)− αJ2(m1,m2; n) .

Proof. We give a proof by induction on n.
Let us write n = m

x
λ,µ. Let us consider the truncated matrix C ′ = (cji )

j=1,...,n
i=2,...,n . It is easy

to verify that C ′ = C(m′
1,m

′
2; n

′), where n
′ =

∑n
j=2[λj , µx(j)], m

′
1 =

∑
i∈J1\{1}

[λi, c
n
i − 1]

and m
′
2 =

∑
i∈J2\{1}

[λi, c
n
i − 1].

Let ǫ′1, ǫ
′
2 ∈ M be the words for which DQ

ǫ′i
(ch(L(m′

i))) = 1, i = 1, 2, and DQ

ǫ(n′)(ǫ
′
1�ǫ′2) =

1. Clearly, ǫ1 = ǫn1ǫ
′
1, ǫ2 = ǫn2ǫ

′
2 and ǫ(n) = ǫ(λ1, µx(1))ǫ(n

′).

We write βJl = #{i ∈ Jl : cni < cn+1
i }, l = 1, 2. Note, that βJl stands for the number of

words in the product which defines ǫnl .
Let i0 be the index for which cni0 < cn+1

i0
and cni0 is maximal. We also set the indicators

δb =

{
1 1 ∈ J2

0 1 ∈ J1
, δe =

{
1 i0 ∈ J2

0 i0 ∈ J1
.

The condition Dǫ(λ1,µx(1))(ǫ
n
1 , ǫ

n
2 ) = 1 is clear from condition (3) in Proposition 3.4. It is

also clear that the equality βJ1 = βJ2 + 1− δb − δe holds.
In case δb = δe, we see by Lemma 5.3 that d(ǫn1 , ǫ

n
2 ; ǫ(λ1, µw(1))) = −min{βJ1, βJ2}.

Otherwise, when δb = 1 and δe = 0, we have ǫn1 = ǫ(cni0 , c
n+1
i0

− 1)ǫ′′ for ǫ′′ ∈ M and by
Lemma 5.3

d(ǫn1 , ǫ
n
2 ; ǫ(λ1, µx(1))) = d(ǫ′′, ǫn2 ; ǫ(λ1, c

n
i0
− 1)) = 1− βJ2 .

In the last case of δb = 0 and δe = 1, we have ǫn2 = ǫ(cni0 , c
n+1
i0

− 1)ǫ′′ for ǫ′′ ∈ M and by
applying again the lemmas of Section 5.1, we obtain

d(ǫn1 , ǫ
n
2 ; ǫ(λ1, µx(1))) = −1 + d(ǫn1 , ǫ

′′; ǫ(λ1, c
n
i0
− 1)) = −βJ2 .

Altogether, we see that the formula d(ǫn1 , ǫ
n
2 ; ǫ(λ1, µx(1))) = −βJ2 + δb holds in all cases.

Note, that αJ1(m1,m2; n) = αJ1(m
′
1,m

′
2; n

′) + βJ1 + δb − 1, and that αJ2(m1,m2; n) =
αJ2(m

′
1,m

′
2; n

′) + βJ2 − δb.
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By the induction hypothesis and Lemma 5.1, we have

d(m1,m2; n) = d(ǫ′1, ǫ
′
2, ǫ(n

′)) + d(ǫn1 , ǫ
n
2 ; ǫ(λ1, µw(1))) + (|ǫn2 |, |ǫ

′
1|) =

= αJ1(m
′
1,m

′
2; n

′)− αJ2(m
′
1,m

′
2; n

′)− βJ2 + δb + (|ǫn2 |, |ǫ
′
1|) =

= αJ1(m1,m2; n)− αJ2(m1,m2; n)− βJ1 + 1− δb + (|ǫn2 |, |ǫ
′
1|) .

We finish by proving the following claim.

Claim 1.
(|ǫn2 |, |ǫ

′
1|) = βJ2 − δe = βJ1 + δb − 1 .

Since |ǫ′1| =
∑

i∈J1\{1}
|ǫ(λi, c

n
i − 1)|, we can write

(|ǫn2 |, |ǫ
′
1|) =

∑

j∈J2, i∈J1\{1}

(|ǫ(cnj , c
n+1
j − 1)|, |ǫ(λi, c

n
i − 1)|) =

=
∑

j∈J2: cnj <cn+1
j

i∈J1\{1}

(|ǫ(cnj , c
n+1
j − 1)|, |ǫ(λi, c

n
i − 1)|) .

According to Lemma 5.2, the summands in the above equation can only be non-zero for
the cases that cni ∈ {cnj , c

n+1
j }, for some i ∈ J1 and j ∈ J2.

We will first show that cni 6= cnj for all i ∈ J1 and j ∈ J2 such that cnj < cn+1
j . Indeed,

suppose that cni1 = cnj1 < cn+1
j1

for some i1 ∈ J1 and j1 ∈ J2. Since the situation of
cni1 = cnj1 = λ1 is impossible (it would have implied λi1 = λj1 = λ1), the properties of C

imply that there is an index i2 ∈ J1 for which cn+1
i2

= cnj1. In particular, cn+1
i1

6= cn+1
i2

= cni1 .

This means that [cni1 , c
n+1
i1

] is a non-empty segment, which intersects [cnj1, c
n+1
j1

]. This is a
contradiction to the properties of C.

Thus, Lemma 5.2 points that

(|ǫ′2|, |ǫ
n
1 |) = #{j ∈ J2 : cnj < cn+1

j , ∃i ∈ J1 \ {1}, c
n
i = cn+1

j } .

Yet, the properties of C imply that for every j ∈ J2 with cnj < cn+1
j such that j 6= i0, there

must exist i ∈ J1 (and clearly i 6= 1) such that cn+1
j = cni < cn+1

i .
�

Example 5.6. Consider the multisegments m1 = [0, 6]+[3, 8]+[4, 9] and m2 = [1, 5]+[2, 7].
The resulting combinatorial data is given as ((21345), {1, 4, 5}, {2, 3}). Note, that for x1 =
(24513) we have L(mx

λ,µ) ∈ C(m1,m2) because of the existence of the matrix

C(m1,m2; m
x1

λ,µ) =




0 0 0 0 0 7

1 1 1 1 6 6

2 2 2 8 8 8

3 3 6 6 9 9

4 8 8 10 10 10




.

(Here, for (cji ) we write i as the row index and j as the column index.)
Consequently, we see that αJ1(m1,m2; m

x1

λ,µ) = 2 and αJ2(m1,m2; m
x1

λ,µ) = 0.
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Similarly, for x2 = (34512), we have

C(m1,m2; m
x2
λ,µ) =




0 0 0 0 0 7

1 1 1 1 6 6

2 2 2 7 7 8

3 3 6 6 9 9

4 7 7 10 10 10




,

with αJ1(m1,m2; m
x2

λ,µ) = 2 and αJ2(m1,m2; m
x2

λ,µ) = 1.
Similarly, for x3 = (41235), we have

C(m1,m2; m
x3
λ,µ) =




0 0 0 0 0 7

1 1 1 1 6 6

2 2 2 7 7 8

3 3 8 8 8 9

4 10 10 10 10 10




,

with αJ1(m1,m2; m
x3
λ,µ) = 1 and αJ2(m1,m2; m

x3
λ,µ) = 1.

The following lemma will be crucial towards the later study of the representations in
C(π1, π2) ∩ D(π1, π2).

Lemma 5.7. Let σ ∈ C(π1, π2)∩D(π1, π2) be a representation with m1,m2, n ∈ N(Seg0) as
above. Suppose that αJ2(m1,m2; n) > 0.

Then, there exists σ′ ∈ C(π1, π2), so that d⊗(π1, π2; σ) < d⊗(π1, π2; σ
′).

Proof. In order to produce such σ′ = L(n′), it is enough to construct a new matrix C =
C(m1,m2; n

′) which satisfies all conditions listed in the statement of Proposition 3.4.
Let us write n = m

x
λ,µ =

∑n
i=1∆i, so that ∆i = [λn+1−i, µx(n+1−i)] for all 1 ≤ i ≤ n.

We will produce C and σ′ out of adjustments on the matrix C = C(m1,m2; n) =

(cji )
j=1,...,n+1
i=1,...,n , provided again by Proposition 3.4.

Let i0 ∈ J2 be the maximal index for which

#{1 ≤ j ≤ n : c
j
i0
< c

j+1
i0

} > 1 .

From the assumption on αJ2, such i0 exists. Let j0 be the maximal index for which
c
j0
i0
< c

j0+1
i0

. Let j1 < j0 be the maximal index for which c
j1
i0
< c

j0
i0
.

The multisegment n
′, to which the matrix C will correspond, is in fact produced as

n
′ = m

x′

λ,µ, where x′ = x · τ with τ being a certain transposition involving j0.
Since σ ∈ D(π1, π2), we know that x is 321-avoiding, which means there cannot be a

sequence 1 ≤ i′1 < i′2 < i′3 ≤ n for which e(∆i′1
) < e(∆i′2

) < e(∆i′3
).

Claim 2. For all i0 < i ∈ J2 and j1 ≤ j ≤ n, we have c
j
i = cn+1

i = µw(i) + 1.

Note, that c1i = λi < c
j1+1
i0

< c
j1
i ≤ c

j
i . The statement then follows from maximality of

i0.
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Claim 3. For all j1 ≤ j ≤ j0 and i ∈ J1 for which c
j
i < c

j+1
i and c

j0
i0
< c

j+1
i hold, we have

c
j+1
i − 1 = e(∆j).

Assume the contrary for some (i, j). Since [cji , c
j+1
i − 1] ⊆ ∆j , we have c

j+1
i ≤ e(∆j).

Hence, there exists i′ ∈ J2 such that cj+1
i = c

j
i′ < c

j+1
i′ .

Now, since j ≤ j0, we see that cji0 ≤ c
j0
i0

< c
j
i′ . Hence, i0 < i′. So, by claim 2 we know

that cji′ = cn+1
i′ ≥ c

j+1
i′ , which gives a contradiction.

Recall that [cj0i0 , c
j0+1
i0

− 1] ⊆ ∆j0 .
The rest of the proof will be split over three cases.

Case I: cj0+1
i0

≤ e(∆j0). There exists i1 ∈ J1 such that cj0+1
i0

= c
j0
i1

< c
j0+1
i1

. By claim 3 we

know that cj0+1
i1

− 1 = e(∆j0).

By Remark 3.5, since c1i0 ≤ c
j1
i0

< c
j0
i0
, we know that c

j1+1
i0

= c
j0
i0

= µt + 1 for a certain
1 ≤ t ≤ n. We write s = n+ 1− x−1(t) to obtain µt = e(∆s).

Claim 4. cj1i1 = c
j0
i1
.

If the contrary holds, there exists an index j1 ≤ j < j0 for which c
j
i1
< c

j+1
i1

= c
j0
i1
. From

claim 3, we see that cj+1
i1

− 1 = e(∆j).
Note, that the inequalities

e(∆s) + 1 = c
j0
i0
< c

j0+1
i0

= c
j0
i1
= e(∆j) + 1 < c

j0+1
i1

= e(∆j0) + 1

imply that s < j and contradict the pattern avoidance condition on the triple s < j < j0.

Claim 5. e(∆j1) = c
j0
i0
− 1

Assume the contrary. Then e(∆j1) ≥ c
j0
i0

and there exists i3 ∈ J1 such that cj0i0 = c
j1
i3
<

c
j1+1
i3

. By claim 3, cj1+1
i3

− 1 = e(∆j1).
Our assumption also means that s < j1. The pattern avoidance condition applied on

the triple s < j1 < j0 must now imply that e(∆j0) < e(∆j1). In particular, cj0+1
i1

< c
j1+1
i3

.

Since c
j1+1
i1

≤ c
j0+1
i1

we can deduce that i1 < i3.
On the other hand, from Claim 4 we see the contradictory inequality

c
j1
i1
= c

j0
i1
= c

j0+1
i0

> c
j0
i0
= c

j1
i3
.

We are ready to construct the matrix C = (cji ) for this case. We define

c
j
i =





c
j0+1
i0

i = i0, j1 < j ≤ j0
c
j0+1
i1

i = i1, j1 < j ≤ j0
c
j
i otherwise

.

We will know that C = C(m1,m2; n
′) for a certain multisegment n′, if all conditions listed

for such matrices are met. Most conditions can be easily deduced from what was claimed
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above. The non-trivial property we are left to check is the monotonicity of C along the
lower index.

By Claim 2, cji = cn+1
i ≥ c

j0+1
i > c

j0+1
i0

, for all i0 < i ∈ J2 and j1 ≤ j ≤ j0. Hence,

c
j+1
i0

< c
j
i .

We also need to show that c
j+1
i1

< c
j
i , for all i1 < i ∈ J1 and j1 ≤ j ≤ j0. Assume the

contrary, i.e. c
j
i ≤ c

j0+1
i1

for some i1 < i ∈ J1 and j1 ≤ j ≤ j0. Since c
j0+1
i1

< c
j0+1
i , by

taking the maximal j we can assume that cji < c
j+1
i .

From Claim 4 we know that cji > c
j
i1
= c

j0
i1

= c
j0+1
i0

> c1i0 . Hence, applying Remark 3.5

gives b(∆j) < c
j
i . Thus, there exists i′ ∈ J2 such that cji′ < c

j+1
i′ = c

j
i . By Claim 2 we must

have i′ < i0. In particular,

c
j
i = c

j+1
i′ < c

j+1
i0

≤ c
j0+1
i0

= c
j0
i1
= c

j
i1

follows from Claim 4 again. This is a contradiction to i1 < i.

Case II: cj0+1
i0

− 1 = e(∆j0) and e(∆j1) = c
j0
i0
− 1. Here we define C = (cji ) as

c
j
i =

{
c
j0+1
i0

i = i0, j1 < j ≤ j0
c
j
i otherwise

.

The proof that C satisfies all required conditions is now similar to Case I.
In both cases I and II, the construction of C shows that αJ2(m1,m2; n

′) = αJ2(m1,m2; n)−
1, while αJ1(m1,m2; n

′) = αJ1(m1,m2; n). By Proposition 5.5 we have finished.

Case III: cj0+1
i0

− 1 = e(∆j0) and c
j0
i0

≤ e(∆j1). There exists i3 ∈ J1 such that cj0i0 = c
j1
i3

<

c
j1+1
i3

. From Claim 3 we know that cj1+1
i3

− 1 = e(∆j1).
In the same manner as in the proof of Claim 5 above, we can deduce from the pattern

avoidance condition on x that e(∆j0) < e(∆j1), i.e. c
j0+1
i0

< c
j1+1
i3

. In particular, cj0+1
i0

<

c
j0+1
i3

.

So, we write i3 ≥ i1 ∈ J1 for the minimal index such that cj0+1
i0

< c
j0+1
i1

. Since e(∆j0)+1 <

c
j0+1
i1

, we see that c
j0
i1

= c
j0+1
i1

. Let us write j2 ≤ j0 for the minimal index such that

c
j2
i1
= c

j0+1
i1

.

Since c
j1
i1

≤ c
j1
i3

= c
j0
i0

< c
j0+1
i0

< c
j0+1
i1

= c
j2
i1

holds, we see that j1 < j2. In particular,

Claim 3 implies that cj2i1 − 1 = e(∆j2−1).

We can now define C = (cji ) as

c
j
i =

{
c
j0+1
i0

i = i1, j2 ≤ j ≤ j0
c
j
i otherwise

.

Monotonicity along the lower index is preserved, since for every i1 > i ∈ J1 and j2 ≤ j ≤ j0,
c
j+1
i ≤ c

j0+1
i < c

j0+1
i0

holds by minimality of i1.
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Thus, C = C(m1,m2; n
′) with αJ2(m1,m2; n) = αJ2(m1,m2; n) and αJ1(m1,m2; n) =

αJ1(m1,m2; n) + 1. The proof is finished for this case as well, by Proposition 5.5. �

Example 5.8. Let us observe the statement of Lemma 5.7 and its proof through Example
5.6. Since αJ2(m1,m2; m

x3

λ,µ) > 0, Case I in the proof suggests taking x4 = x3 · (13) =
(21435) and obtain

C(m1,m2; m
x3
λ,µ) =




0 0 0 0 0 7

1 1 1 1 6 6

2 2 2 8 8 8

3 3 8 9 9 9

4 10 10 10 10 10




,

with αJ1(m1,m2; m
x4

λ,µ) = 1 and αJ2(m1,m2; m
x4

λ,µ) = 0.
Similarly, since αJ2(m1,m2; m

x2
λ,µ) > 0, Case III in the proof suggests taking x5 =

x2 · (12) = (43512) and obtain

C(m1,m2; m
x2
λ,µ) =




0 0 0 0 0 7

1 1 1 1 6 6

2 2 2 7 7 8

3 3 6 6 8 9

4 7 7 10 10 10




,

with αJ1(m1,m2; m
x5

λ,µ) = 3 and αJ2(m1,m2; m
x5

λ,µ) = 1.

Corollary 5.9. Let σ = L(n) be a representation in C(π1, π2)∩D(π1, π2) which has maximal
degree d⊗(π1, π2; σ).

Then αJ2(m1,m2; n) = 0 holds.

Proof. Let σmax ∈ B(π1, π2) be a representation with maximal degree dmax = d(π1, π2; σmax).

Since DQ

ǫ(σmax)
(ch(σmax)) = 1, by Proposition 5.4 we know that

d⊗(π1, π2; σmax) = d(π1, π2; σmax) = dmax .

Hence, since σmax is an element of C(π1, π2) ∩ D(π1, π2), the maximality condition on σ

implies dmax ≤ d⊗(π1, π2; σ).
Now, let σ′ be any representation in C(π1, π2). As exhibited in Section 5.2, there exists

a representation σ′′ ∈ B(π1, π2) for which d⊗(π1, π2; σ
′) = d(π1, π2; σ

′′) ≤ dmax.
Thus, d⊗(π1, π2; σ′) ≤ d⊗(π1, π2; σ) for all σ′ ∈ C(π1, π2). The statement then follows

from Lemma 5.7.
�

In Example 5.6, the maximal representation described in the above corollary is obtained
as L(mx1

λ,µ).
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6. The case of αJ2 = 0

6.1. Combinatorial gadgets. Let us fix a 321-avoiding permutation w ∈ Sn. Let us
also fix a disjoint partition J1 ∪ J2 = {1, . . . , n}, such that w|J1, w|J2 are both increasing
functions.

We would like to define algorithmically certain subsets of Sn which depend on the data
(w, J1, J2). Later in this section we will see the relevance of these procedures to our
questions in representation theory.

Let K ⊆ J2 be a given subset. We recursively define

w = σ0
K , σ

1
K , . . . , σ

n
K = σK ∈ Sn

in the following manner:
For 1 ≤ j ≤ n, if j 6∈ K, we set σj

K := σ
j−1
K .

Otherwise, let i ∈ J1 be the minimal index, if exists, for which j < i and σ
j−1
K (j) <

σ
j−1
K (i). Then, σj

K := σ
j−1
K · (i, j)4. If such i does not exist, we set σj

K := σ
j−1
K .

Let e(K) denote the number of indices 1 ≤ j ≤ n for which σ
j
K 6= σ

j−1
K .

We write A(w, J1, J2) for the collection of subsets of J2, for which e(K) = |K| holds.
We also write

S(w, J1, J2) = {σK ∈ Sn : K ⊆ J2} .

For any given set K ⊆ J2 we can take its subset K ′ ⊆ K of indices j which satisfy
σ
j
K 6= σ

j−1
K . It is then clear that K ′ ∈ A(w, J1, J2), σK ′ = σK and e(K) = e(K ′).

Thus, any permutation σ ∈ S(w, J1, J2) can be written in the form σ = σK , for K ∈
A(w, J1, J2).

The following simple observation will be useful to us in forthcoming inductive arguments.
For a permutation s ∈ Sn, we let s∨ ∈ Sn−1 be the permutation defined as

s∨(i) =

{
s(i+ 1) s(i+ 1) < s(1)

s(i+ 1)− 1 s(i+ 1) > s(1)
.

For a subset K ⊆ {1, . . . , n}, we also write K∨ = (K \ {1})− 1 ⊆ {1, . . . , n− 1}.

Lemma 6.1. For all K ⊆ J2,

(σK)
∨ = σK∨

holds, where K∨ is considered as an element of A((σ1
K)

∨, J∨
1 , J

∨
2 ).

Proof. The proof is straightforward once we verify that ((σ1
K)

∨, J∨
1 , J

∨
2 ) constitutes combi-

natorial data. Indeed, (σ1
K)

∨|J∨
2
= w∨|J∨

2
is increasing.

Next, if σ1
K = w we are done. Otherwise, there is an index i ∈ J1 for which σ1

K = w(1, i).
The minimality condition by which i is chosen makes sure that the function (σ1

K)
∨|J∨

1
,

which may differ from w∨|J∨
1
only on i− 1, remains increasing.

�

4This will be our notation for a transposition.
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We denote by L(w, J1, J2) ⊆ S(w, J1, J2) the subset of 321-avoiding permutations. We
would like to have a clear combinatorial description of L(w, J1, J2). Eventually we end up
with the simple algorithm described in Section 1.3. The reader is encouraged to consult the
main example appearing in that introductory section while going through the arguments
of the current section.

Let us introduce an order ≺ on the set of indices {1, . . . , n} which will depend on the
data (w, J1, J2). Given 1 ≤ i, j ≤ n, we write

i ≺ j ⇔

{
i < j or w(i) < w(j) i ∈ J1, j ∈ J2

i < j and w(i) < w(j) otherwise
.

Proposition 6.2. The relation ≺ on {1, . . . , n} is a linear order.

The following lemma will give a certain preliminary connection between ≺ and S(w, J1, J2).

Lemma 6.3. Given K = {j1 < . . . < jb} ∈ A(w, J1, J2), there are indices i1 < . . . < ib in
J1, such that for all 1 ≤ h ≤ b, jh ≺ ih and σ

jh
K = σ

jh−1
K · (ih, jh).

Proof. We prove it by induction on h, i.e. we suppose that there are indices i1 ≺ . . . ≺
ih−1 in J1 as in the statement. Note, that σ

jh−1
K (jh) = w(jh). By construction, σjh

K =

σ
jh−1
K (ih, jh) for the minimal ih ∈ J1 that satisfies jh < ih and w(jh) < σ

jh−1
K (ih). We need

to show that ih−1 < ih (when h > 1) and that jh ≺ ih.
The latter inequality is clear from the fact the algorithm for σK gives σjh−1

K (ih) ≤ w(ih).

Suppose that h > 1. Since σjh−1
K (ih−1) = σ

jh−1

K (ih−1) = σ
jh−1−1
K (jh−1) = w(jh−1) < w(jh),

we see that ih 6= ih−1. Hence, σ
jh−1−1
K (ih) = σ

jh−1

K (ih). Thus, from
{

jh−1 < jh < ih

w(jh−1) < w(jh) < σ
jh−1
K (ih) = σ

jh−1

K (ih) = σ
jh−1−1
K (ih)

and the minimality condition which defines ih−1, we see that ih−1 ≤ ih.
�

We define a function f : J2 → J1∪{0} in the following manner. For j ∈ J2, f(j) will equal
the minimal element in J1, if exists, for which j ≺ f(j) and |[j, f(j)]≺∩J1| = |[j, f(j)]≺∩J2|
hold. Here [, ]≺ denotes a closed interval under the linear ≺ relation. We set f(j) = 0 if
such element does not exist.

We write J̃ ⊆ J2 for the set of indices j ∈ J2 for which f(j) 6= 0. For every j ∈ J̃ , we
then can define the sets F (j) = [j, f(j)]≺, G(j) = [j, f(j)]≺∩J2 and H(j) = [j, f(j)]≺∩J1.

Let us write G(j) = {j = j1 ≺ j2 ≺ . . . ≺ jl} and H(j) = {i1 ≺ i2 ≺ . . . ≺ il}. We
define the permutation γ(j) = (i1, j1)(i2, j2) · · · (il, jl) ∈ Sn.

Given a subset L ⊆ J̃ , for which the intervals {F (j)}j∈L are pairwise disjoint, we then
define the permutation wL = w

∏
j∈L γ(j) ∈ Sn. Since the intervals are disjoint, the

product in the above definition is commutative.
See the detailed example in Section 1.3 for an instructive description of the algorithm

that produces wL out of a given combinatorial data and a choice of L.
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Lemma 6.4. For every two induces j1 < j2 in J̃ , either F (j1)∩F (j2) = ∅ or F (j2) ⊆ F (j1).

Proof. Assume that F (j1) ∩ F (j2) 6= ∅. Since both sets are intervals for ≺, we know that
j2 ∈ F (j1). Hence, |[j1, j2)≺ ∩ J2| > |[j1, j2)≺ ∩ J1|. Yet, for every k ∈ F (j2) we know
that |[j2, k]≺ ∩ J2| ≥ |[j2, k]≺ ∩ J1| by definition. Thus, |[j1, k]≺ ∩ J2| > |[j1, k]≺ ∩ J1| which
means that f(j2) ≺ f(j1). �

A particular consequence of the above lemma is that for any subset L ⊆ J̃ , there exists

a unique subset L̃ ⊆ L such that ∪j∈LF (j) = ∪j∈L̃F (j) and the latter union is disjoint. It

will be convenient to define wL = wL̃ for any L ⊆ J̃ .

Lemma 6.5. Suppose that σ1, σ2 ∈ Sn are two 321-avoiding permutations, for which there
is an integer 1 ≤ k ≤ n so that the set {1, . . . , k} is invariant under σ−1

1 σ2. Then, the
permutation given as

σ(i) =

{
σ1(i) 1 ≤ i ≤ k

σ2(i) k < i ≤ n

is 321-avoiding.

Proof. Suppose that σ contains a 321 pattern. Hence, there are 1 ≤ i1 < i2 < i3 ≤ n for
which σ(i3) < σ(i2) < σ(i1). If k < i1 or i3 ≤ k were to hold, this would contradict the
pattern avoidance condition on σ2, or σ1, respectively. Hence, we have i1 ≤ k and k < i3.

In case k < i2 holds, we have σ2(i2) > σ2(i3), but σ1(i1) = σ2(j) for some 1 ≤ j ≤ k from
the assumption. Thus, the triple j < i2 < i3 contradict the pattern avoidance condition
for σ2. Otherwise, we have i2 ≤ k, σ1(i1) > σ1(i2) and σ2(i3) = σ1(j

′) for some k < j′ ≤ n

by the assumption. Similarly, i1 < i2 < j′ gives a contradiction the pattern avoidance
condition of σ1.

�

Proposition 6.6. For any L ⊆ J̃ , the permutation wL is 321-avoiding.

Proof. Let us first give a proof for the case that |L̃| = 1, that is, ∪j∈LF (j) = F (j1) for

some j1 ∈ J̃ .
We write J = {j′1 < . . . < j′c′ < j1 < . . . < jc < j′′1 < . . . < j′′c′′} and I = {i′1 < . . . <

i′d′ < i1 < . . . < ic < i′′1 < . . . < i′′d′′}, for some c′, c′′, d′, d′′ ≥ 0, c = |G(j1)| = |H(j1)| and
ic = f(j1), i.e. G(j1) = {j1, . . . , jc} and H(j1) = {i1, . . . , ic}. Note, that j1 ≺ i1 and jc ≺ ic
imply the inequalities j1 < i1, w(j1) < w(i1), jc < ic, w(jc) < w(ic).

It is enough to show that wL can be decomposed into two ascending sequences. Recall
that wL = w(i1, j1) · · · (ic, jc).

Suppose that w(i′d′) < w(j1) holds. Since wL and w are equal on {j′h, i
′
f}1≤h≤c′, 1≤f≤d′

and w(j′1) < . . . < w(j′c′) < w(j1), w(i′1) < . . . < w(i′d′) hold by the combinatorial data
condition, we see that in that case

wL(j′1) < . . . < wL(j′c′) < w(i1) = wL(j1) < . . . < w(ic) = wL(jc) ,

wL(i′1) < . . . < wL(i′d′) < w(j1) = wL(i1) < . . . < w(jc) = wL(ic),
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which give j′1 < . . . < j′c′ < j1 < . . . < jc and i′1 < . . . < i′d′ < i1 < . . . < ic as two ascending
sequences in wL.

Otherwise, w(j1) < w(i′d′). Since i′d′ ≺ j1, we must have i′d′ < j1 in that case. Therefore,
the sequences j′1 < . . . < j′c′ < i1 < . . . < ic and i′1 < . . . < i′d′ < j1 < . . . < jc form two
ascending sequences in wL.

With a symmetric argument, it is easy to see that when j′′1 < ic, the sequences jc <

j′′1 < . . . < j′′c′′ and ic < i′′1 < . . . < i′′c′′ are ascending in wL. While otherwise, the sequences
ic < j′′1 < . . . < j′′c′′ and jc < i′′1 < . . . < i′′c′′ fulfil this condition.

Altogether, we have covered wL by two ascending sequences in all cases.
Now, for a general L ⊆ J̃ , by Lemma 6.4 we can write ∪j∈LF (j) = ∪k

h=1F (lh), where
l1 < . . . < lk are indices in L and the latter union is disjoint. Let us write Li = {l1, . . . , li},
for all 1 ≤ i ≤ k, and L0 = ∅,. Then, wLk = wL and wL0 = w.

We prove by induction that wLi is 321-avoiding, for all 1 ≤ i ≤ k. Denote zi = w{li}. We
have proved that zi is 321-avoiding. Note, that since F (li) and ∪i−1

h=1F (lh) are disjoint, the
permutation z−1

i wLi−1 leaves the set {1, . . . , f(li−1)} invariant. Hence, wi is 321-avoiding
as well, by Lemma 6.5 and the induction hypothesis.

�

Proposition 6.7. We have the equality

L(w, J1, J2) = {wL : L ⊆ J̃} .

For a subset L ⊆ J̃ as above, wL = σK , where K = ∪j∈LG(j) ∈ A(w, J1, J2).

Proof. Let L = {j1 ≺ . . . ≺ jl} ⊆ J̃ be a subset. By the remark after Lemma 6.4,
we are free to assume that {F (js)}

l
s=1 are pairwise disjoint. By Proposition 6.6, wL is

321-avoiding. Hence, in order to prove that wL ∈ L(w, J1, J2), it is enough to show that
wL ∈ S(w, J1, J2). More precisely, we will show that wL = σK , where K is as in the
statement.

Let us write further G(js) = {js = j1s ≺ . . . ≺ j
|G(js)|
s } and H(js) = {i1s ≺ . . . ≺ i

|G(js)|
s }.

The order on the set K is then naturally parametrized by the pairs {(s, t)}1≤s≤l,1≤t≤|G(js)|

with their lexicographical order. We write σ
(s,t)
K ∈ Sn for the corresponding iteration in the

construction of σK .
We will show inductively that σ

(s,t)
K = σ

(s,t−1)
K (its, j

t
s), for all (s, t), where we take (s, 0) =

(s− 1, |G(js−1|) for s > 1 and σ
(1,0)
K = σ0

K = w, for ease of notation.

By construction, σ
(s,t)
K = σ

(s,t−1)
K (i′, jts) for the minimal i′ ∈ J1 that satisfies jts < i′ and

w(jts) < σ
(s,t−1)
K (i′). From the induction hypothesis and Lemma 6.3, we know that jts ≺ i′

and that, when t > 1, it−1
s < i′. From the construction of H(js) it is clear these conditions

imply its ≤ i′.
On other other hand, it follows from the definition of f(js) that j

t
s ≺ its. Thus, jts < its

and w(jts) < σ
(s,t−1)
K (its) hold. It follows that i

′ = its.
Conversely, suppose that K ∈ A(w, J1, J2) is such that σK ∈ L(w, J1, J2). We need to

show that K = ∪j∈LG(j) for a subset L ⊆ J̃ . Since j ∈ G(j) for all j ∈ J̃ , it enough to

show that K ⊆ J̃ and that G(j) ⊆ K for all j ∈ K.
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Let j ∈ K be an index. Let j < j′ ∈ J2 be the minimal index such that j′ 6∈ K, if
exists. Otherwise, let us treat j′ as +∞ for the < relation on J2 and the ≺ relation on
{1, . . . , n}. Let us write J2∩ [j, j′) = {j = j1 < . . . < jk}. By Lemma 6.3, there are indices
i1 < . . . < ik in J1, such that jh ≺ ih, for all 1 ≤ h ≤ k. In particular, j ≺ ih.

We claim that ik ≺ j′. Assume the contrary. Then, jk < j′ < ik and w(jk) < w(j′) <
w(ik) hold. Yet, by Lemma 6.3, σK(ik) = w(jk) and σK(jk) = w(ik). This gives a
contradiction to the 321 pattern avoiding property of σK .

Hence, k ≤ |J1 ∩ [j, j′)≺|. This implies that j ∈ J̃ and that f(j) ≺ j′. In particular,
G(j) ⊆ K.

�

6.2. Representation theory. Let us fix again a regular pair of ladder representations
π1 = L(m1), π2 = L(m2) ∈ Irrr, together with its combinatorial data (w, J1, J2), so that
w ∈ Sn. We write m1 +m2 = m

w
λ,µ, for λ, µ ∈ Pn.

For a permutation x ∈ Sn, we will write Π(x) := L(mx
λ,µ) ∈ Irrr in this subsection.

Let us write C0(π1, π2) ⊆ C(π1, π2) for the subset of representations σ = L(n), for which
αJ2(m1,m2, n) = 0 holds.

Proposition 6.8. The equality

Π(S(w, J1, J2)) = C0(π1, π2)

holds. Moreover, for every subset K ⊆ J2 such that K ∈ A(w, J1, J2), we have

d⊗(π1, π2; Π(σK)) = αJ1(m1,m2; m
σK

λ,µ) = |K| .

Proof. We prove by induction on n.
Suppose that σ ∈ C0(π1, π2) is given. By Proposition 3.4 we know that σ = Π(x), for a

permutation x ∈ Sn.
Let C = C(π1, π2; σ) = (cji )

j=1,...,n+1
i=1,...,n be the matrix supplied by Proposition 3.4.

Let us consider the truncated matrix C ′ = (cji )
j=1,...,n
i=2,...,n . Again (as in the proof of

Proposition 5.5), we can verify that C ′ = C(m′
1,m

′
2; n

′), where n
′ =

∑n
j=2[λj, µx(j)],

m
′
1 =

∑
i∈J1\{1}

[λi, c
n
i − 1] and m

′
2 =

∑
i∈J2\{1}

[λi, c
n
i − 1]. In particular, σ′ = L(n′) ∈

C(L(m′
1), L(m

′
2)).

We write λ∨ = (λ2, . . . , λn), µ
∨ = (µ1, . . . , µ̌x(1), . . . , µn) ∈ Pn−1. Then, n′ = m

x∨

λ∨,µ∨ ,
and m

′
1 + m

′
2 = m

y
λ∨,µ∨ , for a certain y ∈ Sn−1. Hence, the combinatorial data of the pair

L(m′
1), L(m

′
2) is given by (y, J∨

1 , J
∨
2 ). Moreover, there exists a permutation y ∈ Sn, such

that (y)∨ = y and cni = µy(i) + 1, for all 2 ≤ i ≤ n.
By comparison of C and C ′, we clearly see that 0 ≤ αJ2(m

′
1,m

′
2; n

′) ≤ αJ2(m1,m2; m
x
λ,µ),

which implies σ′ ∈ C0(L(m′
1), L(m

′
2)). Thus, by the induction hypothesis, we have x∨ = σK ′,

for a set K ′ ∈ A(y, J∨
1 , J

∨
2 ).

The condition of αJ2(m1,m2; m
x
λ,µ) = 0 forces that for all i ∈ J2 and all 1 ≤ j ≤ n + 1,

c
j
i ∈ {λi, µw(i)+1}. In particular, combined with the other conditions imposed on the entries

of C, we see that either [λ1, µx(1)] = [cni1, c
n+1
i1

− 1] for i1 ∈ J1, or [λ1, µx(1)] = [cni2 , c
n+1
i1

− 1]

for i1 ∈ J1 and i2 ∈ J2, such that cni2 < cn+1
i2

= cni1 .



36 MAXIM GUREVICH

In the former case, by Remark 3.5, cni1 = λi1 . It then follows that i1 = 1 and that
x(1) = w(i1) = w(1) (case I).

In the latter case, we similarly have i2 = 1. Then, either x(1) = w(i2) = w(1) (case I)
or x(1) = w(i1) (case II).

Note, that in case II, since cn+1
i2

< cn+1
i1

, we must have w(1) < w(i1). Furthermore, for

any i1 > i ∈ J1, we know that cn+1
i < cni1 = cn+1

i2
. Hence, i1 is the minimal index in J1, for

which w(1) < w(i1) holds.
Altogether, we see that x(1) = σK(1), whereK ∈ A(w, J1, J2) can be taken asK = K ′+1

in case I, or K = {1} ∪ (K ′ + 1) in case II.
Furthermore, since in all cases cni = cn+1

i , for any i 6∈ {i1, i2}, we can write cni = µσ1
K
(i)+1,

for all 2 ≤ i ≤ n. Hence, we can choose y = σ1
K . In particular, we obtain that (σ1

K)
∨ = y.

Since K∨ = K ′, Lemma 6.1 now implies x∨ = (σK)
∨.

Thus, x = σK and σ ∈ Π(S(w, J1, J2)). Moreover, by comparing C and C ′ we see that

αJ1(m1,m2; m
σK

λ,µ) =

{
αJ1(m

′
1,m

′
2; n

′) case I

αJ1(m
′
1,m

′
2; n

′) + 1 case II
.

The identity in the statement then follows by induction, since |K| = |K ′| in case I, and
|K| = |K ′|+ 1 in case II.

We are left to show the converse statement. Suppose now that K ∈ A(w, J1, J2) is given.
We need to show that Π(σK) ∈ C0(π1, π2).

By Lemma 6.1, we know that (σK)
∨ ∈ A((σ1

K)
∨, J∨

1 , J
∨
2 ). Hence, by the induction

hypothesis, we have L(n′) ∈ C0(L(m′
1), L(m

′
2)), where

n
′ =

n∑

j=2

[λj, µσK(j)], m
′
1 =

∑

i∈J1\{1}

[λi, µσ1
K
(i)], m

′
2 =

∑

i∈J2\{1}

[λi, µσ1
K
(i)] .

Let C ′ = C(m′
1,m

′
2; n

′) = (cji )
j=1,...,n
i=2,...,n be the corresponding matrix. We claim that the

matrix C := (cji )
j=1,...,n+1
i=1,...,n satisfies C = C(m1,m2; m

σK

λ,µ), where the remaining entries are

defined as c11 = . . . = cn1 = λ1 and cn+1
i = µw(i) + 1.

The required properties in Proposition 3.4 are easily verified from the facts that cni =
µσ1

K
(i) for all 2 ≤ i ≤ n and that either σ1

K = w or σ1
K = w · (1, i1), for an index i1 ∈ J1,

holds. It is also evident from construction that αJ2(m1,m2; m
σK

λ,µ) = αJ2(m
′
1,m

′
2; n

′) = 0.
�

Corollary 6.9. The equality

Π(L(w, J1, J2)) = C0(π1, π2) ∩ D(π1, π2)

holds.
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We would like to draw attention on the following consequence of Corollary 6.9 and
Theorem 4.15. It provides a direct method for constructing certain subquotients for a
given product of a pair of regular ladder representations.

Theorem 6.10.

Π(L(w, J1, J2)) ⊆ B(π1, π2) .

We can now finish with the key result of this work.

Theorem 6.11. Let π1, π2 ∈ Irrr be a regular pair of ladder representations as above.
Then,

(1) There is a unique representation πmax ∈ C(π1, π2) ∩ D(π1, π2) with a maximal degree
d⊗(π1, π2; πmax).

When writing πmax = Π(xmax), for a permutation xmax ∈ Sn, we have xmax = wJ̃ ,

where J̃ ⊆ J2 is the set described in Subsection 6.1.
In particular, xmax depends only on the data (w, J1, J2).

(2) We have πmax ∈ B(π1, π2).
In fact, d(π1, π2; πmax) is maximal among the degrees in B(π1, π2) and πmax is

the unique representation for which this maximum is attained.
(3) For any 321-avoiding x ∈ Sn, m(Π(x)⊗, rΠ(x)(πmax)) = 1 holds, if and only if,

x = xmax.

Proof. (1) By Corollary 5.9, it is enough to prove the statement for C0(π1, π2)∩D(π1, π2).
Now, by Corollary 6.9 and Proposition 6.7, the set of representations in C0(π1, π2) ∩
D(π1, π2) is given by {Π(wL)}L⊆J̃ .

Moreover, Proposition 6.7 also states that wL depends only on the set K(L) :=⋃
j∈LG(j) ∈ A(w, J1, J2), while Proposition 6.8 says that d⊗(π1, π2; Π(wL)) =

|K(L)|. Hence, we need to show that there is a unique largest set among the sets

{K(L)}L⊆J̃ . Clearly K(J̃) is such a set.
(2) Let π ∈ B(π1, π2) be a representation with maximal degree dmax = d(π1, π2; π). As

shown in the proof of Corollary 5.9, we have d⊗(π1, π2; π) = dmax and d⊗(π1, π2; σ) ≤
dmax, for all σ ∈ C(π1, π2).
It now follows from (1) that π ∼= πmax and that the maximality condition in the

statement holds.
(3) From Proposition 5.4 and Lemma 3.3, we see that if m(Π(x)⊗, rΠ(x)(πmax)) = 1

holds, then d⊗(π1, π2; Π(x)) = dmax. The statement then follows from the unique-
ness of maximal elements in (1) and (2).

�

Proposition 6.12. For every regular pair of ladder representations π1, π2, the represen-
tation πmax ∈ B(π1, π2) of Theorem 6.11 is the unique irreducible sub-representation of
π1 × π2.

5Theorem 4.1 will, of course, be proved in the next section without relying on Theorem 6.10.
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Proof. The decomposition problem for products of dual canonical basis elements can be
categorified into the representation theory of KLR algebras of type A. In fact, using
the isomorphisms (up to certain completions) described in [BK09, Rou08], we obtain an
equivalence of categories of representations of affine Hecke algebras of type A and suitable
(graded) KLR algebras.

In particular, it is enough to prove this proposition in the KLR setting. This version
follow from Theorem 6.11(2) and [McN17, Lemma 7.5] (see also [KKKO18, Section 4.2]).

�

7. Robinson-Schensted correspondence

Given combinatorial data (w, J1, J2) with w ∈ Sn, we will write (w, J1, J2)max := xmax ∈
Sn for the permutation supplied by Theorem 6.11(1).

Note, that Theorem 6.11(3) proves the statement of Theorem 4.3 for the cases in which
w′ ∈ Sn can be presented as w′ = (w, J1, J2)max, for some combinatorial data (w, J1, J2).
In order to prove Theorem 4.3, we are left with the question of whether such data can be
found for every 321-avoiding permutation w′.

We will answer this question positively by making use of the Robinson-Schensted corre-
spondence.

Recall that the RS algorithm attaches to each permutation in Sn a pair of standard
Young tableaux of same shape on n squares. This process is known to be bijective.

It will be convenient for our needs to revise somewhat the common conventions for the
algorithm. More precisely, if we let w 7→ (P (w), Q(w)) denote the RS algorithm with the
common conventions (for example, the ones used in [Ful97]), we will write (P (w), Q(w))
for the pair (P (w0ww0), Q(w0ww0)) taken with the numberings in their squares permuted
again by w0. Here w0 = (nn− 1 . . . 1) ∈ Sn denotes the longest permutation.

To be more precise, in what follows we will describe directly the inverse algorithm, that
is, the algorithm for producing a permutation w(P,Q) out of a pair of standard Young
tableaux (P,Q) of same shape.

It is well known that 321-avoiding permutations correspond to pairs of Young tableaux
whose shape has at most two rows. Since this will be the case of interest for us, let us
restrict our description of the algorithm to the 2-row case.

Definition 7.1. a standard Young tableaux on n squares of a 2-row shape is a
disjoint partition I1 ∪ I2 = {1, . . . , n} into 2 rows, such that when writing

I1 = {p1,1 > p1,2 . . . > p1,k1} ,

I2 = {p2,1 > p2,2 . . . > p2,k2} ,

we have k1 > k2, and p1,i > p2,i, for all 1 ≤ i ≤ k2.
We will write a standard Young tableaux as P = (pi,j).

(Inverse) RS algorithm: Suppose that (P,Q) is a given a pair of standard Young
tableaux on n squares of same 2-row shape.
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On the first step we produce a tableau Q′ on n−1 squares by removing the entry 1 from
Q, and subtracting by 1 all other entries. The removed square was in the end of either the
first or the second row.

In case it is the first row, we take note of the value k in the end of the first row of P ,
remove it and subtract all entries larger than k by 1 to produce the tableau P ′ on n − 1
entries.

In the latter case, we take note of the value l in the end of the second row of P . We
then find the smallest entry k in the first row of P for which l < k. We then produce P ′

by first removing the entry of l in the second row of P , replacing k with l in the first row,
and subtracting all entries larger than k by 1.

We now determine w = w(P,Q) inductively by setting w(1) = k, and w∨ = w(P ′, Q′) ∈
Sn−1. Here we use the ∨ : Sn → Sn−1 operation as defined in Subsection 6.1.

For a 321-avoiding permutation w ∈ Sn, we define w ∈ Sn to be the permutation con-
structed by setting w(qc,d) = pc,d for all indices c, d, where ((pc,d), (qc,d)) = (P (w), Q(w)).
We also let J1(w) ∪ J2(w) = {1, . . . , n} be the partition determined by the rows of Q(w).

It is easy to see that (w, J1(w), J2(w)) gives combinatorial data.
The following observation is immediate from a comparison of the above inverse RS

algorithm with the algorithm for σK in Subsection 6.1.

Observation 7.2. Let K ∈ A(w, J1(w), J2(w)) be a set which satisfies {1} ∩ J2(w) ⊆ K.
Then, σK(1) = σ1

K(1) = w(1) and (σ1
K)

∨ = w∨.

Lemma 7.3. For any 321-avoiding permutation w ∈ Sn, we have J̃ = J2(w), where J̃ is
defined as in Subsection 6.1 for the data (w, J1(w), J2(w)).

Proof. We write ((pc,d), (qc,d)) = (P (w), Q(w)). Let ≺ denote the relation on {1, . . . , n}
defined using the data of (w, J1(w), J2(w)). Let f : J2(w) → J1(w) ∪ {0} be the function
defined in Subsection 6.1.

Let j ∈ J2(w) be a given index. Then, j = q2,dj , for an index 1 ≤ d. Note, that by the
Young tableau condition, for all 1 ≤ d ≤ dj, we have

q1,1 > q2,d ≥ q2,dj , w(q1,1) > w(q2,d) ≥ w(q2,dj ),

q1,1 ≥ q1,d > q2,dj , w(q1,1) ≥ w(q1,d) > w(q2,dj ) .

Hence, q1,d, q2,d ∈ [j, q1,1]≺, for all 1 ≤ d ≤ dj. Moreover,

|[j, q1,1]≺ ∩ J2(w)| =
∣∣{q2,1, . . . , q2,dj}

∣∣ =
∣∣{q1,1, . . . , q1,dj}

∣∣ ≤ |[j, q1,1]≺ ∩ J1(w)| ,

which implies that f(j) 6= 0.
�

Proposition 7.4. Let w ∈ Sn be a 321-avoiding permutation.
Then, w = (w, J1(w), J2(w))max.

Proof. We give a proof by induction on n.
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By Lemma 7.3, Proposition 6.7 and the proof of Theorem 6.11, we know that

(w, J1(w), J2(w))max = σJ2(w) ,

where J2(w) is treated as an element of A(w, J1(w), J2(w)).
By Observation 7.2, we know that w(1) = σJ2(w)(1), Thus, we are left to show that

w∨ = (σJ2(w))
∨.

Now, by Lemma 6.1, (σJ2(w))
∨ = σJ2(w)∨ holds, where J2(w)

∨ is taken as an element of
((σ1

J2(w))
∨, J1(w)

∨, J2(w)
∨). Yet, from Observation 7.2 and the RS algorithm, we see that

latter data is in fact equal to (w∨, J1(w
∨), J2(w

∨)). Thus, by the induction hypothesis,

σJ2(w)∨ = σJ2(w∨) = (w∨, J1(w
∨), J2(w

∨))max = w∨ .

�

Corollary 7.5. Theorems 4.1 and 4.3 hold.

Proof. By Proposition 4.4, it is enough to prove Theorem 4.3.
Let λ, µ ∈ Pn be regular tuples with λn ≤ µ1. Let w,w′ ∈ Sn be two 321-avoiding

permutations. Suppose that m(σ⊗, rασ
(σ′)) > 0, where σ = L(mw

λ,µ) and σ′ = L(mw′

λ,µ). We
need to show that w = w′.

Let (w, J1, J2) be the combinatorial data such that w′ = (w, J1, J2)max, which exists by
Proposition 7.4. Let us define the pair of regular ladder representations:

πs
1 = L

(
∑

i∈J1

[s+ λi, s+ µw(i)]

)
, πs

2 = L

(
∑

i∈J2

[s+ λi, s+ µw(i)]

)
,

for a choice of integer s. Note, that for large enough choice of r, s, we will have πs
1, π

s
2 ∈ Irrr.

The data (w, J1, J2) then becomes the combinatorial data of the regular pair πs
1, π

s
2. In

particular, σ′νs = πmax ∈ B(πs
1, π

s
2) in the notation of Theorem 6.11.

Since we clearly have m(σ⊗, rασ
(σ′)) = m((σνs)⊗, rασ

(σ′νs)), the desired equality follows
from Theorem 6.11(3).

�

Applying Proposition 6.12, we obtain the following.

Corollary 7.6. For every π = L(mx
λ,µ), where λ, µ ∈ Pn regular tuples with λn ≤ µ1, and

x ∈ Sn is 321-avoiding, there are ladder representations π1, π2 such that π is the unique
irreducible quotient of π1 × π2.

The above corollary served as an impetus to the definition of RSK-standard modules
in [GL19]. For a general irreducible π = L(m), ladder representations π1, . . . , πk can be
constructed in a canonical manner which again utilizes the Robinson-Schensted-Knuth
correspondence and produces π as a unique irreducible quotient of π1 × · · · × πk.
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