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Abstract

In this paper we investigate the behaviour of subgraphs of sparse ε-regular bipartite
graphs G = (V1 ∪ V2, E) with vanishing density d that are induced by small subsets of
vertices. In particular, we show that, with overwhelming probability, a random set S ⊆ V1

of size s � 1/d contains a subset S′ with |S′| ≥ (1 − ε′)|S| that induces together with V2

an ε′-regular bipartite graph of density (1 ± ε′)d, where ε′ → 0 as ε → 0. The necessity of
passing to a subset S′ is demonstrated by a simple example.

We give two applications of our methods and results. First, we show that, under a
reasonable technical condition, “robustly high-chromatic” graphs contain small witnesses for
their high chromatic number. Secondly, we give a structural result for almost all C`-free
graphs on n vertices and m edges for odd `, as long as m is not too small, and give some
bounds on the number of such graphs for arbitrary `.

1 Introduction

Szemerédi’s regularity lemma [27] is one of the most powerful tools in modern graph theory; see
for example [20, 21] for an overview of its numerous applications. Roughly speaking, this lemma
says that the vertex set of any large graph can be partitioned into a constant number of blocks
such that most pairs of blocks induce ε-regular graphs.

Szemerédi’s regularity lemma is particularly useful for large dense graphs, that is, graphs
with n vertices and Θ(n2) edges. For example, suppose we have a constant number k of sets Vi

such that all the pairs (Vi, Vj), 1 ≤ i, j ≤ k, are ε-regular, and for all 1 ≤ i ≤ k, the size of set
Vi is large. It is easy to see that, if ε is sufficiently small compared to the densities of the pairs,
most vertices in V1 are such that for all 2 ≤ i < j ≤ k their neighbourhoods in Vi and Vj again
form ε′-regular pairs, for an ε′ slightly larger than ε. Using this property it is an easy exercise
to show that the graph induced by the pairs (Vi, Vj) contains every fixed k-chromatic graph
provided the sets Vi are sufficiently large, and ε is sufficiently small compared to the densities of
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the edges between the partition classes. This fact has become known as the embedding lemma;
for more details, see, for example, [20, 21]. An old paper containing a result the proof of which
is based on the regularity lemma and the embedding lemma is [23] (see Theorem 10.4 in [23];
see also [24]).

For sparse graphs one needs to adapt the concept of regularity because for large enough n ev-
ery bipartite graph with o(n2) edges is ε-regular. It has been noticed (see, e.g., [8], [12], and [18])
how one may do this by taking the vanishing density into account; see also Definition 2.1 for a
definition of this version of regularity. For a large class of graphs, there exists a regularity lemma
[12] with this notion of regularity corresponding to Szemerédi’s regularity lemma . However, a
general, fully satisfactory embedding lemma that would be applicable to this modified concept
of regularity has not yet been found.

Note that the argument sketched above proving the embedding lemma in the dense case relied
on the fact that the neighbourhoods of most vertices again form ε-regular pairs. This is no longer
true in the sparse case. In fact, counterexamples show that straightforward generalisations of the
embedding lemma cannot hold deterministically for sparse graphs. In [16], Kohayakawa,  Luczak,
and Rödl formulated a probabilistic version of the embedding lemma that, if true, would, for
example, completely solve the Turán problem for random graphs (see Section 5.1 for details.)

In this paper we explore how the neighbourhoods of vertices behave in the sparse case. Note
that in sparse graphs we expect that the neighbourhoods of most vertices are only of size o(|Vi|).
To be more precise, we investigate in Section 3 small random subsets of sparse ε-regular bipartite
graphs. Extending ideas from [6, 7], we show in particular that subsets inherit regularity with
very high probability, provided only that their size is bigger than the reciprocal of the density
of the given ε-regular graphs. The methods and results in this paper may be used to strengthen
some of the main results in [17]; for instance, one may prove versions of Theorems 20 and 21
of [17] with weaker density hypotheses.

As a relatively easy application of our results, we show in Section 4 that graphs that have
high-chromatic number after the removal of a small but arbitrary positive fraction of their edge
set contain a small witness for the fact of their having high chromatic number, provided that
they satisfy a natural technical condition. Our result gives even a sharp estimate for the size of
these witnesses.

In Section 5 we prove the conjectured embedding lemma that was mentioned above in case
we are concerned with cycles to illustrate our belief that the results and methods presented here
will help in proving the embedding lemma for sparse graphs in general. We also point out some
implications of this result concerning (a) the number of sparse graphs without cycles of a given
length and (b) the structure of almost all sparse graphs without odd cycles of a given length.

2 Preliminaries

For a graph G = (V,E) and sets V1, V2 ⊆ V , we denote by E(V1, V2) the set of all edges with
one endpoint in V1 and one endpoint in V2.

Definition 2.1 Let 0 < ε, p ≤ 1. A bipartite graph B = (V1 ∪ V2, E) with density d =
|E|/(|V1||V2|) is called (ε, p)-regular if for all V ′

1 ⊆ V1 and V ′
2 ⊆ V2 with |V ′

1 | ≥ ε|V1| and
|V ′

2 | ≥ ε|V2|, we have ∣∣∣∣ |E(V ′
1 , V

′
2)|

|V ′
1 ||V ′

2 |
− d

∣∣∣∣ ≤ εp.

Moreover, B is called (ε)-regular if it is (ε, d)-regular.
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We use the notation (ε)-regular to distinguish it from the classical definition of ε-regularity
which is (ε, 1)-regularity in our notation.

Often we only need a lower bound on the number of edges between two sets and not as in
the (ε, p)-regular case, an upper and a lower bound. That is why we introduce the concept of
(ε, p)-lower-regularity.

Definition 2.2 Let 0 < ε, p ≤ 1. A bipartite graph B = (V1∪V2, E) is called (ε, p)-lower-regular
if for all V ′

1 ⊆ V1 and V ′
2 ⊆ V2 with |V ′

1 | ≥ ε|V1| and |V ′
2 | ≥ ε|V2|,

|E(V ′
1 , V

′
2)|

|V ′
1 ||V ′

2 |
≥ (1− ε)p.

One natural choice for p in Definition 2.2 is the density d of the graph B, i.e., p = d. With
this choice of p every (ε)-regular graph is also (ε, p)-lower-regular. Unfortunately, we are not
always able to use this value of p, as we will see later. Observe also that given an (ε, p)-lower-
regular graph on vertex sets V1 and V2, any subset V ′

1 of V1 of size at least α|V1| with α > ε
induces an (ε/α, p)-lower-regular graph. The next lemma is an analogous result for (ε)-regular
graphs.

Lemma 2.3 Let G = (V1 ∪ V2, E) be an (ε)-regular graph of density d. Then any subset V ′
1

of V1 of size at least α|V1| with α > ε > 0 induces together with V2 an (α′)-regular graph with
α′ = max{ε/α, 2ε/(1− ε)}.

Proof Let W ⊆ V ′
1 and V ′

2 ⊆ V2 be such that |W | ≥ α′|V ′
1 | and |V ′

2 | ≥ α′|V2|. It follows that
|W | ≥ ε|V1| and |V ′

2 | ≥ ε|V2| and hence∣∣∣∣ |E(W,V ′
2)|

|W ||V ′
2 |
− |E(V ′

1 , V2)|
|V ′

1 ||V2|

∣∣∣∣ ≤ ∣∣∣∣ |E(W,V ′
2)|

|W ||V ′
2 |
− d

∣∣∣∣+
∣∣∣∣d− |E(V ′

1 , V2)|
|V ′

1 ||V2|

∣∣∣∣
≤ εd + εd ≤ 2ε

1− ε

|E(V ′
1 , V2)|

|V ′
1 ||V2|

.

�

Even though the definitions of (ε)-regular and (ε, p)-lower-regular graphs concern only sets
of linear size it is well-known that it is possible to derive bounds on the degree of nearly all
vertices. For completeness, we will state and prove this fact in the next lemma. To state the
lemma, we need some more notation: For a vertex v, we denote by Γ(v) the set of all vertices
adjacent to v, and for a set C we denote

⋃
v∈C Γ(v) by Γ(C).

Lemma 2.4 Let G = (V1 ∪ V2, E) be an (ε, p)-lower-regular graph, and let V ′
2 ⊆ V2 satisfy

|V ′
2 | ≥ ε|V2|. Then all but at most ε|V1| vertices v ∈ V1 satisfy

|Γ(v) ∩ V ′
2 | ≥ (1− ε)p|V ′

2 |. (1)

Proof Let V ′
1 consist of all vertices for which equation (1) does not hold. Assume that |V ′

1 | >
ε|V1|, then

|E(V ′
1 , V

′
2)| < (1− ε)p|V ′

1 ||V ′
2 |,

which contradicts the assumption that G is (ε, p)-lower-regular. �

In the case of (ε)-regular graphs one can show with essentially the same proof that the degree
of most vertices is also bounded from above.
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Lemma 2.5 Let G = (V1∪V2, E) be an (ε)-regular graph with density d, and let V ′
2 ⊆ V2 satisfy

|V ′
2 | ≥ ε|V2|. Then at most 2ε|V1| vertices v ∈ V1 do not satisfy

(1− ε)d|V ′
2 | ≤ |Γ(v) ∩ V ′

2 | ≤ (1 + ε)d|V ′
2 |.

3 Covers, supercovers, and the hereditary property of regularity

3.1 Very small sets, covers, and supercovers

As we have seen in Lemma 2.4, most vertices in V1 of an (ε, d)-lower-regular graph G =
(V1 ∪ V2, E) have a neighbourhood of size at least (1 − ε)|E|/|V1|. If we consider pairs of
vertices of V1 and if |E|/|V1| is negligible compared to |V2|, then we expect that the union of
the neighbourhoods of most such pairs is only a little less than 2|E|/|V1|. More generally, as
long as we do not take too many vertices, their neighbourhoods should be of size about |E|/|V1|
each, and should not overlap much. The following lemma makes this precise. We remark that
Lemma 3.1 will be used only later, in Section 5. (At first sight, the reader might find it curious
that, in Lemma 5 below, the parameter c needs to satisfy c ≥ c̃ only, but we impose an upper
bound for c̃. This is readily explained by the fact that inequality (2) is given in terms of c̃.)

Lemma 3.1 For all β, ν > 0, there exists ε0 = ε0(β, ν) > 0 such that for all ε ≤ ε0, p > 0, and
all c̃ ≤ ν/(3p), every (ε, p)-lower-regular graph G(V1 ∪ V2, E) satisfies that, for any c ≥ c̃, the
number of sets C of cardinality c with

|Γ(C)| ≥ (1− ν)c̃p|V2| (2)

is at least

(1− βc)
(
|V1|
c

)
.

Proof Let C be a set with |Γ(C)| < (1 − ν)c̃p|V2|. Consider a subset C ′ ⊆ C of maximal
cardinality that satisfies

|Γ(C ′)| ≥
(

1− ν

2

)
|C ′|p|V2|.

Clearly |C ′| ≤ (1− ν/2)c̃ since otherwise

|Γ(C)| ≥ |Γ(C ′)| ≥
(

1− ν

2

)(
1− ν

2

)
c̃p|V2| ≥ (1− ν)c̃p|V2|.

By the choice of C and since c̃ ≤ ν/(3p), we have

|Γ(C ′)| ≤ |Γ(C)| < (1− ν)
ν

3p
p|V2| ≤

ν

3
|V2|

and therefore
|V2 \ Γ(C ′)| ≥

(
1− ν

3

)
|V2|.

Let ε < ν/6. By the maximality of C ′ all vertices v ∈ C \ C ′ must satisfy

|Γ(v) \ Γ(C ′)| ≤
(

1− ν

2

)
p|V2| ≤ (1− ε)

(
1− ν

3

)
p|V2| ≤ (1− ε)p|V2 \ Γ(C ′)|,
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but since |V2 \Γ(C ′)| ≥ ε|V2|, there are at most ε|V1| such vertices v in V1 by Lemma 2.4. Hence
there are at most∑

c′≤(1−ν/2)c̃

(
|V1|
c′

)(
dε|V1|e
c− c′

)
(3)

≤
∑

c′≤(1−ν/2)c̃

(
|V1|
c′

)
(2ε)c−c′

(
|V1|

c− c′

)
(4)

≤
(

1− ν

2

)
c · (2ε)

νc
2 4c

(
|V1|
c

)
≤ βc

(
|V1|
c

)
sets of size c ≥ c̃ with |Γ(C)| < (1− ν)c̃p|V2| for sufficiently small ε. In the last calculation we
used that for 0 ≤ x ≤ 1, (

xa

b

)
≤ xb

(
a

b

)
(3)

and for all a, b, c with a ≥ c > b, (
a

b

)(
a

c− b

)
≤ 4c

(
a

c

)
. (4)

�

In the previous lemma, we have seen that sets of size much smaller than 1/p have a neigh-
bourhood of roughly their size multiplied by p|V2|. For larger sets that cannot be true since if a
set has size c > 1/p then cp|V2| > |V2|. However, for such larger sets C, we typically expect that
most vertices of V2 will have more than one neighbour in C (in fact, we expect most vertices
in V2 to be adjacent to some p-proportion of C). This is what we shall show next by extending
ideas from [6, 7].

Definition 3.2 Let G = (V1 ∪ V2, E) be a bipartite graph. For ν > 0 and D ≥ 0, a set C ⊆ V1

is called a (ν, D)-cover of V2 if at least (1 − ν)|V2| vertices of V2 have degree at least (1 − ν)D
into C.

Lemma 3.3 For all β, ν > 0, there exists D = D(ν) and ε0 = ε0(ν, β) > 0 such that for all
0 < ε ≤ ε0 and all 0 < p < 1, every (ε, p)-lower-regular graph G = (V1 ∪ V2, E) satisfies that the
number of sets C ⊆ V1 of size c = dD/pe that are (ν, cp)-covers of V2 is at least

(1− βc)
(
|V1|
c

)
.

Proof Let ε and D satisfy ε ≤ ν/2, D ≥ 6/ν, (5), and (10) below.
Let G = (V1 ∪ V2, E) be an (ε, p)-lower-regular graph. If c ≥ |V1|/2 then by Lemma 2.4 at

least (1− ε)|V2| ≥ (1− ν)|V2| vertices v ∈ V2 satisfy

(1− ν)cp ≤ (1− ε)cp ≤ |Γ(v) ∩ C|.

So assume c < |V1|/2. We generate a set C of size c = dD/pe by randomly picking its
elements one at a time. At each step t we call some vertices useful. If a useful vertex is picked,
we call it good and declare some of its edges relevant. For t = 1, 2, 3, . . . , c and i = 0, 1, . . . D,
let G(t, i) ⊆ V2 be the set of all vertices that are incident to i relevant edges after t vertices
have been selected, and let g(t, i) = |G(t, i)|. A vertex in V1 is useful at time t + 1 if it has at
least (1− ε)pg(t, i) neighbours in each G(t, i) with g(t, i) ≥ ε|V2|. If a useful vertex is selected,
we arbitrarily choose d(1− ε)pg(t, i)e of its edges into G(t, i) for each G(t, i) with g(t, i) ≥ ε|V2|
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and declare them relevant. Observe that at the beginning all vertices of V1 with degree at least
(1− ε)p|V2| are useful, and that we only keep track of vertices in V2 which might have less than
D selected vertices in their neighbourhood.

At any time t, we only consider degrees into D+1 sets to determine the set of useful vertices.
By Lemma 2.4 for any G(t, i) with g(t, i) ≥ ε|V2|, there are at most ε|V1| vertices in V1 that do
not have at least (1− ε)pg(t, i) neighbours in G(t, i). Thus at each time step there are at most
(D + 1)ε|V1| vertices that are not useful. Since we select the vertices from a set of size at least
|V1| − t ≥ |V1|/2, the probability that C contains at least νc/2 vertices that are not good is at
most (

c

dνc/2e

)(
(D + 1)ε|V1|
|V1| − c

)d νc
2
e
≤ 2c ((D + 1)2ε)d

ν
2
ce ≤ βc. (5)

It remains to show that if we select b(1− ν/2)cc good vertices, then we have a (ν, D)-cover.
This then implies that an (unordered) set only fails to be a (ν, D)-cover if all c! orders contain
less than b(1− ν/2)cc good vertices. Since there are at most βcn!/(n− c)! such orders there are
at most βc

(
n
c

)
sets that are not (ν, D)-covers.

Since selected vertices that are not good do not affect the sets G(t, i) for any t or i, we may
ignore these time steps and assume that we have selected t good vertices at time t. For a good
vertex v ∈ C, let Γ̃(v) ⊆ Γ(v) denote the set of all vertices u ∈ V2 that are connected to v by a
relevant edge. Let n = |V2|. Consider the sets G(t, i) for t = 0, 1, 2, . . . , c and i = 0, . . . , D. At
time t ≥ 1 we add a good vertex v, so in particular if g(t− 1, i) ≥ εn, then the vertex v satisfies

(1− ε)pg(t− 1, i) = |Γ̃(v) ∩G(t− 1, i)|,

and if g(t− 1, i) < εn, then v satisfies

0 = |Γ̃(v) ∩G(t− 1, i)|.

Hence the following inequality is always satisfied:

pg(t− 1, i)− εpn ≤ |Γ̃(v) ∩G(t− 1, i)| ≤ pg(t− 1, i). (6)

At step t = 0 there are no good vertices and hence all vertices in V2 have 0 good neighbours,
i.e., G(0, 0) = V2 , g(0, 0) = n. At step t ≥ 1 the (good) vertex v is added, and we have

G(t, 0) = G(t− 1, 0) \ Γ̃(v)

and hence, by (6),
g(t, 0) = g(t− 1, 0)(1− p) + f(t, 0),

where |f(t, 0)| ≤ εpn. Now consider i = 1, . . . , D. If t < i, we clearly have g(t, i) = 0, so let
t ≥ i. Observe that when we add the good vertex v at time t, we have

G(t, i) = (G(t− 1, i) \ Γ̃(v)) ∪ (G(t− 1, i− 1) ∩ Γ̃(v)).

Hence, by (6),
g(t, i) = g(t− 1, i− 1)p + g(t− 1, i)(1− p) + f(t, i)

where |f(t, i)| ≤ 2εpn. Summarizing, we have to solve the following recursion:

g(0, 0) = n

g(t,−1) = 0 t ≥ 0
g(t, i) = 0 t < i

g(t, i) = g(t− 1, i− 1)p + g(t− 1, i)(1− p) + f(t, i) t ≥ i ≥ 0
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where f(t, i) satisfies |f(t, i)| ≤ 2εpn for all i = 0, . . . , D and t ≥ i.
We claim that ∣∣∣∣g(t, i)− n

(
t

i

)
pi(1− p)t−i

∣∣∣∣ ≤ 2tεpn. (7)

for all −1 ≤ i ≤ D and all t ≥ 0. We prove the claim by induction on t. It is easily verified that
the claim is true for g(0, 0), g(t,−1) for all t ≥ 0, and g(t, i) if 0 ≤ t < i ≤ D. So assume the
claim is true for t− 1 ≥ 0 and all −1 ≤ i ≤ D. Note that for t ≥ i,

n

(
t− 1
i− 1

)
pi−1(1− p)t−ip + n

(
t− 1

i

)
pi(1− p)t−i−1(1− p) = n

(
t

i

)
pi(1− p)t−i

and hence the recursion yields∣∣∣∣g(t, i)− n

(
t

i

)
pi(1− p)t−i

∣∣∣∣ ≤ ∣∣∣|2(t− 1)εpn|p + |2(t− 1)εpn|(1− p) + f(t, i)
∣∣∣ ≤ 2tεpn.

Let t0 = b(1− ν/2)cc. We shall show that

(1−ν)cp∑
i=0

g(t0, i) ≤ ν|V2|,

which implies that C is a (ν, cp)-cover since adding edges (like non-relevant ones, or edges incident
to vertices that are not good) does not affect a (ν, cp)-cover. Since g(t0, i)/n has roughly binomial
distribution, we want to use Chernoff’s inequality to give a bound on the number of vertices
in V2 with degree at most (1− ν)cp ≤ (1− ν/3)t0p. For the last inequality, observe that

t0 =
⌊(

1− ν

2

)
c
⌋
≥
(

1− ν

2
− c−1

)
c ≥

(
1− 2ν

3

)
c (8)

for D ≥ 6/ν. Observe also that

t0p ≤
(

1− ν

2

)
cp =

(
1− ν

2

)⌈D

p

⌉
p ≤

(
1− ν

2

)
D + p ≤ D (9)

for D ≥ 2/ν. Hence using Chernoff’s inequality (which says that for a binomially distributed
variable with parameters n and p the probability that it is less than (1 − δ)np is at most
exp(−δ2np/2); see for example [11]) we obtain

(1−ν)cp∑
i=0

g(t0, i) ≤
(1−ν/3)t0p∑

i=0

g(t0, i)

≤ n

(1−ν/3)t0p∑
i=0

(
t0
i

)
pi(1− p)t0−i

+
(

1− ν

3

)
t0p · 2t0εpn

≤ ne−
ν2

18
(1−2ν/3)D + 2D2εn ≤ νn, (10)

by (8) and (9) and the fact that c = dD/pe ≥ D/p. �

The previous lemma tells us that in an (ε, p)-lower-regular graph G = (V1 ∪V2, E) most sets
in V1 of size c = dDp−1e cover a large part of V2 roughly cp times. Later we want to consider
subsets of sets and want to ensure that these subsets still cover a large part of V2. The lemma
following the next definition helps us to do so.
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Definition 3.4 A set S ⊆ V1 is called a (ν, D, c)-supercover of the set V2 if every subset S′ ⊆ S
of size |S′| = c is a (ν, D)-cover.

Lemma 3.5 For all β, ν > 0 there exist D = D(ν) and ε0 = ε0(ν, β) > 0 such that for any
0 < ε ≤ ε0 and any 0 < p < 1, every (ε, p)-lower-regular graph G = (V1 ∪ V2, E) is such that,
for any s ≤ ν−1c where c = dD/pe, the number of (ν, cp, c)-supercovers S ⊆ V1 of V2 of size s is
at least

(1− βs)
(
|V1|
s

)
.

Proof Let S ⊆ V1 be a set of size s that is not a (ν, D, dD/pe)-supercover of V2. By definition
it must contain a set of size c = dD/pe that is not a (ν, D)-cover. By Lemma 3.3 applied with
ν and β ← (β/4)1/ν there exist at most (

β

4

) c
ν
(
|V1|
c

)
such sets for appropriate values of D = D(ν) and ε0(ν, β). Hence the number of sets that are
not (ν, D, dD/pe)-supercovers can be bounded from above by(

β

4

) c
ν
(
|V1|
c

)(
|V1| − c

s− c

)
(3)(4)

≤
(

β

4

)s

4s

(
|V1|
s

)
,

and the result follows. �

3.2 The main results

We have now arrived at our first main result.

Theorem 3.6 For 0 < β, ε′ < 1, there exist ε0 = ε0(β, ε′) > 0 and C = C(ε′) such that for any
0 < ε ≤ ε0 and 0 < p < 1, every (ε, p)-lower-regular graph G = (V1 ∪ V2, E) satisfies that, for
every q ≥ Cp−1, the number of sets Q ⊆ V1 of cardinality q that form an (ε′, p)-lower-regular
graph with V2 is at least

(1− βq)
(
|V1|
q

)
.

Proof If q ≥ |V1|/2, then the lemma is true for all ε ≤ ε′/2 since in this case the graph is
(2ε, p)-lower-regular. So assume that q < |V1|/2. Choose ν in such a way that

ν ≤ (ε′)3

12

and let D = D(ν) be as in Lemma 3.5. Set c = dD/pe, s = bν−1cc, and t = bq/sc. We shall
prove Theorem 3.6 for C = ν−2(D + 1) and for ε0 that is the minimum of ε′/2 and ε0 as in
Lemma 3.5 applied with ν and β ← (β/2)2/ν . Observe that C = ν−2(D + 1) implies

q ≥ C

p
=

ν−2(D + 1)
p

≥ ν−2D + pν−2

p
= ν−2

(
D

p
+ 1
)
≥ ν−2c ≥ ν−1s.

We want to show that the number of sets in V1 of size q that do not contain at least b(1 −
ν)tc = t − dνte disjoint sets of size s that are (ν, cp, c)-supercovers is very small. We shall
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first count the number of ways to select a (t + 1)-tuple (T1, . . . , Tt+1) of disjoint sets such that
|T1| = . . . = |Tt| = s, |Tt+1| = q − ts and at least dνte of the sets of size s are no (ν, cp, c)-
supercovers. Since q ≤ |V1|/2, the graph induced by V1 without the sets already chosen is still
(2ε, p)-regular, and therefore by Lemma 3.5 applied with ν and β ← (β/2)2/ν the number of
ways to choose at least dνte sets of size s that are not (ν, cp, c)-supercovers is at most(

t

dνte

)((
β

2

)2s/ν
)dνte(t−1∏

i=0

(
|V1| − is

s

))(
|V1| − ts

q − ts

)
≤ 2q

(
β

2

)q q!
(s!)t(q − st)!

(
|V1|
q

)
= βq q!

(s!)t(q − st)!

(
|V1|
q

)
.

Consider the q!/(s!)t(q − st)! tuples (T1, . . . , Tt+1) that have the same underlying vertex set Q.
If one of the tuples has at least b(1 − ν)tc sets of size s that are (ν, cp, c)-supercovers, then Q
clearly contains b(1 − ν)tc disjoint (ν, cp, c)-supercovers. Hence all the tuples have to have at
least dνte sets of size s that are not (ν, cp, c)-supercovers if Q does not contain b(1−ν)tc disjoint
(ν, cp, c)-supercovers. Thus there are at most

βq

(
|V1|
q

)
sets that do not contain b(1− ν)tc disjoint (ν, cp, c)-supercovers.

It thus remains to show that if Q can be partitioned into sets Q = S0 ∪
⋃

Si such that
the sets Si, i ≥ 1, are pairwise disjoint (ν, cp, c)-supercovers of size |Si| = s and such that
|S0| ≤ dνtes + s ≤ νq + 2s, then Q forms an (ε′, p)-lower-regular graph. We therefore fix such a
partition Q = S0 ∪

⋃
Si and proceed to show that Q gives an (ε′, p)-lower-regular graph. Note

that by our choice of C = ν−2(D + 1) we have q ≥ Cp−1 ≥ ν−1s, which implies that |S0| ≤ 3νq.
Let Q′ ⊆ Q and V ′

2 ⊆ V2 be sets such that |Q′| ≥ ε′|Q| and |V ′
2 | ≥ ε′|V2|. For each i ≥ 1,

partition Q′ ∩ Si into as many sets of size c as possible. That is, let Q′ ∩ Si = Ci,0 ∪
⋃

j≥1 Ci,j

be an (arbitrary) partition such that |Ci,0| < c and |Ci,j | = c for j ≥ 1. Observe that∣∣∣Q′ \
⋃
i≥1

⋃
j≥1

Ci,j

∣∣∣ ≤ |S0|+
∑
i≥1

|Ci,0| ≤ 3νq +
⌊q

s

⌋
· c ≤ 5ν|Q| ≤ 5ν

ε′
|Q′|

as q/s = q/bν−1cc ≤ 2q/ν−1c with room to spare. Hence∣∣∣ ⋃
i≥1

⋃
j≥1

Ci,j

∣∣∣ ≥ (1− 5ν

ε′

)
|Q′|.

By the definition of a (ν, cp, c)-supercover, the sets Ci,j are (ν, cp)-covers and hence

|E(Ci,j , V
′
2)| ≥ (|V ′

2 | − ν|V2|)(1− ν)cp ≥
(

1− ν

ε′

)
(1− ν)cp|V ′

2 |.

for all Ci,j with j ≥ 1. Therefore (and because ν ≤ (ε′)3/12) we obtain

|E(Q′, V ′
2)| ≥

∑
i,j≥1

|E(Ci,j , V
′
2)| ≥

(
1− 5ν

ε′

)
|Q′|
c

(
1− ν

ε′

)
(1− ν)cp|V ′

2 |

≥
(

1− 7ν

ε′
− 5ν3

(ε′)2

)
p|Q′||V ′

2 | ≥ (1− ε′)p|Q′||V ′
2 |.

9
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Theorem 3.6 tells us that lower-regularity is hereditary. Our next result shows that regularity
is also hereditary, although the statement we prove is slightly more complicated, namely, we have
to remove some vertices from the sets Q ⊆ V1 before we can claim that they typically form a
regular pair together with V2. In Section 3.3 we shall show that this complication is indeed
necessary.

Theorem 3.7 For 0 < β, ε′ < 1, there exist ε0 = ε0(β, ε′) > 0 and C = C(ε′) such that, for
any 0 < ε ≤ ε0, the following holds. Suppose G = (V1 ∪ V2, E) is an (ε)-regular graph and
suppose q ≥ Cd−1, where d is the density of G. Then the number of sets Q ⊆ V1 of size q
that contain a set Q̃ of size at least (1 − ε′)|Q| forming an (ε′)-regular graph with V2 and with
density d′ satisfying (1− ε)d ≤ d′ ≤ (1 + ε)d is at least

(1− βq)
(
|V1|
q

)
.

Proof First observe that we may assume that ε′ ≤ 1/2 since if a graph is (1/2)-regular then it
is ε′ regular for all ε′ ≥ 1/2. If q ≥ |V1|/2, then the lemma is true for all ε ≤ ε′/2 since in this
case the graph is say (4ε, p)-regular. So assume that q < |V1|/2. Let

ν =
(ε′)3

33
, (11)

and let
V deg

1 := {v ∈ V1: (1− ε)d|V2| ≤ |Γ(v)| ≤ (1 + ε)d|V2|}.

By Lemma 2.5, |V deg
1 | ≥ (1−2ε)|V1|, and hence the number of sets of size q with at most q−dνqe

vertices of V deg
1 is at most(

2ε|V1|
dνqe

)(
|V1| − dνqe
q − dνqe

)
(3)(4)

≤ (2ε)dνqe4q

(
|V1|
q

)
≤
(

β

2

)q (|V1|
q

)
(12)

for ε sufficiently small.
We now proceed as in the proof of Theorem 3.6. Let p = d. Then G is (ε, p)-lower regular as

observed earlier. Let D = D(ν) be as in Lemma 3.5. We prove the theorem for C = ν−2(D + 1)
and ε0 ≤ ε′/2 such that (12) is satisfied and it is smaller than ε0 from Lemma 3.5 applied with
ν and β ← (β/4)2/ν . Set c = dD/pe, s = bν−1cc, and t = bq/sc. As in the proof of Theorem 3.6
we can show that there are at most

β

2

q(|V1|
q

)
sets Q of size q that do not contain b(1− ν)tc disjoint (ν, cp, c)-supercovers.

It thus remains to show that if |Q ∩ V deg
1 | ≥ q − dνqe and Q can be partitioned into sets

Q = S0 ∪
⋃

Si such that the sets Si, i ≥ 1, are pairwise disjoint (ν, cp, c)-supercovers of size
|Si| = s and such that |S0| ≤ dνtes + s ≤ νq + 2s, then Q ∩ V deg

1 forms an (ε′)-regular graph
with V2. This is what we will show next for any q ≥ ν−1s (which is satisfied if we chose
C = ν−2(D + 1)). Note that q ≥ ν−1s implies that |S0| ≤ 3νq.

Let Q̃ = Q ∩ V deg
1 . Note that since Q̃ ⊆ V deg

1 and d = p, it follows from the definition of
V deg

1 that
(1− ε)p|Q̃||V2| ≤ |E(Q̃, V2)| ≤ (1 + ε)p|Q̃||V2|. (13)
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Let Q′ ⊆ Q̃ and V ′
2 ⊆ V2 be sets such that |Q′| ≥ ε′|Q̃| and |V ′

2 | ≥ ε′|V2|. For each i ≥ 1,
partition Q′ ∩Si into as many sets of size c as possible. That is, as in the proof of Theorem 3.6,
let Q′ ∩ Si = Ci,0 ∪

⋃
j≥1 Ci,j be an (arbitrary) partition such that |Ci,0| < c and |Ci,j | = c for

j ≥ 1. Calculations as in the proof of Theorem 3.6 yield for ε′ ≤ 1/2 (which we may assume, as
observed at the beginning)∣∣∣Q′ \

⋃
i≥1

⋃
j≥1

Ci,j

∣∣∣ ≤ |Q \ Q̃|+ |S0|+
⌊q

s

⌋
c ≤ 2νq + 5νq (14)

≤ 7ν

ε′(1− 2ν)
|Q′| ≤ 14ν

ε′
|Q′|

and hence ∣∣∣ ⋃
i≥1

⋃
j≥1

Ci,j

∣∣∣ ≥ (1− 14ν

ε′

)
|Q′|. (15)

By the definition of a (ν, cp, c)-supercover the Ci,j are (ν, cp)-covers and hence

|E(Ci,j , V
′
2)| ≥ (|V ′

2 | − ν|V2|)(1− ν)cp ≥ (1− ν

ε′
)(1− ν)cp|V ′

2 |. (16)

Since Ci,j ⊆ Q̃ ⊆ V deg
1 , we have

|E(Ci,j , V
′
2)| = |E(Ci,j , V2)| − |E(Ci,j , V2 \ V ′

2)|
≤ (1 + ε)p|V2|c− ((1− ν)|V2| − |V ′

2 |)(1− ν)cp (17)

≤
(

ε + 2ν

ε′
+ 1
)

p|V ′
2 |c

for all Ci,j with j ≥ 1. Therefore (and because ν ≤ (ε′)3/25) we obtain for all ε ≤ ν

|E(Q′, V ′
2)| ≥

∑
i,j≥1

|E(Ci,j , V
′
2)|

(15)(16)

≥
(

1− 14ν

ε′

)
|Q′|
c

(1− ν

ε′
)(1− ν)cp|V ′

2 |

≥
(

1− 30ν

(ε′)2

)
p|Q′||V ′

2 |
ε≤ν
≥
(

1− 31ν

(ε′)2
+ ε− ε′ε

)
p|Q′||V ′

2 |

(11)

≥ (1− ε′)(1 + ε)p|Q′||V ′
2 |

(13)

≥ (1− ε′)
|E(Q̃, V2)|
|Q̃||V2|

|Q′||V ′
2 |.

Moreover,

|E(Q′, V ′
2)| ≤

∣∣∣Q′ \
⋃
i≥1

⋃
j≥1

Ci,j

∣∣∣ · (1 + ε)p|V2|+
∑
i,j≥1

|E(Ci,j , V
′
2)|

(14)(17)

≤ 14ν

ε′
|Q′|(1 + ε)p|V2|+

|Q′|
c

(
ε + 2ν

ε′
+ 1
)

p|V ′
2 |c

ε≤ν≤1
≤

(
1 +

31ν

(ε′)2

)
p|Q′||V ′

2 |
ε≤ν
≤
(

1 +
33ν

(ε′)2
− ε− ε′ε

)
p|Q′||V ′

2 |

(11)

≤ (1 + ε′)(1− ε)p|Q′||V ′
2 |

(13)

≤ (1 + ε′)
|E(Q̃, V2)|
|Q̃||V2|

|Q′||V ′
2 |.

This completes the proof since |E(Q̃, V2)|/|Q̃||V2| is the density of the bipartite graph induced
by Q̃ and V2. �
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Theorem 3.6 deals with subsets Q ⊆ V1 and the bipartite graphs G[Q,V2], induced by Q
and V2. In applications, one may be interested in the subgraphs G[Q1, Q2], induced by sub-
sets Q1 ⊆ V1 and Q2 ⊆ V2. Clearly, one may obtain such ‘two-sided versions’ of Theorems 3.6
and 3.7 by a double application of those results. We now state two corollaries that one may
deduce in this manner.

Corollary 3.8 For 0 < β, ε′ < 1, there exist ε0 = ε0(β, ε′) > 0 and C = C(ε′) such that, for any
0 < ε ≤ ε0 and 0 < p < 1, the following holds. Let G = (V1 ∪ V2, E) be an (ε, p)-lower-regular
graph and suppose q1, q2 ≥ Cp−1. Then the number of pairs (Q1, Q2) with Qi ⊆ Vi and |Qi| = qi

(i = 1, 2) that induce an (ε′, p)-lower-regular graph is at least(
1− βmin{q1,q2}

)(|V1|
q1

)(
|V2|
q2

)
.

Corollary 3.9 For 0 < β, ε′ < 1, there exist ε0 = ε0(β, ε′) > 0 and C = C(ε′) such that, for
any 0 < ε ≤ ε0, the following holds. Suppose G = (V1∪V2, E) is an (ε)-regular graph, let d be the
density of G, and suppose q1, q2 ≥ Cd−1. Let N be the number of pairs (Q1, Q2) with Qi ⊆ Vi

and |Qi| = qi (i = 1, 2) and such that there are Q̃i ⊆ Qi with |Q̃i| ≥ (1 − ε′)|Qi| for which we
have

(i) G′ = G[Q̃1, Q̃2] is (ε′)-regular,

(ii) the density d′ of G′ satisfies (1− ε′)d ≤ d′ ≤ (1 + ε′)d.

Then

N ≥
(

1− βmin{q1,q2}
)(|V1|

q1

)(
|V2|
q2

)
.

3.3 Why subsets in Theorem 3.7?

It would be nicer if in Theorem 3.7 the whole set Q would induce an (ε′)-regular pair with V2,
and we did not have to consider a subset Q̃ ⊆ Q. In this section we shall see that such a
strengthening of Theorem 3.7 is not true in general.

With the next two claims one can show that there are (ε)-regular graphs G = (V1 ∪ V2, E)
with |V1| = |V2| = n such that the probability that a subset Q of V1 of sufficient size contains a
subset Q′ of, say, half the size with |E(Q′, V2)| ≤ |E(Q,V2)|/ log n is at least (1/(2e))|Q|. This
shows that we have to take subsets in Theorem 3.7 since the set Q′ does not satisfy the regularity
constraint for any ε′ if n is sufficiently large. We state the claims in a somewhat more general
form than needed to construct the counterexample above. If one sets for example m ∼ n

√
n and

q ∼
√

n, one obtains the desired result.

Claim 3.10 For a sufficiently large integer n and any integral m with n � m � n2, there
exists an (ε)-regular graph G = (V1 ∪ V2, E) with |V1| = |V2| = n and |E| = m such that at least
b(ε2/2)m/nc vertices of V1 have degree n.

Proof Let r = b(ε2/2)m/nc, and let G̃ = (Ṽ1 ∪ V2, Ẽ) be an (ε/4)-regular graph with |Ṽ1| =
n− r, |V2| = n and |Ẽ| = m− rn. Then the graph obtained by adding r vertices of degree n to
Ṽ1 to get V1 satisfies the required conditions as we will show next. Let V ′

1 ⊆ V1 and V ′
2 ⊆ V2

satisfy |V ′
1 | ≥ ε|V1| and |V ′

2 | ≥ ε|V2|. Let x := |V ′
1 \ Ṽ1|. Then |V ′

1 | − x ≥ (ε/4)|V1| and hence

|E(V ′
1 , V

′
2)| ≥ (1− ε

4
)(m− rn)

(|V ′
1 | − x)||V ′

2 |
|Ṽ1||V2|

+ x|V ′
2 |

≥ (1− ε

4
)(m− rn)

|V ′
1 ||V ′

2 |
|V1||V2|

≥ (1− ε)m
|V ′

1 ||V ′
2 |

|V1||V2|
,
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and

|E(V ′
1 , V

′
2)| ≤ (1 +

ε

4
)(m− rn)

(|V ′
1 | − x)||V ′

2 |
|Ṽ1||V2|

+ x|V ′
2 |

≤ (1 +
ε

4
)m
|V ′

1 ||V ′
2 |

|V1||V2|
|V1|
|Ṽ1|

+
ε2m

2n
|V ′

2 |

≤ (1 +
ε

2
)m
|V ′

1 ||V ′
2 |

|V1||V2|
+

ε

2
m
|V ′

1 ||V ′
2 |

|V1||V2|

≤ (1 + ε)m
|V ′

1 ||V ′
2 |

|V1||V2|

for n sufficiently large since |V1|/|Ṽ1| tends to 1 as n tends to infinity. �

Claim 3.11 Let ε, ε′ > 0, and let G = (V1 ∪ V2, E) be an (ε)-regular graph with |V1| = |V2| = n
and |E| = m such that at least b(ε2/2)m/nc vertices of V1 have degree n. If m ≥ (4/ε2)n,
m ≤ (1 − ε′)n2/((1 + ε) log n) and log n � q ≤ (ε2m/4) log n, then the number of subsets Q of
V1 of size q that are not (ε′, |E(Q,V2)|/(|Q||V2|))-lower-regular is at least(

1
2e

)q (n

q

)
. (18)

Proof We first show that the number of sets in V1 of size q with more than q/ log n vertices
of degree n and more than ε′q vertices of degree smaller than (1 + ε)m/n is at least as given in
(18). We then prove that such sets are not (ε′, |E(Q,V2)|/(|Q||V2|))-lower-regular.

We choose the vertices one by one. The probability that the first dq/ log ne vertices have
degree n is bigger than (

ε2m/2n− q/ log n

n

) q
log n

≥
(

ε2m

4n2

) q
log n

.

Since the graph G is (ε)-regular, at most εn ≤ n/2 vertices have degree bigger than (1 + ε)m/n
and hence the probability that the next ε′q vertices have degree less than (1 + ε)m/n is at least
(1/2)q. In summary the probability is bigger than( εm

2n2

) q
log n

(
1
2

)q

≥
(

1
n

) q
log n

(
1
2

)q

≥
(

1
2e

)q

.

By considering q/ log n vertices of degree n, one obtains

|E(Q,V2)| ≥ n
q

log n

but for a set Q′ consisting of ε′q vertices of degree smaller than (1 + ε)m/n, we have

|E(Q′, V2)| ≤ ε′q(1 + ε)
m

n
≤ (1− ε′)

|E(Q,V2)|
|Q||V2|

|Q′||V2|.

�

This example also shows that it is necessary to have the parameter p in Theorem 3.6. Of
course it would be nice if we could avoid the parameter, that is, if we could use the density of the
original (ε, p)-lower-regular graph and later the density of the graph induced by the subset. The
previous example shows that this is impossible since if we chose p = |E(Q,V2)|/(|Q||V2|) then
|E(Q′, V2)| should be bigger than (1− ε′)|E(Q,V2)|/2 and not smaller than |E(Q,V2)|/ log n.
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4 Witnesses for high chromatic numbers

Suppose a graph G has chromatic number at least k and, moreover, the chromatic number of
any subgraph of G obtained by the omission of an ε-proportion of its edges is also at least k.
In this section, we shall show that, then, under certain technical conditions, there must be a
small subgraph G′ of G with χ(G′) ≥ k. Note that G′ may be thought of as a witness to the
fact that χ(G) ≥ k. This result was established for dense graphs in [2] (with no extra technical
conditions). Here we prove it for a large class of sparse graphs, defined as follows.

Definition 4.1 A graph G = (V,E) is called (η, b, p)-upper-uniform if for any two disjoint sets
U,W ⊆ V with |U |, |W | ≥ η|V |, we have

|E(U,W )|
p|U ||W |

≤ b.

The prime examples for (η, b, p)-upper-uniform graphs are subgraphs of the random graph
Gn,p (the graph on n vertices where each of the

(
n
2

)
possible edges is chosen with probability p,

independently of all the other edges). Indeed, it suffices to notice that, using well-known Chernoff
bounds (see for example [11]), one can easily verify that Gn,p is (η, (1 + η), p)-upper-uniform for
any fixed η > 0 a.a.s. (that is, with probability tending to one as n tends to infinity).

Theorem 4.2 For all b, k, ε > 0, there exist η = η(b, k, ε) > 0, n0 = n0(b, k, ε), and f =
f(b, k, ε) such that for all 0 < p < 1 the following holds. Let G be an (η, b, p)-upper-uniform
graph with n ≥ n0 vertices and m edges such that for every subgraph H of G with at least
m − εpn2 edges, the chromatic number of H satisfies χ(H) ≥ k. Then there exists a subgraph
J ⊆ G of at most f/p vertices with χ(J) ≥ k.

The proof is similar to the proof of the corresponding statement for dense graphs, which can
be found in [2]. We only give a sketch of the proof.

Proof Let ε′ = 1/k > 0 and let β = 1/2. Let ε′′ > 0 be such that ε′′ ≤ ε0(β, ε0(β, ε′)), where
ε0 is defined as in Theorem 3.7. Choose α > 0 such that 3ε′′αb + α ≤ ε. Note that α only
depends on b, k, and ε.

We first apply Szemerédi’s regularity lemma for sparse (η, b, p)-upper-uniform graphs —see
for example [12]— with m0 = 1/(αε′′) and αε′′ to obtain a partition V1, . . . , Vl of the vertex set
into a constant number l = l(αε′′,m0) of sets each of size either bn/lc or dn/le. After removing
at most εpn2 edges we obtain a graph H which consists of l independent sets each of size bn/lc or
dn/le and there is an (ε′′, αp)-regular graph between any pair of independent sets that is either
empty or has density at least αp. By the hypothesis of the theorem, we have χ(H) ≥ k. Now,
let f(b, k, ε) be such that q = f(b, k, ε)/p satisfies βq

(
l
2

)
< 1, and f(b, k, ε) ≥ C(ε′) where C is

the function of Theorem 3.7. It follows from Theorem 3.7 applied with β = 1/2 and ε′ that for
i = 1, . . . , l there exists a set Qi of size q in partition class Vi such that Q1, . . . , Ql are pairwise
(ε′)-regular with approximately the original density. So in particular the density between Qi

and Qj is still greater than 0 if the density between Vi and Vj was greater than 0. Let J be the
graph induced by the sets Q1, . . . , Ql. It remains to show that χ(J) ≥ k.

Assume that χ(J) < k, and consider a colouring of J with χ(J) colours. We show that we
can extend the colouring of J to a colouring of H with χ(J) colours, which contradicts the fact
that χ(H) ≥ k. For i = 1, . . . , l, let ci be the colour that is most frequently used for the vertices
in the set Qi, and let Ci ⊆ Qi be the set of vertices that are coloured with colour ci. Note that
|Ci| ≥ q/k ≥ ε′|Qi|. Since the sets Qi are pairwise (ε′)-regular, it follows that there is an edge
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between Ci and Cj whenever there is a graph of density at least αp between the partition classes
i and j of H. Since there are no edges between the other partition classes, we can colour H
by assigning colour ci to the entire partition class i. This yields a proper colouring of H with
χ(J) < k colours, which is impossible since χ(H) ≥ k. �

One can show that for fixed k, there exists a ν > 0 such that the random graph Gn,p with
p = C/n for appropriate C = C(k) has a.a.s. the following property: any subgraph of Gn,p with
(1 − ν)p

(
n
2

)
edges has chromatic number at least k, but any subgraph of Gn,p on at most ν/p

vertices has chromatic number smaller than k. Hence in this case a.a.s. one cannot find a witness
for the fact that Gn,p has chromatic number at least k with o(1/p) vertices.

5 Enumeration and structure of C`-free graphs

In this section we state a conjecture that can be found in [16] concerning a probabilistic embed-
ding lemma and some of its implications. We then prove the conjecture for cycles.

5.1 An enumeration result and its consequences

In this section we are interested in the following classes of graphs. For a fixed graph H, let
G(H,n,m, ε) be the class of graphs that consists of |V (H)| disjoint sets of vertices of size n
each representing a vertex of H, and there is an (ε)-regular graph with m edges between two
partitions whenever the corresponding vertices are adjacent in H, and otherwise there is no edge
between the partitions classes. By F(H,n,m, ε) we denote the set of all graphs in G(H,n,m, ε)
that do not contain a copy of H as a subgraph. The following conjecture states that H-free
graphs form a ‘superexponentially’ small fraction of G(H,n,m, ε); for an excellent introduction
to this line of research, see [11, Chapter 8].

Conjecture 5.1 [16] Let H be a fixed graph. For any β > 0, there exist constants ε0 > 0,
C > 0, n0 > 0 such that

|F(H,n,m, ε)| ≤ βm

(
n2

m

)|E(H)|

for all m ≥ Cn2−1/d2(H), n ≥ n0, and 0 < ε ≤ ε0, where

d2(H) = max
{
|E(F )| − 1
|V (F )| − 2

: F ⊆ H, |F | ≥ 3
}

.

In this section, we shall prove Conjecture 5.1 in the case in which H is a cycle C`. We observe
that a version of this result, with further technical hypotheses, is proved in [13]. However, some
consequences of Theorem 5.2 below, soon to be discussed, are not known to follow from this
weaker result. Finally, we mention that an independent (and much longer) proof of Theorem 5.2
is given in the unpublished diploma thesis of M. Behrisch [1].

Theorem 5.2 Conjecture 5.1 is true for H = C` for any ` ≥ 3.

 Luczak [22] proved that Conjecture 5.1 has interesting consequences, as the following results
show.

Theorem 5.3 [22] Let H be a bipartite graph for which Conjecture 5.1 holds. Then for every
α > 0 there exists c = c(α, H) and n0 such that for n ≥ n0 and m ≥ cn2−1/d2(H) the number of
H-free labelled graphs on n vertices and m edges is bounded from above by αm

((n
2)
m

)
.
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Theorem 5.4 [22] Let H be a graph with χ(H) = h ≥ 3 for which Conjecture 5.1 holds. Then
for every δ > 0 there exists c = c(δ,H) such that the probability that a graph chosen uniformly
at random from the family of all H-free labelled graphs on n vertices and m ≥ cn2−1/d2(H) edges
can be made (h− 1)-partite by removing δm edges tends to one as n tends to infinity.

Theorem 5.5 [22] Let H be a graph with χ(H) = h ≥ 3 for which Conjecture 5.1 holds.
Then, for every ε > 0, there exist c = c(ε, H) and n0 = n0(ε, H) such that for n ≥ n0 and
cn2−1/d2(H) ≤ m ≤ n2/c, a graph G(n, m) drawn uniformly at random from all labelled graphs
on n vertices and m edges satisfies(

h− 2
h− 1

− ε

)m

≤ P (G(n, m) does not contain H ) ≤
(

h− 2
h− 1

+ ε

)m

.

In view of Theorems 5.2–5.5, we have the following results.

(i) For any α > 0 and any k ≥ 2, there is c > 0 and n0 so that the number of C2k-free graphs
with n ≥ n0 vertices and m ≥ cn1+1/(2k−1) edges is at most

αm

((n
2

)
m

)
. (19)

(ii) For every δ > 0 and k ≥ 1 there exists c > 0 for which the following holds. Let G be a
graph chosen uniformly at random from the family of all C2k+1-free labelled graphs on n
vertices and m ≥ cn1+1/(2k) edges. Then with probability tending to 1 as n → ∞, the
graph G can be made bipartite by the removal of at most δm of its edges.

(iii) For every ε > 0 and k ≥ 1 there exist c > 0 and n0 such that for n ≥ n0 and cn1+1/(2k) ≤
m ≤ n2/c, a graph G(n, m) drawn uniformly at random from all labelled graphs on n
vertices and m edges satisfies(

1
2
− ε

)m

≤ P
(
G(n, m) is C2k+1-free

)
≤
(

1
2

+ ε

)m

.

We remark that Füredi [4] proved a bound much stronger than (19) for the case k = 2. For
related results for arbitrary k ≥ 2, see [13, Lemma 17] and [14, Lemma 5].

Before we state one more implication, we introduce some notation and a conjecture. Let
ex(G, H) be the maximal number of edges a subgraph of G may have without containing the
graph H. The study of ex(G, H) when G is the random graph Gn,p has attracted some attention
(see, e.g., [11]) and a natural conjecture on this parameter may be formulated as follows.

Conjecture 5.6 [16] For every non-empty graph H with |V (H)| ≥ 3 a.a.s.

ex(Gn,p,H) ≤
(

1− 1
χ(H)− 1

+ o(1)
)
|E(Gn,p)|

whenever p = p(n)� n−1/d2(H).

Theorem 5.7 [16] If Conjecture 5.1 is true for a non-empty graph H with |V (H)| ≥ 3, then
Conjecture 5.6 is true for H.
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Conjecture 5.6 has been shown to be true in a series of papers for various special cases. It
is now known when H is a cycle of arbitrary length [3, 4, 9, 10], H = K4 is the complete graph
on four vertices [6, 16] or H = K5 [7]. If one only considers denser random graphs, where p is
about the square root of the conjectured value, then the result is also known to be true for all
complete graphs [19, 26], and for d-generate graphs [19, 25].

Conjecture 5.1 is easily verified when H is a forest. It is also known when H is the complete
graph on l-vertices if l = 3 (see [15] and [22]), l = 4 [6] and l = 5 [7]. If one only considers
denser graphs, where p is about the square root of the conjectured value, then the result is also
known to be true for all complete graphs [5].

5.2 Proof of Theorem 5.2

We use the following proof strategy. We first show that in most graphs in G(C`, n,m, ε) most
vertices in V` are connected by a path via V`−1, . . . , V2 to nearly all vertices in V1. Why should
this be true? Since there are m edges between the partition classes, we expect that a vertex
v ∈ V` has a neighbourhood Γ`−1(v) = Γ(v) ∩ V`−1 of size m/n. If the neighbourhoods of
the vertices in Γ`−1(v) were disjoint, then we would expect Γ`−2(Γ`−1(v)) to have size (m/n)2.
Continuing in this way, we want that (m/n)`−1 ≥ n, and this is the case when m ≥ n

`
`−1 .

Of course we cannot hope that every vertex has exactly the expected degree and that the
neighbourhoods of neighbourhoods are disjoint, but we know from Section 3 that almost all
small sets approximately behave as expected.

The proof is actually the other way round, that is, we use Theorem 3.6 to show that almost
all sets of size at least about n2/m (which is smaller than the anticipated size (m/n)`−2 of the
(l − 1)-st neighbourhood of a vertex v if m ≥ n`/(`−1)) in V`−1 have a neighbourhood of size
approximately n in V`. Then we continue to show that almost all sets of size at least about
n3/m2 in V`−2 have a path of length 2 to nearly all vertices in V`, and so on, see Lemma 5.9.
We will use Lemma 5.8 to go from the (k + 1)st level to the kth level. It remains to show in the
proof of Theorem 5.10 that there are only very few graphs that have lots of paths between V1

and Vl but no cycle.

Lemma 5.8 Let c ≥ 1, and let β, δ > 0. Then there exists γ = γ(β, δ) > 0 such that the
following holds. Let V1 be a set of size n1 such that for each q ≥ c at most γq

(
n1

q

)
sets of size

q in V1 are marked. Then there are at most βm
(
n1n2

m

)
bipartite graphs G = (V1

·
∪V2, E) with

|V2| = n2 and m ≥ 2n2 log n1n2 edges such that there exist pairwise disjoint sets W1,W2, . . . ⊆ V2

with
∑

i |Wi| > δn2, and for each i, |Γ(Wi)| ≥ max{|Wi|m/(2n2), c} and Γ(Wi) is a marked set
in V1.

Proof We construct all graphs that satisfy the conditions of the lemma and thereby show
that there are at most βm

(
n1n2

m

)
of them. Firstly, we select pairwise disjoint sets W1,W2, . . ..

There are at most (n2 + 1)n2 ≤ 2m ways to do so, since there are at most n2 sets W1,W2, . . ..
Secondly, for i = 1, 2, . . ., we choose the size di := |Γ(Wi)| ≥ max{|Wi|m/(2n2), c} of the
neighbourhood of the set Wi, and the number of edges mi between V1 and Wi. There are
at most nn2

1 mn2 ≤ 2n2 log n12n2 log n1n2 ≤ 2m ways to do so. Thirdly, for each i = 1, 2 . . ., we
select a marked set of size di in V1, and the edges between Wi and the chosen set. There
are at most γdi

(
n1

di

)(
diwi
mi

)
possibilities to do so, where wi := |Wi|. Finally, we select the edges

between vertices in V1 and those in V2 \
⋃

Wi. There are at most
(n1(n2−w)

m−m̃

)
possibilities where

m̃ =
∑

mi and w = |
⋃

Wi|. Summing up, after we have fixed the sets W1,W2, . . ., the size of
the neighbourhoods of the sets, and the number of edges between Wi and V1, we can construct
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at most (
n1(n2 − w)

m− m̃

)∏
i

γdi

(
n1

di

)(
diwi

mi

)
(20)

bipartite graphs that satisfy the required conditions. It remains to show that (20) is smaller
than

4−me2mγ
δ
2
m

(
n1n2

m

)
since the result then follows by choosing γ ≤ (β/(4e2))2/δ and the fact we noted above that there
are at most 4m possibilities to choose the sets W1,W2, . . ., the size of the neighbourhoods of the
sets, and the number of edges between Wi and V1. To verify that (20) is as small as demanded,
first observe that ∑

i

di ≥
∑

i

|Wi|m
2n2

≥ δ

2
m.

Also, for all integers 0 ≤ k ≤ n, we have (n
k )k ≤

(
n
k

)
≤ ( en

k )k and hence(
n1

di

)(
widi

mi

)
≤

(
en1

di

)di
(

ewidi

mi

)mi

=
(

win1

mi

)mi emi+didmi−di
i

nmi−di
1

≤ e2mi

(
win1

mi

)
.

The inequality now follows from Vandermonde’s identity in the form(
a

x

)(
b

y

)
≤

x+y∑
i=0

(
a

i

)(
b

x + y − i

)
=
(

a + b

x + y

)
. (21)

�

Observe that if all families of disjoint sets Wi that satisfy a certain undesired property satisfy∑
i |Wi| ≤ δn, then we can delete at most δn vertices such that no subset of the remaining vertices

has the undesired property.
Let P`(n, m, ε) be the set of all graphs consisting of ` pairwise disjoint sets V1, . . . , V` of

vertices of size n such that for i = 1, . . . , `− 1, the sets Vi, Vi+1 form an (ε, m/n2)-lower-regular
graph with m edges. We say that a set Q ⊆ V` is (1 − ν)-spanning if |Γ1(Γ2(. . . Γ`−1(Q)))| ≥
(1− ν)n. We call a graph in P`(n, m, ε) expanding with respect to δ, γ, ν, C if it contains a set
X ⊆ V` of size at most δn so that for all q ≥ Cn`/m`−1 at most γq

(
n
q

)
sets of size q in V` \X

are not (1− ν)-spanning.

Lemma 5.9 Let ` ≥ 2 be an integer, and let 0 < β, δ, γ, ν < 1/3. Then there exist an ε0 =
ε0(`, β, δ, γ, ν) > 0 and a constant C = C(`, ν) such that for all 0 < ε ≤ ε0, the number of graphs
in P`(n, m, ε) that are not expanding with respect to δ, γ, ν and C is at most

βm

(
n2

m

)`−1

for all m ≥ 8n log n.
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Proof We shall use induction on `. For ` = 2, the result follows from Theorem 3.6 applied
with β ← β, ε′ ← ν and p ← m/n2, since every (ν, m/n2)-lower-regular graph of size at least
C(ν)n2/m (where C is as in Theorem 3.6) is (1 − ν)-spanning. In this case we can even set
X = ∅.

Now assume that the lemma is true for ` − 1 ≥ 2. Let 0 < β, δ, γ, ν < 1/3 be given. Our
proof strategy is as follows. Using the lemma for ` − 1 and appropriate choices of constants
β′, δ′, γ′, and ν ′, we deduce that there are constants ε′0 and C ′ and many expanding graphs
in P`−1(n, m, ε) with respect to δ′, γ′, ν ′ and C ′ if ε ≤ ε′0. For each such expanding graph in
P`−1(n, m, ε) we apply Lemma 5.8 to deduce that there are only very few extensions between
V`−1 and V` for which the resulting graph in P`(n, m, ε) is not expanding with respect to δ, γ,
ν and an appropriate chosen constant C when ε is sufficiently small.

To be more precise, we intend to apply Lemma 5.8 with β ← (β/4)2 and δ ← δ. For these
constants Lemma 5.8 provides a constant γ, which we henceforth denote by γ′. Having chosen γ′

we now let β′ := β/2, δ′ := δ, ν ′ := ν and apply the induction hypothesis for `− 1 and β′, δ′, γ′,
and ν ′ to deduce that there exist ε′0 and a constant C ′, so that all but

(β′)m

(
n2

m

)`−2

=
(

β

2

)m(n2

m

)`−2

(22)

graphs of P`−1(n, m, ε) are in the set L ⊆ P`−1(n, m, ε) of graphs that are expanding with
respect to δ′, γ′, ν ′, C ′ for all ε ≤ ε′0. In particular, for each graph in L, there exists a set X ′

in V`−1 such that |X ′| ≤ δn and such that for all q ≥ C ′n`−1/m`−2 at most (γ′)q
(
n
q

)
sets of size

q in V`−1 \ X ′ are not (1 − ν)-spanning. Note, that we can assume that |X ′| = δn. For each
graph in L, we apply Lemma 5.8 with β ← β′′ := (β/4)2, δ ← δ, c ← C ′n`−1/m`−2, and with
all sets that are not (1 − ν)-spanning marked, to obtain that there are at most (β′′)m̃

((1−δ)n2

m̃

)
useless extensions, that is, bipartite graphs on (V`−1 \X ′, V`) with m̃ ≥ 4n log n edges that do
not contain a set X ⊆ V` with |X| ≤ δn such that all sets Q ⊆ V` \X that satisfy

|Γ(Q) ∩ (V`−1 \X ′)| ≥ max
{
|Q| m̃

2n
,
Cn`−1

m`−2

}
(23)

are (1− ν)-spanning. Since we want to build an (ε)-regular graph with m edges between V` and
V`−1, and we may assume that ε < 1/4, there are between m and (1− ε)(m/n2)(1− δ)n2 ≥ m/2
edges between V` and a subset of V`−1 of size (1 − δ)n. Hence we only have to consider values
of m̃ with m ≥ m̃ ≥ m/2. Since m/2 ≥ 4n log n it follows from the above that we can build at
most

m∑
m̃=m/2

(β′′)m̃

(
(1− δ)n2

m̃

)(
δn2

m− m̃

)
(21)

≤ m

((
β

4

)2
)m

2 (n2

m

)
≤
(

β

2

)m(n2

m

)
useless extensions between V` and V`−1 starting with a graph of L.

Hence by (22) there are at most

2
(

β

2

)m(n2

m

)`−1

≤ βm

(
n2

m

)`−1

graphs in P`(n, m, ε) such that either the graph induced by V1, . . . , V`−1 is not in L, or this
graph is in L but the extension is useless. (Here we used that there are at most

(
n2

m

)
ways to

build an (ε)-regular graph with m edges between two sets of size n). It remains to show that
there exists an ε0 and a constant C such that for all 0 < ε ≤ ε0 we have counted all graphs in
P`(n, m, ε) that are not expanding.
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To see this, let C := 2C ′ and observe that we only have to show that for each q ≥ Cn`/m`−1

there are at most γq
(
n
q

)
sets Q ⊆ V` \X, |Q| = q, that do not satisfy (23). But this follows from

Lemma 3.1 with ν ← (1− 2δ)/(2(1− δ)), β ← γ if ε is chosen sufficiently small for sets Q of size
q with Cnlml−1 ≤ q ≤ n2/(12m). More precisely, as noted after Definition 2.2 the sets V`−1 \X ′

and V` induce a (2ε, m/n2)-lower-regular graph and thus Lemma 3.1 implies that

|Γ(Q) ∩ (V`−1 \X ′)| ≥
(

1− 1− 2δ

2(1− δ)

)
q

m

n2
|V`−1 \X ′| ≥ 1

2
q
m

n

≥ max
{

1
2
q
m̃

n
,C ′ n

`−1

m`−2

}
for all but at most γq

(
n
q

)
sets Q ⊆ V` \X of size q ≤ n2/(12m). For q ≥ n2/(12m), a set of size q

is only not (1−ν)-spanning if all of its subsets of size at most n2/(12m) are not (1−ν)-spanning.
Hence there are at most γq

(
n
q

)
of those, see for example the proof of Theorem 3.6 where it is

shown that the number of such sets is as small as stated. �

We are now able to prove Conjecture 5.1 when H is a cycle C` of length ` ≥ 3. In fact we
can prove something stronger. Let G̃(C`, n,m, ε) be the set of graphs consisting of ` disjoint
vertex sets V1, . . . , V`, and there is an (ε, m/n2)-lower-regular graph with m edges between
V1, V` and Vi, Vi+1 for all i = 1, . . . , ` − 1. Let F̃(C`, n,m, ε, δ) ⊆ G̃(C`, n,m, ε) be the set
of graphs in G̃(C`, n,m, ε) that contain at least δn vertices in V` that do not lie in at least
(1 − δ)m/n cycles C` each. In particular, all graphs in G̃(C`, n,m, ε) \ F̃(C`, n,m, ε, δ) contain
(1− δ)n · (1− δ)m/n = (1− δ)2m cycles.

Theorem 5.10 Let C` be the cycle of length ` ≥ 3. For all β, δ > 0, there exist constants
ε0 > 0, C > 0, n0 > 0 such that

|F̃(C`, n,m, ε, δ)| ≤ βm

(
n2

m

)`

for all m ≥ Cn
`

`−1 , n ≥ n0, and 0 < ε ≤ ε0.

Proof Choose a constant ν > 0 that satisfies 32νδ2/4 ≤ β. Set δ′ = δ/4 and C = C(`, ν) where
C is defined as in Lemma 5.9. We want to construct all graphs in F̃(C`, n,m, ε, δ) for sufficiently
small ε and thereby show that their number is small. Every graph in F̃(C`, n,m, ε, δ) has either
less than (1− δ′)n (1−ν)-spanning vertices in V`, or it has more than (1− δ′)n such vertices but
at least δ′n (1 − ν)-spanning vertices v ∈ V` have less than (1 − δ)m/n neighbours in V1 that
are connected by a path of length `− 1 via V`−1, . . . , V2.

Since the number of different (ε)-regular graphs between V1 and V` with m edges is at most(
n2

m

)
, we can apply Lemma 5.9 to obtain a bound on the number of graphs we can build on

V1, . . . , V` without creating (1− δ′)n (1− ν)-spanning vertices and thus obtain a bound on the
number of graphs in G̃(Cl, n,m, ε) without (1 − δ′)n (1 − ν)-spanning vertices. More precisely,
we apply Lemma 5.9 with γ = δ ← δ′/2, β ← β/2, and sufficiently small ε, and obtain that all

but (β/2)m
(
n2

m

)`
graphs in G̃(Cl, n,m, ε) are such that the number of sets of size 1 ≥ Cn`/m`−1

(that is vertices) in V` that are not (1− ν)-spanning is at most δ′n/2 + (δ′/2)1
(
n
1

)
= δ′n.

Now assume that there are more than (1 − δ′)n (1 − ν)-spanning vertices in V` and that
ε ≤ δ/4. For a (1− ν)-spanning vertex v ∈ V` with degree d(v) ≥ (1− δ)m/n, there are at most(

νn

d(v)− (1− δ)m/n

)(
n

(1− δ)m/n

)
(3)(4)

≤ νd(v)−(1−δ)m
n 4d(v)

(
n

d(v)

)
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possibilities to select the edges between v and V1 without creating more than (1 − δ)n cycles.
We want to construct all (ε)-regular graphs with (1− δ′)n (1− ν)-spanning vertices but without
many cycles. We first choose the graphs between Vi and Vi+1 for i = 1, . . . , `− 1 in such a way

that there at least (1 − δ′)n (1 − ν)-spanning vertices. There are at most
(
n2

m

)`−1
possibilities

to choose these graphs. Now we construct the graphs between V` and V1. There are at most
(n + 1)n ≤ 2m possibilities to choose the degrees d(v) of the vertices in v ∈ V` of which at least
(1 − ε)n must be at least (1 − ε)m/n since we construct an (ε)-regular graph, see Lemma 2.4.
Now we choose the set B ⊆ V` of size δn of vertices that do not lie in (1− δ)m/n cycles. There
are at most 2n ≤ 2m choices. Note that B contains a set B′ of size at least (δ−ε−δ′)n ≥ (δ/2)n
of vertices v that are (1− ν)-spanning and satisfy d(v) ≥ (1− ε)m/n ≥ (1− δ/2)m/n. Having
fixed the degrees and the set B, there are at most∏

v 6∈B′

(
n

d(v)

) ∏
v∈B′

(
νn

d(v)− (1− δ)m/n

)(
n

(1− δ)m/n

)
(3)(21)

≤ 4mν
P

v∈B′ d(v)−(1−δ)m
n

(
n2

m

)
≤ 4mν

δ
2
n δ

2
m
n

(
n2

m

)
≤ 4−m

(
β

2

)m(n2

m

)
possibilities to choose the neighbourhoods in V` of the vertices in V1. The result now follows
since as noted above there are at most 4m ways to select the degrees and the set B. �
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[3] P. Frankl and V. Rödl, Large triangle-free subgraphs in graphs without K4, Graphs Combin.
2 (1986), no. 2, 135–144. MR 89b:05124

[4] Zoltán Füredi, Random Ramsey graphs for the four-cycle, Discrete Math. 126 (1994), no. 1-
3, 407–410. MR 94m:05131

[5] S. Gerke, M. Marciniszyn, and A. Steger, A probabilistic counting lemma for complete
graphs, submitted for publication, 2005.
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