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Abstract

Simultaneous predictive densities for independent Poisson observables are investigated. The

observed data and the target variables to be predicted are independently distributed according

to different Poisson distributions parametrized by the same parameter. The performance of

predictive densities is evaluated by the Kullback–Leibler divergence. A class of prior distributions

depending on the objective of prediction is introduced. A Bayesian predictive density based on

a prior in this class dominates the Bayesian predictive density based on the Jeffreys prior.

Keywords: harmonic time, Jeffreys prior, Kullback–Leibler divergence, predictive density, pre-

dictive metric, shrinkage prior

1 Introduction

Suppose that xi (i = 1, . . . , d) are independently distributed according to the Poisson distribution

with mean riλi and that yi (i = 1, . . . , d) are independently distributed according to the Poisson

distribution with mean siλi. Then,

p(x | λ) =
d
∏

i=1

(riλi)
xi

xi!
e−riλi , (1)

and

p(y | λ) =

d
∏

i=1

(siλi)
yi

yi!
e−siλi , (2)

where x = (x1, . . . , xd) and y = (y1, . . . , yd). Here, λ := (λ1, . . . , λd) is the unknown parameter,

and r = (r1, . . . , rd) and s = (s1, . . . , sd) are known positive constants. The objective is to

construct a predictive density p̂(y;x) for y by using x.

The performance of p̂(y;x) is evaluated by the Kullback–Leibler divergence

D(p(y | λ), p̂(y;x)) :=
∑

y

p(y | λ) log
p(y | λ)

p̂(y;x)
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from the true density p(y | λ) to the predictive density p̂(y;x). The risk function is given by

E
[

D(p(y | λ), p̂(y;x))
∣

∣

∣
λ
]

=
∑

x

∑

y

p(x | λ)p(y | λ) log
p(y | λ)

p̂(y;x)
.

It is widely recognized that Bayesian predictive densities

pπ(y | x) :=

∫

p(y | λ)p(x | λ)π(λ)dλ
∫

p(x | λ)π(λ)dλ
,

where dλ = dλ1 · · · dλd, constructed by using a prior π perform better than plug-in densities

p(y | λ̂) constructed by replacing the unknown parameter λ by an estimate λ̂(x). The choice of

π becomes important to construct a Bayesian predictive density.

The Jeffreys prior

πJ(λ)dλ1 · · · dλd ∝ λ
− 1

2

1 · · · λ
− 1

2

d dλ1 · · · dλd (3)

for p(x | λ) is proportional to the Jeffreys prior for p(y | λ) and the volume element prior πP(λ)

with respect to the predictive metric discussed in section 4. A natural class of priors including

the Jeffreys prior is

πβ(λ)dλ1 · · · dλd := λβ1−1
1 · · ·λβd−1

d dλ1 · · · dλd,

where βi > 0 (i = 1, . . . , d).

We introduce a class of priors defined by

πα,β,γ(λ)dλ1 · · · dλd :=
λβ1−1
1 · · · λβd−1

d

(λ1/γ1 + · · · + λd/γd)α
dλ1 · · · dλd,

where 0 ≤ α ≤ β· :=
∑

i βi, βi > 0, and γi > 0 (i = 1, . . . , d). In the following, a dot as a

subscript indicates summation over the corresponding index. Note that πα,β,γ ∝ πα,β,cγ, where

c > 0 and cγ = (cγ1, . . . , cγd). The prior πα,β,γ does not depend on γ := (γ1, . . . , γd) if α = 0.

If α > 0, πα,β,γ puts more weight on parameter values close to 0 than πβ does. In this sense,

πα,β,γ with α > 0 is a shrinkage prior.

There have been several studies for the simple setting r1 = r2 = · · · = rd and s1 = s2 =

· · · = sd. Decision theoretic properties of linear estimators under the Kullback–Leibler loss is

studied by Ghosh & Yang (1988). The theory for Bayesian predictive densities for the Poisson

model is a generalization of that for Bayesian estimators under the Kullback–Leibler loss. A

class of priors πα,β := πα,β,γ with γ1 = · · · = γd = 1 is introduced in Komaki (2004). It is shown

that the risk of the Bayesian predictive density based on πα̃,β with α̃ := β· − 1 is smaller than

the risk of that based on πβ if β· > 1. For example, if d ≥ 3, there exists a Bayesian predictive

density that dominates the Bayesian predictive density pJ(y | x) based on the Jeffreys prior

because β· = d/2 > 1. Here, pπ(y | x) is said to dominate pJ(y | x) if the risk of pπ(y | x) is not

greater than that of pJ(y | x) for all λ and the strict inequality holds for at least one point λ in

the parameter space.

Bayesian predictive densities based on shrinkage priors are discussed by Komaki (2001) and

George et al. (2006) for normal models. See also George et al. (2012) for recent developments

2



of the theory of predictive densities. In practical applications, it often occurs that observed

data x and the target variable y to be predicted have different distributions parametrized by the

same parameter. Regression models with the same parameter and different explanatory variable

values are a typical example. Kobayashi & Komaki (2008) and George & Xu (2008) showed

that shrinkage priors are useful for constructing Bayesian predictive densities for normal linear

regression models. Komaki (2013) has studied asymptotic theory for general models other than

normal models when x(i) (i = 1, . . . , N) and y have different distributions p(x | θ) and p(y | θ),

respectively, with the same parameter θ. However, there has been few studies on nonasymptotic

theories of Bayesian predictive densities for non-normal models when the distributions of x and

y are different.

In the present paper, we develop finite sample theory for prediction when the data x and

the target variable y have different Poisson distributions (1) and (2), respectively, with the same

parameter λ. The proposed prior depends not only on r corresponding to the data distribution

but also on s corresponding to the objective of prediction. Thus, we need to abandon the

context invariance of the prior, see e.g. Dawid (1983). The Bayesian predictive densities studied

in the present paper are not represented by using widely known functions such as gamma or

beta functions, contrary to the simple setting r1 = · · · = rd and s1 = · · · = sd (Komaki, 2004).

However, the predictive densities are represented by introducing a generalization of the Beta

function, and the results are proved analytically.

In section 2, we formulate the problem as prediction for time-inhomogeneous Poisson pro-

cesses and the risk function is represented as an integral with respect to the time. In section

3, we show that a Bayesian predictive density based on a prior in the introduced class πα,β,γ

dominates that based on πβ if β· > 1. The harmonic time τ for the time-inhomogeneous Poisson

processes is introduced to prove the results. In section 4, we discuss several properties of the

proposed prior and the harmonic time τ .

2 Evaluation of risk

We formulate the problem as prediction for time-inhomogeneous Poisson processes and obtain

a useful expression of the risk.

Let ti(τ) (i = 1, · · · , d) be smooth monotonically increasing functions of τ ∈ [0, 1] satisfying

ti(0) = ri and ti(1) = ri + si. Let zi(τ) (i = 1, · · · , d) be independent time-inhomogeneous

Poisson processes with mean ti(τ)λi and time τ . Then, the density of z(τ) is

p(z(τ) | λ) =

d
∏

i=1

{ti(τ)λi}
zi

zi!
e−ti(τ)λi ,

where z(τ) := (z1(τ), . . . , zd(τ)), and the distributions of zi(0) and zi(1) − zi(0) are identical

with those of xi and yi, respectively. Since z(0) and z(1) − z(0) are independent, prediction of

y based on x is equivalent to prediction of z(1) − z(0) based on z(0). We identify x and y with

z(0) and z(1)− z(0), respectively.
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Let z∆(τ) := z(τ +∆)− z(τ). Then, z∆=1(0) corresponds to y. The density of z∆(τ) is

p(z∆(τ) | λ) =
d
∏

i=1

[{ti(τ +∆)− ti(τ)}λi]
(z∆)i

(z∆)i!
e−{ti(τ+∆)−ti(τ)}λi .

We designate the prediction of z∆(τ) in the limit ∆ → 0 as infinitesimal prediction.

The following lemma represents the risk of the original prediction as an integral of the risk

of infinitesimal prediction.

Lemma 1. 1) Let π(λ) be a prior density. Then,

∂

∂∆
E
[

D{p(z∆(τ) | λ), pπ(z∆(τ) | z(τ))}
∣

∣

∣ λ
]

∣

∣

∣

∣

∆=0

=
∂

∂τ
D{p(z(τ) | λ), pπ(z(τ))} (4)

=E

[

d
∑

i=1

ṫi(τ)

{

λ̂π
i (z(τ), τ) − λi − λi log

λ̂π
i (z(τ), τ)

λi

}

∣

∣

∣

∣

∣

λ

]

, (5)

where

pπ(z(τ)) :=

∫

p(z(τ) | λ)π(λ)dλ =

∫ d
∏

i=1

{ti(τ)λi}
zi

zi!
e−ti(τ)λiπ(λ)dλ,

λ̂π
i (z(τ), τ) :=

∫

λip(z(τ) | λ)π(λ)dλ
∫

p(z(τ) | λ)π(λ)dλ
,

and

ṫi(τ) :=
d

dτ
t(τ).

2) Let π(λ) and π′(λ) be prior densities, and let pπ(y | x) and pπ′(y | x) be the corresponding

Bayesian predictive densities. Then,

E
[

D(p(y | λ), pπ′(y | x))
∣

∣λ
]

− E
[

D(p(y | λ), pπ(y | x))
∣

∣λ
]

=

∫ 1

0

∂

∂∆
E
[

D(p(z∆(τ) | λ), pπ′(z∆(τ) | z(τ)) | λ
]

∣

∣

∣

∣

∆=0

dτ

−

∫ 1

0

∂

∂∆
E
[

D(p(z∆(τ) | λ), pπ(z∆(τ) | z(τ)) | λ
]

∣

∣

∣

∣

∆=0

dτ (6)

=

∫ 1

0
E

[

∑

i

ṫi(τ)

{

λ̂π′

i (z(τ), τ) − λi − λi log
λ̂π′

i (z(τ), τ)

λi

}

∣

∣

∣

∣

∣

λ

]

dτ

−

∫ 1

0
E

[

∑

i

ṫi(τ)

{

λ̂π
i (z(τ), τ) − λi − λi log

λ̂π
i (z(τ), τ)

λi

}

∣

∣

∣

∣

∣

λ

]

dτ. (7)

Equation (5) shows that infinitesimal Bayesian prediction based on π corresponds to the

Bayesian estimator λ̂π. This fact is a generalization of a result discussed in Komaki (2006) when
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r1 = · · · = rd and s1 = · · · = sd. By (7), if

E

[

∑

i

ṫi(τ)

{

λ̂π′

i (z(τ), τ) − λ̂π
i (z(τ), τ) − log

λ̂π′

i (z(τ), τ)

λ̂π
i (z(τ), τ)

}

∣

∣

∣

∣

∣

λ

]

is positive for every τ ∈ [0, 1] and λ, then the risk of the Bayesian predictive distribution pπ(y | x)

is smaller than that of pπ′(y | x) for every λ. Intuitively speaking, if the estimators λ̂π
i (·, τ) based

on π is superior in the risk (5) for all τ ∈ [0, 1], then the Bayesian predictive density pπ(y | x) is

superior in the Kullback–Leibler risk.

3 Bayesian prediction and estimation

We introduce a function to represent Bayesian predictive densities and estimators based on

πα,β,γ .

Definition 1. Suppose that γ ∈ R
d, γi > 0 (i = 1, . . . , d), x ∈ R

d, x· > 0, and 0 < α < x·.
Define

K(γ, x, α) :=

∫ ∞

0
uα−1

d
∏

i=1

1

(u/γi + 1)xi
du.

When γ1 = · · · = γd,

K(γ, x, α) =

∫ ∞

0

uα−1

(u/γ1 + 1)x· du = γα1 B(x· − α,α).

Thus, K(γ, x, α) is a generalization of the beta function.

Lemma 2 below gives explicit forms of Bayesian predictive densities based on πβ and πα,β,γ.

Lemma 2. Suppose that zi(τ) (i = 1, . . . , d) are independent time-inhomogeneous Poisson

processes with mean ti(τ)λi. Let z∆(τ) = z(τ +∆)− z(τ), where τ ∈ [0, 1) and ∆ ∈ (0, 1 − τ ].

1) The Bayesian predictive density based on the prior πβ(λ) = λβ1−1
1 · · ·λβd−1

d , where βi > 0

(i = 1, . . . , d), is given by

pβ(z∆(τ) | z(τ)) =

d
∏

i=1

{

Γ(zi + (z∆)i + βi)

Γ(zi + βi)(z∆)i!

{ti(τ)}
zi+βi{ti(τ +∆)− ti(τ)}

(z∆)i

{ti(τ +∆)}zi+(z∆)i+βi

}

,

which is a product of negative binomial densities. In particular, when τ = 0 and ∆ = 1,

pβ(y | x) =

d
∏

i=1

{

Γ(xi + yi + βi)

Γ(xi + βi)yi!

rxi+βi

i syii
(ri + si)xi+yi+βi

}

,

where ri = ti(0), ri + si = ti(1), x = z(1), and y = z∆=1(0).
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2) The Bayesian predictive density based on the prior πα,β,γ(λ) = λβ1−1
1 · · ·λβd−1

d /(λ1/γ1 +

· · · + λd/γd)
α, where 0 < α < β·, βi > 0, and γi > 0 (i = 1, . . . , d), is given by

pα,β,γ(z∆(τ) | z(τ)) = pβ(z∆(τ) | z(τ))

∫ ∞

0
uα−1

d
∏

j=1

1

{ u
tj(τ+∆)γj

+ 1}zj+(z∆)j+βj
du

∫ ∞

0
uα−1

d
∏

j=1

1

{ u
tj (τ)γj

+ 1}zj+βj
du

= pβ(z∆(τ) | z(τ))
K(t(τ +∆)γ, z + z∆ + β, α)

K(t(τ)γ, z + β, α)
,

where tγ := (t1γ1, t2γ2, . . . , tdγd).

In particular, when τ = 0 and ∆ = 1,

pα,β,γ(y | x) = pβ(y | x)

∫

uα−1
d
∏

j=1

1

{ u
(rj+sj)γj

+ 1}xj+yj+βj
du

∫

uα−1
d
∏

j=1

1

( u
rjγj

+ 1)xj+βj
du

= pβ(y | x)
K((r + s)γ, x+ y + β, α)

K(rγ, x+ β, α)
,

where ri = ti(0), ri + si = ti(1), x = z(0), y = z∆=1(0), rγ := (r1γ1, . . . , rdγd), and

(r + s)γ := ((r1 + s1)γ1, . . . , (rd + sd)γd).

Lemma 3 below gives explicit forms of Bayesian estimators based on πβ and πα,β,γ .

Lemma 3. Suppose that zi(τ) (i = 1, . . . , d) are independently distributed according to the

Poisson distribution with mean ti(τ)λi.

1) The posterior mean of λ with respect to the observation z(τ) = (z1, . . . , zd) and the prior

πβ(λ) = λβ1−1
1 · · ·λβd−1

d , where βi > 0 (i = 1, . . . , d), is given by

λ̂
(β)
i (z, τ) :=

zi + βi
ti(τ)

.

2) The posterior mean of λ with respect to the observation z(τ) = (z1, . . . , zd) and the prior

πα,β,γ = λβ1−1
1 · · ·λβd−1

d /(λ1/γ1 + · · · + λd/γd)
α, where 0 < α < β·, βi > 0, and γi > 0

(i = 1, . . . , d), is given by

λ̂
(α,β,γ)
i (z, τ) :=λ̂

(β)
i (z, τ)

∫

uα−1
d
∏

j=1

1
{

u
tj(τ)γj

+ 1
}zj+βj+δij

du

∫

uα−1
d
∏

j=1

1
{

u
tj(τ)γj

+ 1
}zj+βj

du

=λ̂
(β)
i (z, τ)

K(tγ, z + β + δi, α)

K(tγ, z + β, α)
,
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where δij is defined to be 1 if i = j and 0 if i 6= j, and δi is defined to be the d-dimensional

vector whose i-th element is 1 and all other elements are 0.

Let

fi(tγ, z + β, α) :=
K(tγ, z + β + δi, α)

K(tγ, z + β, α)
. (8)

Then,

λ̂
(α,β,γ)
i (z, τ) =λ̂

(β)
i (z, τ)fi(t(τ)γ, z + β, α).

Obviously, 0 < fi(tγ, z+β, α) < 1. This inequality is natural because πα,β,γ is a shrinkage prior.

In particular, if t1γ1 = · · · = tdγd, then

fi(tγ, z + β, α) =
(t1γ1)

αB(z· + β· + 1− α,α)

(t1γ1)αB(z· + β· − α,α)
=

z· + β· − α

z· + β·
,

which does not depend on t1γ1.

Now, we give the main theorem.

Theorem 1. Suppose that xi and yi (i = 1, . . . , d) are independently distributed according to

the Poisson distributions with mean riλi and siλi, respectively. Let pβ(y | x) be the Bayesian

predictive density based on πβ(λ) = λβ1−1
1 · · ·λβd−1

d . Assume that β· > 1. Let π∗
β(λ) :=

πα,β,γ(λ) = λβ1−1
1 · · ·λβd−1

d /(λ1/γ1 + · · ·+ λd/γd)
α with

α = β· − 1 and γi =
1

ri
−

1

ri + si
(i = 1, . . . , d).

Then, the risk of the Bayesian predictive density

p∗β(y | x) = pβ(y | x)

K

(

s

r
, x+ y + β, α

)

K

(

s

r + s
, x+ β, α

)

based on π∗
β, where

s

r
:=

(

s1
r1

, . . . ,
sd
rd

)

and
s

r + s
:=

(

s1
r1 + s1

, . . . ,
sd

rd + sd

)

,

is smaller than that of pβ(y | x) for every λ.

If d ≥ 3, there exists a Bayesian predictive density dominating that based on the Jeffreys

prior (3) for p(x | λ) because β· = d/2 > 1, as in the simple setting with r1 = · · · = rd and

s1 = · · · = sd studied in Komaki (2004). Note that the prior π∗
β depends on r and s.

Before proving Theorem 1, we prepare Lemmas 4 and 5 below.
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Lemma 4. Let h(x) be a real valued function of x = (x1, . . . , xd) ∈ N
d
0, where N0 is the set of

nonnegative integers. Suppose that xi (i = 1, . . . , d) are independently distributed according to

the Poisson distribution with mean λi. If E
[

|xih(x)| | λ
]

< ∞, then

E[xih(x) | λ] =E[λih(x+ δi) | λ].

Lemma 5. Suppose that γ ∈ R
d, γi > 0 (i = 1, . . . , d), x ∈ R

d, x· > 0, and 0 < α < x·. Then,
the following relations hold.

1)

αK(γ, x, α) =
d
∑

i=1

xi
γi
K(γ, x+ δi, α+ 1). (9)

2)

γiK(γ, x, α) = K(γ, x+ δi, α+ 1) + γiK(γ, x+ δi, α). (10)

3) Let b = (b1, b2, . . . , bd) ∈ R
d. Then,

d
∑

i=1

biK(γ, x+ δi, α) =
d
∑

i=1

(

b·xi
αγi

−
bi
γi

)

K(γ, x+ δi, α+ 1). (11)

Proof of Theorem 1. Let

1

ti(τ)
=

1

ri
(1− τ) +

1

ri + si
τ for τ ∈ [0, 1].

Then,

ti(τ) =ri

1 +
si
ri

1 +
si
ri
(1− τ)

is a smooth monotonically increasing function of τ ∈ [0, 1] satisfying ti(0) = ri and ti(1) = ri+si.

Here, ṫi/ti = γiti since
d
dτ {1/ti(τ)} = −ṫi/t

2
i = −1/ri+1/(ri+si) = −γi. We call τ the harmonic

time because τ is the weight of the weighted harmonic mean ti(τ) of ri and ri + si.

By Lemma 3, the posterior mean of λ with respect to πβ is

λ̂
(β)
i (z, τ) =

zi + βi
ti(τ)

,

and the posterior mean λ with respect to π∗
β is

λ̂
(β∗)
i (z, τ) = λ̂

(β)
i (z, τ)fi(γt(τ), z + β, β· − 1) =

zi + βi
ti(τ)

fi(γt(τ), z + β, β· − 1).
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Thus, from Lemma 1, it is sufficient to show that

∑

i

E

[

ṫi(τ)

{

λ̂
(β)
i (z(τ), τ) − λ̂

(β∗)
i (z(τ), τ) − λi log

λ̂
(β)
i (z(τ), τ)

λ̂
(β∗)
i (z(τ), τ)

}

∣

∣

∣

∣

λ

]

=
∑

i

E

[

ṫi(τ)
zi(τ) + βi

ti(τ)

{

1− fi(γt(τ), z(τ) + β, β· − 1)
}

+
ṫi(τ)

ti(τ)
ti(τ)λi log fi(γt(τ), z(τ) + β, β· − 1)

∣

∣

∣

∣

λ

]

(12)

is positive for every τ ∈ [0, 1] and λ. Define f̄i(γt, z − δi + β, α) = fi(γt, z − δi + β, α) if zi ≥ 1

and f̄i(γt, z − δi + β, α) = 1 if zi = 0. Then, by Lemma 4, (12) is equal to

E

[

∑

i

ṫi(τ)

ti(τ)
(zi(τ) + βi)

{

1− fi(γt(τ), z(τ) + β, β· − 1)
}

+
∑

i

ṫi(τ)

ti(τ)
zi(τ) log f̄i(γt(τ), z(τ) − δi + β, β· − 1)

∣

∣

∣

∣

λ

]

(13)

since zi(τ) is independently distributed according to the Poisson distribution with mean ti(τ)λi.

Note that (13) is the expectation of functions of z(τ) not depending on λ.

First, we evaluate the first term in the expectation in (13). By using (8) and (10),

1− fi(γt, z + β, β· − 1) = 1−
K(γt, z + β + δi, β· − 1)

K(γt, z + β, β· − 1)

=1−

K(γt, z + β, β· − 1)−
1

γiti
K(γt, z + β + δi, β·)

K(γt, z + β, β· − 1)

=
K(γt, z + β + δi, β·)

γitiK(γt, z + β, β· − 1)
. (14)

From ṫi/ti = γiti and (14), we have

∑

i

ṫi
ti
(zi + βi){1 − fi(γt, z + β, β· − 1)} =

∑

i(zi + βi)K(γt, z + β + δi, β·)
K(γt, z + β, β· − 1)

. (15)

If z· = 0, then z1 = · · · = zd = 0 and

∑

i

ṫi
ti
(zi + βi){1 − fi(γt, z + β, β· − 1)} =

∑

i βiK(γt, β + δi, β·)
K(γt, β, β· − 1)

> 0.

If z· ≥ 1, from (15), (11), and (9), we have

∑

i

ṫi
ti
(zi + βi){1− fi(γt, z + β, β· − 1)}

=

∑

i

{

(z· + β·)(zi + βi)

β·γiti
−

zi + βi
γiti

}

K(γt, z + β + δi, β· + 1)

K(γt, z + β, β· − 1)

=

z·
β·
∑

i

zi + βi
γiti

K(γt, z + β + δi, β· + 1)

K(γt, z + β, β· − 1)

=
z·
β·

β·K(γt, z + β, β·)
K(γt, z + β, β· − 1)

= z·
K(γt, z + β, β·)

K(γt, z + β, β· − 1)
.
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Next, we evaluate the second term in the expectation in (13). We have

ṫi
t
zi log f̄i(γt, z + β − δi, β· − 1) = −γitizi log

{

1

f̄i(γt, z + β − δi, β· − 1)
− 1 + 1

}

.

From (8) and (14), if zi ≥ 1,

1

f̄i(γt, z + β − δi, β· − 1)
− 1 =

K(γt, z + β, β·)
γitiK(γt, z + β, β· − 1)

.

Thus, when zi ≥ 1,

ṫi
t
zi log f̄i(γt, z + β − δi, β· − 1) =− γitizi log

{

K(γt, z + β, β·)
γitiK(γt, z + β, β· − 1)

+ 1

}

>− zi
K(γt, z + β, β·)

K(γt, z + β, β· − 1)
.

When zi = 0, the equality

ṫi
t
zi log f̄i(γt, z + β − δi, β· − 1) = −zi

K(γt, z + β, β·)
K(γt, z + β, β· − 1)

= 0

obviously holds. Thus, for every z,

∑

i

ṫi
t
zi log f̄i(γt, z + β − δi, β· − 1) ≥ −z·

K(γt, z + β, β·)
K(γt, z + β, β· − 1)

.

The inequality is strict if z· ≥ 1.

Hence, for every z ∈ N
d
0,

∑

i

ṫi
ti
(zi + βi){1 − fi(γt, z + β, β· − 1)}+

∑

i

ṫi
t
zi log f̄i(γt, z + β − δi, β· − 1) > 0

Therefore, (13) is greater than 0 for every τ ∈ [0, 1] and λ. Thus, we have proved the desired

result.

4 Relative invariance of the prior along with the harmonic time

τ

In this section, π∗
β in Theorem 1 is denoted by π∗

β,r,s to indicate its dependence on r = (r1, . . . , rd)

and s = (s1, . . . , sd) explicitly. The prior π∗
β,r,s depends on r and s through (1/r1 − 1/(r1 +

s1), . . . , 1/rd − 1/(rd + sd)) because π∗
β,r,s = πα,β,γ with α = β· and γi = 1/ri − 1/(ri + si). If

there exists a constant c > 0 such that

1

r′i
−

1

r′i + s′i
= c

(

1

ri
−

1

ri + si

)

for i = 1, . . . , d, then π∗
β,r,s is proportional π∗

β,r′,s′ because πα,β,cγ ∝ πα,β,γ .

Consider the harmonic time τ ∈ (−∞,mini(ri/si) + 1) satisfying

1

ti(τ)
=

1

ri
(1− τ) +

1

ri + si
τ.
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The discussions in previous sections are essentially valid if the time interval [0, 1] is extended

to (−∞,mini(ri/si) + 1). Suppose that we observe z(a), where a ∈ (−∞,mini(ri/si) + 1), and

predict z(b) − z(a), where b ∈ (a,mini(ri/si) + 1). Since

1

ti(a)
−

1

ti(b)
=

{

1

ri
(1− a) +

1

ri + si
a

}

−

{

1

ri
(1− b) +

1

ri + si
b

}

=(b− a)

(

1

ri
−

1

ri + si

)

,

the prior π∗
β,r/(b−a),s/(b−a) for this prediction problem is proportional to the prior π∗

β,r,s for the

original prediction problem in which we observe z(0) and predict z(1) − z(0). In this sense,

the prior constructed by Theorem 1 is relatively invariant along with the harmonic time τ .

This relative invariance corresponds to the fact that the estimators λ̂
(β∗)
i (·, τ) based on π∗

β,r,s is

superior in the risk (5) for all τ and is one reason why the harmonic time τ is useful to investigate

the original prediction problem.

Next, we discuss the relation between the results in previous sections and the asymptotic

theory (Komaki, 2013) for general models when x(i) (i = 1, . . . , N) and y have different distri-

butions p(x | θ) and p(y | θ) with the same parameter θ. The predictive metric g̊ij is defined

by
∑

k,l gikg̃
klgjl, where (gij) and (g̃ij) are the Fisher information matrices for p(x | θ) and

p(y | θ), respectively, and the d× d matrix (g̃ij) is the inverse matrix of (g̃ij). In the asymptotic

theory, the predictive metric g̊ij and the volume element |̊g |1/2dθ1 · · · dθd of it correspond to the

Fisher–Rao metric and the Jeffreys prior, respectively, in the conventional setting.

In the prediction problem for independent time-inhomogeneous Poisson processes with the

harmonic time τ , the Fisher information matrix (gij) for p(z(τ) | λ) and the Fisher information

matrix (g̃ij) for p(z∆(τ) | λ) are given by

gij(λ; τ) =















ti(τ)

λi
(i = j)

0 (i 6= j)

and

g̃ij(λ; τ) =















ti(τ +∆)− ti(τ)

λi
(i = j)

0 (i 6= j)

,

respectively. When ∆ is small, g̃ii(λ; τ) = ṫi(τ)∆/λi +o(∆). We define the infinitesimal predic-

tive metric by

g̊ij(λ; τ) := lim
∆→0

∆
∑

k,l

gikg̃
ijgjl =















{ti(τ)}
2

ṫi(τ)λi
=

ri(ri + si)

λi
(i = j)

0 (i 6= j)

, (16)

which is the limit of the predictive metric as ∆ → 0. The last equality in (16) is because the

relations ṫi
2
(τ)/ti(τ) = ri(ri + si) (i = 1, . . . , d) holds for the harmonic time τ . The volume

element prior based on g̊ij(λ; τ) is defined by πP(λ; τ) = |̊gij(λ; τ)|
1/2 and is proportional to the

11



Jeffreys prior πJ(λ) ∝
∏

i λi
−1/2. Thus, when the harmonic time τ is adopted, the infinitesimal

predictive metric and the volume element prior based on it do not depend on τ . Intuitively

speaking, the geometrical structures of infinitesimal prediction are identical for all τ . Hence,

there exists a prior superior for infinitesimal predictions for all τ and the prior is also superior for

the original prediction problem. More specifically, the ratio π∗
β,r,s(λ)/πP(λ; τ) does not depend

on τ and is a nonconstant positive superharmonic function with respect to the predictive metric

g̊ij(λ; τ) for every τ , see Komaki (2013) for details. This property of the harmonic time τ is

closely related to the relative invariance of the prior π∗
β,r,s along with τ .
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Appendix. Proofs of Lemmas

Proof of Lemma 1. 1) First, we prove (4). We have

E
[

D{p(z∆(τ) | λ), pπ(z∆(τ) | z(τ))}
∣

∣

∣
λ
]

=
∑

z(τ),z∆(τ)

p(z(τ), z∆(τ) | λ) log
p(z∆(τ) | λ)

pπ(z∆(τ) | z(τ))

=
∑

z(τ),z∆(τ)

p(z(τ), z∆(τ) | λ) log p(z(τ), z∆(τ) | λ)−
∑

z(τ)

p(z(τ) | λ) log p(z(τ) | λ)

−
∑

z(τ),z∆(τ)

p(z(τ), z∆(τ) | λ) log pπ(z(τ), z∆(τ)) +
∑

z(τ)

p(z(τ) | λ) log pπ(z(τ)).

The conditional density p(z(τ) | z(τ +∆), λ) does not depend on λ because of the sufficiency of

z(τ +∆) = z(τ) + z∆(τ). Thus,

E
[

D{p(z∆(τ) | λ), pπ(z∆(τ) | z(τ))}
∣

∣

∣ λ
]

=
∑

z(τ),z(τ+∆)

p(z(τ), z(τ +∆) | λ) log{p(z(τ +∆) | λ)p(z(τ) | z(τ +∆))}

−
∑

z(τ)

p(z(τ) | λ) log p(z(τ) | λ)

−
∑

z(τ),z(τ+∆)

p(z(τ), z(τ +∆) | λ) log{pπ(z(τ +∆))p(z(τ) | z(τ +∆))}

+
∑

z(τ)

p(z(τ) | λ) log pπ(z(τ))

=
∑

z(τ+∆)

p(z(τ +∆) | λ) log p(z(τ +∆) | λ)−
∑

z(τ)

p(z(τ) | λ) log p(z(τ) | λ)

−
∑

z(τ+∆)

p(z(τ +∆) | λ) log pπ(z(τ +∆)) +
∑

z(τ)

p(z(τ) | λ) log pπ(z(τ)). (17)

Therefore, we have

∂

∂∆
E
[

D{p(z∆(τ) | λ), pπ(z∆(τ) | z(τ))}
∣

∣

∣ λ
]

∣

∣

∣

∣

∆=0

=
∂

∂τ

∑

z

p(z(τ) | λ) log
p(z(τ) | λ)

pπ(z(τ))
=

∂

∂τ
D{p(z(τ) | λ), pπ(z(τ))} (18)

because E
[

D{p(z∆(τ) | λ), pπ(z∆(τ) | z(τ))}
∣

∣

∣
λ
]

= 0 when ∆ = 0.

Next, we prove (5). We have

∂

∂τ
p(z(τ) | λ) =

d

dτ

d
∏

i=1

{ti(τ)λi}
zi

zi!
e−ti(τ)λi

=

d
∑

j=1

[

d
∏

i=1

zj
{ti(τ)λi}

zi−δij

zi!
ṫj(τ)λje

−ti(τ)λi −

d
∏

i=1

{ti(τ)λi}
zi

zi!
ṫj(τ)λje

−ti(τ)λi

]

=

d
∑

j=1

[

d
∏

i=1

zj
ṫj(τ)

tj(τ)

{ti(τ)λi}
zi

zi!
e−ti(τ)λi −

d
∏

i=1

ṫj(τ)

tj(τ)
tj(τ)λj

{ti(τ)λi}
zi

zi!
e−ti(τ)λi

]

=

d
∑

j=1

ṫj(τ)

tj(τ)
{zj − tj(τ)λj}p(z(τ) | λ). (19)
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Similarly,

∂

∂τ
pπ(z(τ)) =

d
∑

j=1

ṫj(τ)

tj(τ)
{zj − tj(τ)λ̂

π
j (z, τ)}pπ(z(τ)). (20)

From Lemma 4,

∑

z

d
∑

j=1

{zj − tj(τ)λj}p(z(τ) | λ) log pπ(z(τ))

=
∑

z

d
∑

j=1

tj(τ)λjp(z(τ) | λ) log
pπ(z(τ) + δj)

pπ(z(τ))
. (21)

Since

pπ(z(τ) + δj) =

∫ d
∏

i=1

{ti(τ)λi}
zi+δij

(zi + δij)!
e−tiλiπ(λ)dλ

=

∫

tj(τ)λj

zj + 1

d
∏

i=1

{ti(τ)λi}
zi

zi!
e−ti(τ)λiπ(λ)dλ,

we have

pπ(z(τ) + δj)

pπ(z(τ))
=

tj(τ)λ̂
π
j (z, τ)

zj + 1
. (22)

From (19), (20), (21), (22), and Lemma 4,

∂

∂τ

∑

z

p(z(τ) | λ) log pπ(z(τ))

=
∑

z

{

∂

∂τ
p(z(τ) | λ)

}

log pπ(z(τ)) +
∑

z

p(z(τ) | λ)
∂
∂τ pπ(z(τ))

pπ(z(τ))

=
∑

z

d
∑

j=1

ṫj(τ)

tj(τ)
tj(τ)λjp(z(τ) | λ) log

pπ(z(τ) + δj)

pπ(z(τ))

+
∑

z

d
∑

j=1

p(z(τ) | λ)
ṫj(τ)

tj(τ)
{zj − tj(τ)λ̂

π
j (z, τ)}

=
∑

z

d
∑

j=1

p(z(τ) | λ)ṫj(τ)λj log
tj(τ)λ̂

π
j (z, τ)

zj + 1
+
∑

z

d
∑

j=1

p(z(τ) | λ)ṫj(τ){λj − λ̂π
j (z, τ)}.

Similarly we have,

∂

∂τ

∑

z

p(z(τ) | λ) log p(z(τ) | λ) =
∑

z

d
∑

j=1

p(z(τ) | λ)ṫj(τ)λj log
tj(τ)λj

zj + 1
.

Thus,

∂

∂τ

∑

z

p(z(τ) | λ) log
p(z(τ) | λ)

pπ(z(τ))

=
∑

z

p(z(τ) | λ)

d
∑

j=1

ṫj(τ)λj

{

λ̂π
j (z, τ)

λj
− 1− log

λ̂π
j (z, τ)

λj

}

.
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2) From (17), we have

E
[

D(p(y | λ), pπ′(y | x))
∣

∣λ
]

− E
[

D(p(y | λ), pπ(y | x))
∣

∣λ
]

=E
[

D
{

p(z∆=1(0) | λ), pπ′(z∆=1(0) | z(0))
}

∣

∣

∣
λ
]

− E
[

D
{

p(z∆=1(0) | λ), pπ(z∆=1(0) | z(0))
}

∣

∣

∣
λ
]

=

∫ 1

0

∂

∂τ

∑

z(τ)

p(z(τ) | λ) log pπ(z(τ))dτ −

∫ 1

0

∂

∂τ

∑

z(τ)

p(z(τ) | λ) log pπ′(z(τ))dτ.

Thus, we obtain the desired results (6) and (7) from (4) and (5), respectively.

Proof of Lemma 2. 1) Let zi = zi(τ) and z′i = (z∆)i(τ). Then, we have

∫

p(z | λ)πβ(λ)dλ =

∫ d
∏

i=1

{ti(τ)}
ziλzi+βi−1

i

zi!
e−ti(τ)λidλ1 · · · dλd

=
d
∏

i=1

{ti(τ)}
ziΓ(zi + βi)

zi!ti(τ)zi+βi

and
∫

p(z, z′ | λ)πβ(λ)dλ

=

∫ d
∏

i=1

{ti(τ)}
zi{ti(τ +∆)− ti(τ)}

z′iλ
zi+z′i+βi−1
i

zi!z
′
i!

e−ti(τ+∆)λidλ1 · · · dλd

=

d
∏

i=1

{ti(τ)}
zi{ti(τ +∆)− ti(τ)}

z′iΓ(zi + z′i + βi)

zi!z′i!{ti(τ +∆)}zi+z′i+βi
.

From pβ(z
′ | z) = pβ(z, z

′)/pβ(z), we have the desired result.

2) If γi > 0 (i = 1, . . . , d) and α > 0,

∫ ∞

0
uα−1 exp

(

−u

d
∑

i=1

λi

γi

)

du =
Γ(α)

(
∑d

i=1
λi

γi
)α

.

Thus,

πα,β,γ(λ) =

∏d
i=1 λ

βi−1
i

Γ(α)

∫ ∞

0
uα−1 exp



−u

d
∑

j=1

λj

γj



du. (23)

15



Therefore, since

Γ(α)pα,β,γ(z) = Γ(α)

∫

p(z | λ)πα,β,γ(λ)dλ

=

∫ d
∏

i=1

{ti(τ)}
ziλzi+βi−1

i

zi!
e−ti(τ)λi

∫ ∞

0
uα−1 exp

(

−u
∑

j

λj

γj

)

dudλ1 · · · dλd

=

∫ ∞

0
uα−1

∫ d
∏

i=1

{ti(τ)}
ziλzi+βi−1

i

zi!
e
−{ u

γi
+ti(τ)}λidλ1 · · · dλddu

=

∫ ∞

0
uα−1

d
∏

i=1

{ti(τ)}
ziΓ(zi + βi)

zi!{
u
γi

+ ti(τ)}zi+βi
du

=

[

d
∏

i=1

{ti(τ)}
ziΓ(zi + βi)

zi!{ti(τ)}zj+βi

]

∫ ∞

0
uα−1

d
∏

j=1

1

{ u
ti(τ)γi

+ 1}zj+βi
du

and

Γ(α)pα,β,γ(z, z
′) = Γ(α)

∫

p(z, z′ | λ)πα,β,γ(λ)dλ

=

∫ d
∏

i=1

{ti(τ)}
zi{ti(τ +∆)− ti(τ)}

z′iλ
zi+z′i+βi−1
i

zi!z′i!
e−ti(τ+∆)λi

×

∫ ∞

0
uα−1 exp

(

−u
∑

j

λj

γj

)

dudλ1 · · · dλd

=

∫ ∞

0
uα−1

∫ d
∏

i=1

{ti(τ)}
zi{ti(τ +∆)− ti(τ)}

z′iλ
zi+z′i+βi−1
i

zi!z
′
i!

e
−{ u

γi
+ti(τ+∆)}λidλ1 · · · dλddu

=

∫ ∞

0
uα−1

d
∏

i=1

{ti(τ)}
zi{ti(τ +∆)− ti(τ)}

z′iΓ(zi + z′i + βi)

zi!z′i!{
u
γi

+ ti(τ +∆)}zi+z′i+βi
du

=

[

d
∏

i=1

{ti(τ)}
zi{ti(τ +∆)− ti(τ)}

z′iΓ(zi + z′i + βi)

zi!z′i!{ti(τ +∆)}zi+z′i+βi

]

∫ ∞

0
uα−1

d
∏

j=1

1

{ u
tj(τ+∆)γj

+ 1}zj+z′j+βj
du,

we obtain the desired result from pα,β,γ(z
′ | z) = pα,β,γ(z, z

′)/pα,β,γ(z).

Proof of Lemma 3. 1) The posterior mean of λi with respect to πβ is given by

λ̂
(β)
i :=

∫

λip(z(τ) | λ)πβ(λ)dλ
∫

p(z(τ) | λ)πβ(λ)dλ
=

∫

λi

d
∏

j=1

λ
zj+βi−1
j

zj !
e−ti(τ)λjdλ1 · · · dλd

∫ d
∏

k=1

λzk+βk−1
k

zk!
e−tk(τ)λkdλ1 · · · dλd

=

Γ (zi + βi + 1)

ti(τ)zi+βi+1

∏

j 6=i

Γ (zj + βi)

tk(τ)zk+βi

d
∏

k=1

Γ(zk + βk)

tk(τ)zk+βk

=
zi + βi
ti(τ)

.
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2) By using (23), we have

Γ(α)

∫

p(z(τ) | λ)πα,β,γ(λ)dλ

=

∫ d
∏

i=1

λzi+βi−1
i

zi!
e−ti(τ)λi

∫ ∞

0
uα−1 exp

(

−u
∑

j

λj

γj

)

dudλ1 · · · dλd

=

∫ ∞

0
uα−1

∫ d
∏

i=1

λzi+βi−1
i

zi!
e
−{ti(τ)+

u
γi

}λidλ1 · · · dλddu

=

{

d
∏

i=1

Γ(zi + βi)

zi!

}

∫ ∞

0
uα−1

d
∏

j=1

1
{

tj(τ) +
u
γj

}zj+βj
du,

and

Γ(α)

∫

λip(z(τ) | λ)πα,β,γ(λ)dλ

=

∫

λi





d
∏

j=1

λ
zj+βj−1
j

zj !
e−tj(τ)λj





∫ ∞

0
uα−1 exp

(

−u
∑

k

λk

γk

)

dudλ1 · · · dλd

=
Γ (zi + βi + 1)

zi!







∏

j 6=i

Γ (zj + βj)

zj!







×

∫ ∞

0
uα−1 1

{

ti(τ) +
u
γi

}zi+βi+1







∏

k 6=i

1
{

tk(τ) +
u
γk

}zk+βk






du.

Thus, the posterior mean of λ with respect to πα,β,γ is given by

λ̂
(α,β,γ)
i :=

∫ ∞

0
λip(z(τ) | λ)πα,β,γ(λ)dλ

∫ ∞

0
p(z(τ) | λ)πα,β,γ(λ)dλ

=
zi + βi
ti(τ)

∫ ∞

0
uα−1

d
∏

j=1

1
{

u
tj(τ)γj

+ 1
}zj+βj+δij

du

∫ ∞

0
uα−1

d
∏

j=1

1
{

u
tj(τ)γj

+ 1
}zj+βj

du

.

Proof of Lemma 4. We have

E[xih(x) | λ] =
∑

x

d
∏

j=1

λ
xj

j

xj!
e−λjxih(x) =

∑

x

d
∏

j=1

λi

λ
xj

j

xj!
e−λjh(x+ δi)

=E[λih(x+ δi) | λ].
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Proof of Lemma 5. 1) By partial integration,

K(γ, x, α) =

∫ ∞

0
uα−1

d
∏

i=1

1

(u/γi + 1)xi
du

=

[

uα

α

d
∏

i=1

1

(u/γi + 1)xi

]∞

0

+

∫ ∞

0

uα

α

d
∑

i=1







∏

j 6=i

1

(u/γj + 1)xj







xi/γi
(u/γi + 1)xi+1

du

=
1

α

∑

i

xi
γi
K(γ, x+ δi, α+ 1).

2) We have

K(γ, x+ δi, α+ 1) =

∫ ∞

0
uα
{

∏

j

1

(u/γj + 1)xj

} 1

u/γi + 1
du

=

∫ ∞

0
uα−1

{

∏

j

1

(u/γj + 1)xj

} 1

u/γi + 1
γi(u/γi + 1− 1)du

=γiK(γ, x, α) − γiK(γ, x+ δi, α).

3) From (10), we have

∑

i

biK(γ, x+ δi, α) =
∑

i

bi

{

K(γ, x, α) −
1

γi
K(γ, x+ δi, α+ 1)

}

=
b·
α
αK(γ, x, α) −

∑

i

bi
γi
K(γ, x+ δi, α+ 1).

By using (9),

∑

i

biK(γ, x+ δi, α) =
b·
α

∑

i

xi
γi
K(γ, x+ δi, α+ 1)−

∑

i

bi
γi
K(γ, x+ δi, α+ 1)

=
∑

i

(

b·
α

xi
γi

−
bi
γi

)

K(γ, x+ δi, α+ 1).
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