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Abstract

A common operation iwireless ad hooetworks is the flooding of broadcast messages to estaldistork topologies and routing
tables. The flooding of broadcast messages is, howeverparoesconsuming process. It might require the retransamsst
messages by most network nodes. It is, therefore, very itapbto optimize this operation. In this paper, we first analthe
multipoint relaying(MPR) flooding mechanism used by tptimized Link State Routin@LSR) protocol to distribute topology
control (TC) messages among all the system nodes. We th@ogga new flooding method, based on the fusion of two key
concepts: distance-enableulltipoint relayingandconnected dominating séZDS) flooding. We present experimental simulations
that show that our approach improves the performance ofqars\existing proposals.
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1. Introduction

aConnected Dominating SEEDS) structure. In this paper, we

analyze these methods and transformations formally ard the
Wireless ad hometworks are generally constructed without aye present the design of an alternative variant based orsthe u
preestablished structure. The nodes are in charge of disco¥f an extended multipoint relaying flooding that improves th
ering the system topology that will eventually allow them 10 performance of the resulting CDS structure highly. We prese
work together. Two usual mechanisms to share informationy series of simulations that show the validity of our apphpac
between the network nodes are: (1) point-to-point, in whichyng that reveal that our method considerably improves the pe
a node sends its messages towards a unique destination; aggmance of previous existing proposals. Our proposal em
(2) flooding of broadcast messages, in which a node broacasiyer, compatible with the forthcoming evolutions of the GRS
a message to all its neighbors, and those neighbors (or part grgtocol (referred as OLSRV2 in the literature), by address

them) forward, recursively, the original message to eaad®eno the sketched extended quality criteria, such as the sgasit
of the network [12]. The flooding process can be used at sbverﬁects of the resulting new protocol [9, 10].

logical levels [2, 3]. For instance, it can be used at theiappl

cation level (when a node needs to send information to eachotation — Some basic notations are necessary to describe the
node of the network with a query or a declaration of data interProposals and operations we present in this work:

est); or at the network control level (for the consolidatidithe
network structure, existence of nodes, or the charadt=risnd
availability of the network links). These network controém
sages must be sent not only during the network consolidation
stage, but also during all the network life (in order to updae
nodes with environmental and network changes).

The resource consumption of flooding a network is, in gen-
eral, very high. It needs several data transmission actions
be executed by high number of nodes in the network. For this
reason, the optimization of any flooding mechanism is manda-
tory. In this sense, th®ptimized Link State RoutingLSR)
protocol [4] suggests an optimization for the flooding ofdmte
cast network consolidation messagesdrhocnetworks based
on multipoint relaying (MPR) flooding. Afterwards, it is pos
sible to optimize the flooding of the remaining broadcast-mes
sages by reorganizing the initial MPR flooding mechanisim int
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* dist(¢, 7) : distance, in hops, from noddo nodej.

e Ni(z) ={y | dist(z,y) = 1}: neighbors of a nods,e.,
adjacent nodes.

¢ Nj(z) = Ni(z) U{z}: neighbors of a node, including
the node itself.

¢ NI (X) = gXN{ (z), neighbors of a set, including the
setitself.
* N;(X), neighbors of a set at a distance in hops lower or

Aty XK ifd =0,
equal tod: N, (X) = N (N}(X)), ifd>o0.

e Nqg(X) = N,(X)\ N,_,(X), neighbors of a set at a
distance, in hops, strictly equal ib
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Paper organization — Section 2 presents the MPR selection It might not always be possible to fulfill these conditions
problem and describes some appropriate implementatiom-metif one node in7" has not enoughi.e., m..,) valid candidates
ods. Section 3 analyzes the flooding process of the OLSR pran C'. If that happens, the second condition must be relaxed
tocol and points out some drawbacks and early improvementso include all available neighbors. The resulting conditis,
Section 4 proposes our alternative variant. Section 5 ptese hence, rewritten as follows:

experimental evaluations and shows the performance sesdt

tained with our proposal. Section 6 closes the paper. MPR(C, T, mevg) C C,
Vy,y € T — |Ni(y) " MPR(C, T, mcvg)| = mevg
2. Multipoint relay (MPR) selection V Ni(y) NC C MPR(C, T, mcyyg)-

The multipoint relay (MPR) selection problem appears as a2 2. MPR selection as the solution of a restrictions problem

early stage of the OLSR routing protocol. The original prOb'The MPR problem without extra coverage can be seen as the

Iern.forrlnulgtlon ';5 asdfoll%vlvi: gl\(enl aantWOLk _nqdefmg a  solution of a boolean satisfiability problem. The variabdés
minimal subset of node3[PR(z), included in their immediate this problem are as many booleans as elements imhefalse

neighborhood with the characteristic that any node at altojp- value means that this element ©fis not included in the set

distance frome is a neighbor of, at least, a node in the MPR: MPR(C, T), whereas thérue value means that this element of
MPR(z) C Ni(z), Cis includeddinMPR(C, T)h. Thdes%vacriidables are denoted as
o, 1, 2, and so on. Each node ifi adds a new restriction
Na(w) © Ny(MPR(x)). to the set of possible solutions of the problem. This rulenis a
It is a quality objective thaMPR(z) must have minimal or condition for the variables related to their neighbor<’in
number of elements. It can be demonstrated, moreover, thdihe objective is to set ttrue a minimal number of variables
finding the minimal solution is an NP-complex problem [5], ¢., such that all rules areue.
since finding a solution is exponential in execution timatieé Assume the network depicted in Figure 1, where gray nodes
to the number of nodes iV, (). represent the sét and white nodes the sgét
The original MPR selection problem can be generalized with
the following formulation: given a sef’ of candidate nodes
and a sefl’ of target nodes, where all target nodes are neigh-
bors of at least one candidate noded N, (C)), find a subset
MPR(C,T) included inC' with minimal size and the charac-
teristic that any node df is a neighbor ofi(e., it is covered by)
anode inMPR(C, T).

PreconditionT C Ny(C),
MPR(C,T) C C,
T C N;(MPR(C,T)).
The quality criteria is to minimize the number of elements
in MPR(C,T'). From the formulation, it is straightforward to
note that the original problem described in the OLSR stathdar

is a particular instance of this one, whéh= N, (x) andT =
N (z). The same conditions can be rewritten as follows:

Figure 1: MPR problem example.

We can observe that noddas two neighbors @', nodes)

Precondition” C N1(C), and2. Thus, it generates the restrictign\/ c;. The remaining
MPR(C,T) C C, nodes inI’ generate the following restrictions:
Vy,y € T — |N1(y) N MPR(C, T)| > 1.
ts 1 co V co,

2.1. MPR selection with extra coverage te : co V Co,

In some network deployments, it is mandatory that any node tr: oV Ca,

in T" must be neighbor of more than one node in the MPR set. ts: coV s

This minimum number of nodes is refereed as the MPR cov- ’

erage (denoted here as.,,) in the OLSR protocol (cf. RFC ty: €1V ey,

3626 [4], Section 16). The previous problem formulation was tip: a1 Ve,

the one for which then.., factor is equal to one. The general- tin: 1 Ve,

ized conditions for any givem.., are the following: tio: ¢V ey

MPR(C, T, mcvg) c C, t13 1 ¢co V3,
\V/y, Y € T - |N1 (y) N MPR(Ca T7 mCVg)| Z mCVg'



This problem has one optimal solutiop A ¢;. The combi- A more practical solution, based on a greedy selection-strat
nationca A c3 A ¢4 is also a solution although it is not minimal. egy, is summarized in Function 1. Function 1 gives a solution
of a size smaller thapmin | (1 +log(| min |)) [5], where| min |
2.3. Solution of a restrictions problem with extra coverage  refers to the size of the minimal set solution. A worst case ex
When the MPR coverage parameter.(, for short) is greater amp_le is given in Figure 1._The steps of Function 1, wher_l itis
than one (cf. RFC 3626 [4], Section 16), the problem must pépplied to the network depicted in Figure 1, are the follayin

reformulated. Each node ifi is now associated to an integer i) Inthe first iteration, node 2 is selected, since it has eigigh-

variable in0, 1. Each node if” adds one restriction to the set bors in7" not yet covered (an amount of neighbors greater than
of possible solutions of the forraddition of their neighbors node 0 (=7), node 1 (=7), node 3 (=4), and node 4 (=2)). Re-
greater or equal than the restrictionThe previous example, strictions related to nodes 5 to 12 are fulfilled and removed.
now withme,s = 2, i.€, i) Inthe second iteration, node 3 is selected (four neighpo

iii) Inthe last iteration, node 4 is selected.
ts: co+ca>2V ecg=co=1,
. o Function 1 computes the skiPR(C,T) = {2,3,4}. Note that
fo:cotez=2Va=c=1 the solution is not minimal. An alter%ativg solition W}}thaexly two
nodes MPR(C,T) = {0,1}) is also valid. This drawback can be
to: ciL+c>2Vei=c=1, handled if the nodes i that have the same neighbors than a previous
one are filtered. In the network given in Figure 1, all whiteles
can be filtered by this rule except nodges9, 13, 15, 17, and18. If
so, Function 1 provides the solutidiPR(C,T") = {0,1} that is,
moreover, minimal. It is, therefore, better to apply a gsesttategy
counting only the number of different rules that a node fislfinstead
. . of the total number of rules. In general, if two or more node§’i
* Several nodes i’ are mandatory 'n, the MPR set. If generate the same restriction, only one instance of theatist must
one target node has a number of neigbor€'iequal or . qdressed.
smaller than the requested coverage, these neigbors are ap ajternative solution is too give priority to those nodeattare
mandatory in the MPR. Looking at the example depictedyoorly covered by the system. For example, in the exampléetiep
in Figure 1, and ifmq,, = 2, it is obvious that nodé by Figure 1, we can observe that some noeeg, (nodel) are manda-
forcescy ande, to be included in the MPR subset. tory, since they have neighbors i that no other neighbor covers.
This situation is very likely to happen. Indeed, in most OfThus, a logical first ste_p is the_addition to the MPR of thisd<'m_f
the experimental simulations that we presentin Section S;Odes' Then, the foIIpwmg stepisto an?lyze the cases vateodle in
Lo . has only two possible candidates. It is mandatory that ortbesfe
this kind of poorly coverechodes are, in most cases, al- two candidates gets included in the MPR. Therefore, it seecmve-
most the 90% of the total nodesdh nient approach to start solving this restriction beforecpaaling with
. . easierones (.e, rules with more possible candidates). If so, a new
* Several nodes iff’ gene.rate the sgme restriction, such aSprocedure can be proposed. Function 2 summarizes the neeaabp
n.oldes5, 6,7 a.ndS depicted in Figure 1. When @ SP€- The new selection mechanism tries to fulfill all restricgmtarting by
cific stratgey, like the greedy strategy used in the OLSRne most restrictive oné.é., smaller number of variables in the rule,
protocol [5], needs to assign a weight to each candidatg.e., smaller number of nodes ifi neighbors of the nodes ifi) until
those restrictions generated by more than one node havehe less restrictive rulee(g, the rule containing the largest amount of
in general, a weight equal to one (or equal to the numbevariables or candidates). If such a rule has only one agsdctandi-
of nodes that generate this condition). In the next sectioate, the corresponding node is added to the MPR. Otherifites
we see how these alternatives impact in the size of the

obtained MPR set.

has only one possible solution = ¢co = ¢c3 = ¢4 = ¢5 = 1.
Let us observe, from this example, that:

N . Function 1. Greedy MPR Selection
2.4. Practical implementations

In general, there will always exist several solutions toNtieR
selection problem. The minimal MPR seg(, the set with min-
imal cardinality) that solves the selection problem (heaéter
denoted as “min”) can be computed by using a brute force strat

1. Start with an empty MPR set.

2. Look for the candidate: which is present in
more restrictions not yet fulfilled by any other
candidate. At least one restriction must be

egy. However, the complexity of this approach is so high ihat found.

practice, it only applies for small networks. The approaties 3. The nodec is added to the MPR set, remove
on simply testing all possible subsets until finding the miali this node from the candidates list and remove
one that fulfills all the requested conditions. Optimizersiens all restrictions already fulfilled.

of a brute force selection, based sgarch and retnheuristics, 4. Repeat Steps 1 and 2 until all restrictions are
exist [5]. These variants add to the procedure a sorted fest o covered or no more candidates are available.
the subsets and rules to prune the search tree. These Bslutio 5. Return the resulting MPR set.

still present, however, a very costly complexity that reisdbe
process still impractical for average systems.




rule has more than one candidate, a heuristic method tat $keéebest
candidate applie®(g, a greedy-like selection strategy).

We can finally close the section by defining the standard MPR

selection procedure used in the OLSR protocol as a mixtugeeafdy
selection andnost restrictive rule firsselection. An overview of the
complete process is summarized in Function 3.

Function 2. Most Restrictive First MPR Selection

1. Start with an empty MPR set.

2. Select the target node i which has smaller
number of neighbors in the candidate 6&tLet
C' be the set of these neighbors.

3. Look for the node included i@’ that has max-
imum number of neighbors in the target et

4. Add the node found in previous step to the MPR
set. Remove it fror@'. Decrease the number of
pending MPRs for all their neigbors if". If
the node has reached the requested coverage,
remove it fromr".

5. Repeat from the first step until' or C' are
empty.

6. Return the resulting MPR set.

Function 3. Standard OLSR MPR Selection

1. Start with an empty MPR set.

2. Apply Function 2,i.e, most restrictive rules
first, to select those candidates which appear
in a rule of a size that is lower than the..,
parameter. Add the nodes to the MPR set.

3. Apply Function 1,.e. greedy selection, until
all the remainder rules are fulfilled.

4. Return the resulting MPR set.

3. Flooding of broadcast messages

A common strategy for flooding messages on a network is thefuse
source-independent procedure (cf. Procedure 1). A subsetdes is
in charge of retransmitting messages. The subset muslydatis any
of its nodes successfully reaches any other node in the retowoa
path that stays entirely within the subset itself. The cosésources to
flood the network is proportional to the size of the subseeréfore,
the goal is to obtain an optimal subset (in terms of size).

OLSR addresses the problem in a different way. It uses tleesel
tion of MPRs that we introduced in Section 2, followed by arset
dependent flooding strategy that works as follows: a nodeduals a
broadcast message if and only if (1) it is the first time thissage has
been received by the node and (2) the adjacent sender of teage
has selected the node as one of its MPRs. In other words, asgage
is discarded if it has been previously received or if it iseieed by
non MPR nodes [11]. The method is callsalirce-dependensince a
node decides to forward messages by taking into accountitjie of
such messages. Hence, the total amount of forwards in theriets

Procedure 1. Source-independent Flooding

1. The node which originates the message sends it
to all its neighbors.

2. A node which receives the message forwards it
to all its neighbors if and only if it is the first
time it receives the message AND the node be-
longs to the predefined subset of forwarders.
Otherwise, the message is not forwarded.

3. Step 2 is repeated until no more forwards are
executed for the message.

Procedure 2. OLSR’s Standard MPR Flooding

1. The node that originates the message sends it
to all its neighbors.

2. A node that receives the message forwards it
to all its neighbors if and only if it is the first
time it receives the message AND the sender of
the received message is included in the node list
of MPR selectors. If not, the message is not
forwarded.

3. Step 2 is repeated until no more message for-
wards are executed.

considerably reduced. Procedure 2 summarizes the soapamdent
flooding process defined in the standard OLSR protocol [4]tiddo
that the flooding method proposed in Procedure 2 has an iargort
drawback when applied to faulty networks. Indeed, if delaythe
transmission of a message can lead, for instance, to aisiiugich
that not all the network nodes receive the message, the gatipa
time can produce a failure in the flooding process (even whemé-
transmission handles the failure of any single message)instance,
let us consider the sample network depicted by Figure 2. iove as-

L5

0 1 2 3 4 5 6 7

Reception error

Successful

retransmission
| |
Node 7 is not reached

Figure 2: Example of failure in a source dependent flooding.



sume thaMPR(3) = {1,5} andMPR(4) = {2, 6}, we observe that
any error or delay in the reception of a given message mayedaas
some network nodes do not receive the message they intenobtb fl
(even when such a message has been successfully retraadmitt

morphologymethods applied to graph optimization [13]. In this sense,
our method generalizes the notion riiltipoint relaying by adding
distance knowledge. This way, it improves the selectionrobpti-
mized subset of forwarders, organized as an underlying Cixfdlithg

The aforementioned problem of delays does not affect a seurc structure. It implements, moreover, source independentifiy of

independent flooding. Therefore, itis possible to imprdweeftooding
mechanism of OLSR by combining source-independent floodidy
multipoint relaying. The approach presented by Adjital. in [1] is a
proper example of this combination. The solution propokegrans-
formation of the original MPR structure intoGonnected Dominating
Set(CDS). A CDS derived from a sét’ of nodes is defined in the
following equation

N;i(CDS) =V A connected(CDS),

where a recursive definition of connected is:

connected ({z}),
connected (X U {y}) < connected (X) Ay € N1 (X).

By satisfying the properties of a valid CDS, the transfoioraal-
lows the use of a source-independent flooding strategy Wwhiping
the total amount of forwards in the network considerably.olhe
transformation method in [1] requires a numeric labelinghefnodes.
This can be based, for instance, on the IP address of the nbe¢s
Nmin be the smallest node identifier of a neighborhood. Then, the A

jih et al’'s method selects as forwarders of the underlying CDS those

nodes that satisfy the following condition:

The node identifier corresponds Agnin
V
The node is in the MPR of an adjacent node Withiy, .

A variation of the previous method was proposed by ¥{al.
in [14, 15]. The first part of the previous condition is slightly modi-
fied to reduce the CDS size:

(The node identifier corresponds Ag,in
A

The node has, at least, two unconnected neighbors
\Y

The node is in the MPR of an adjacent node Withiy,.

The construction of this CDS-based forwarding subset, as a r
placement of the multipoint relying set of any standard Olsg&em,
is claimed by the authors as a promising trade-off betweernniza-
tion of forwarders and reliability of the exchanged infotioa. More-
over, an increased flood redundancy can be achieved by tretheds
if an MPR coverage factor greater than one is settled duhiadPR
selection state. In Section 5, we show that this increasks)ém®wever,
to a considerable performance overhead. In the sequel, ovédpra
new CDS-based flooding method, also compatible with thetiadddf
a dynamic MPR coverage parameter, that improves the peaforen
of the standard OLSR flooding procedure, as well as the peeoce
of the CDS-based flooding methods proposed in [1, 14, 15].

4. Flooding method proposal

In Procedure 3, we propose a new flooding method that optaize
flooding processes surveyed in Section 3 and that allowsdtgi@n

of extra coverage (as suggested by Cupprad. in [7] for robustness
reasons). Our solution gets inspiration from the usenathematical

broadcast messages, handling the problem of delayed fdswainted
out in Section 3 (and which is an inherent limitation of theiree de-
pendent flooding method proposed in the OLSR protocol).

Procedure 3. Distance-enabled CDS Flooding

1.
2.

Select one node of the netwark

Obtain the maximunalist(s, j) for all nodes,

dmax- Notice that the casé,,.x = 0 (i.e.,, asin-

gle node network) can be ignored. Let a vari-

abled with initial valued ., — 1.

. Define a node seP of pending nodes and ini-
tialize it with all network nodes.

. Find the solution of MPR(s)
MPR(Ny(s), Nat1(s)) using any of the
methods described in Part | of this document.

. All network nodeg at a distancel from s and
which are dominated by previous 8dPR4(s)
but do not belong to it are removed frof
j € Ni(MPRy(s)) A j ¢ MPR4(s) A
dist(s, j) = d.

. If d > 0thenrepeat steps 4 and 5 for— d—1.

. The resulting CDS is the union of all previously
computed MPR subsets, that is :

CDS = MPR()(S) U...u MPRd 1(8).

max

4.1. Sample construction

Assume the sample network depicted in Figure 3. In the segueel
summarize the execution steps of Procedure 3 in order to atantpe
underlying CDS-flooding structure for such a network.

Figure 3: Sample network with node identifiers.

Figure 4 shows the distance (in hops) from a node selected-as o
gin (node0 in this example) to all other nodes. The computation of
these distances requires the knowledge of all the linksénsifstem



Figure 4: Procedure 3, Step 2. Distances to node 0.

Figure 6: Second sequenek= 1.

Figure 5: First sequencéd,= 2.

(already provided by an original construction of the OLSBtegn us-
ing multipoint relaying flooding). The maximal distance quuited is
dmax = 3. At distanced = 3, there are two nodes that are selected as
the targets of an MPR problem. The nodes at distahee 2 are the
candidate nodes for this problem. In Figure 5, target nodetaaeled
t and candidate nodes Any of the MPR selection functions defined
in Section 2 can now be used to solve the problem Witk= {4, 8},
C = {2,3,6,7}. The result is an MPR set equal {8}. This is the
first subset of nodes to be included in the final CDS.

The next sequence handles nodes at distahee 2 (cf. Fig-
ure 6). At this distance, we have four nodes. Two of them ae=adly
neighbors of a node in the CDS (nodes labeled by the symibiol
the figure). Thus, the target nodes of the next MPR problenthare
nodes inT" = {2,3}. The candidate nodes are now all the nodes at
distanced = 1, i.e, nodes inC = {1,5}. Again, any valid MPR
selection function is used to solve the problem that resnlthe set
MPR = {1}. This subset is added to the final CDS. Then, the proce-
dure continues by handling the nodes at distahee1 (cf. Figure 7).
At this distance, the solution of the problem is now trivillote that
although there are two nodes, only one of them is alreadyhbeigof
a node in the CDS. Thus, the only target node of the next MPB-pro
lemisinT = {1}. The only candidate node at distante= 0 is in
C = {0}. The result isMPR = {0}. Therefore, nod@ is added to
the CDS. Figure 8 shows the final resulg,, CDS = {0, 1, 3}.

We recall that, like in [1, 14, 15], our method requires artidhi
stage in which a standard OLS#Rultipoint relayingflooding initially

Figure 7: Final (trivial) sequencé, = 0.

Figure 8: Resulting CDS subtopology derived from Proce@ure

sends TC messages to provide the list of links to each nodeisyts-
tem. The completeness of this knowledge may impact in thitgué
the obtained CDS. Let us also observe that a reduction inuhear
of nodes of the CDS has a clear impact in the efficiency of thedflo
ing process (specially when nodes in the network are spaiige)s,
in sparse distributions of nodes, and when extra coveragsjisred,
some nodes are likely going to be poorly covered. If that ox;dtican
easily be solved by increasing the MPR coverage parameter.



5. Experimental simulations

This section presents experimental measurements thaeei@mped
to analyze and confirm the main characteristics of the pemsede-
scribed in previous sections. The experiments are exedutedimu-
lation environment. Different constructions, with diféeit densities of
nodes and range of communication, are deployed in a sindulati
square area. The deployment of nodes follows a random patiér a
uniform distribution in ther andy axes. The different MPR selection
functions and flooding procedures are then applied to thetseonks.
The series of experimental simulations are implementawjubie Ob-

jective Caml [6] programming language.

a) Greedy Selection (cf. Function 1)

c¢) Standard OLSR selection (cf. Function 3)

Figure 9: Example of MPR set constructions based on thrderelift MPR
selection methods. Gray nodes represent the nodes seteckER nodes.

5.1. Evaluation of the MPR selection functions

The objective of our two initial simulations is simply to nsege the
average number of nodes included on the MPR sets computdteby t
functions we defined in Section 2. A sample testbed (with fie-c
didates and ten target nodes) is depicted in Figure 9. The tiwat
calculates the MPR sets in all three examples is nadérhe gray
nodes represent the nodes selected by riods MPRs. Each set of
experimental simulations contains thirty candidate n@esone hun-
dred target nodes. All target nodes are, at least, linkedéacandidate
node. Additional links between targets and candidates shade cre-
ated at random. A network definition parametelis used to fix the
average number of links. It takes values from (meaning more links
between candidates and targetspto5 (meaning a small number of
links). One hundred different networks have been testechmarhged
for each value. Table 1 summarizes the results of the expetanh
simulations. Notice that the three MPR selection methodsige al-
most the same cardinality.

MPR selection method | Average size of MPRs
Function 1 (Greedy) 12.95
Function 2 (Most restrictive 12.73
Function 3 (OLSR) 12.83

Table 1: Average MPR size vs. selection functions.

In a second experimental simulation, we measure the MPR-cove
age parametenf.., for short), applied to the standard OLSR selection
of MPRs (cf. Function 3), and its effects on the size of theilteg
MPRs. We do not show the results for Functions 1 and 2, givan th
the differences are minimal. The experimental settingésstime as in
the previous series of simulations. The MPR coverage fa@ set
to 1, 2, 3, and4. Ten different networks are tested for each set of pa-
rameters. The results of these tests are plotted in Figur&rbin the
results of this second series of simulations, we conclude 1) an
increase of the MPR coverage factor in one unit increasediimgst, a
50% the size of the resulting MPRs; and (2) that not all theesdthn-
dle the requested MPR coverage,, there are always a considerably
high amount of nodes that are poorly covered.
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Figure 10: MPR sizes for the OLSR selection (Function 3) witlra coverage.



5.2. Handling delays with the standard MPR flooding
The objective of the following simulation is to analyze ttemsibility

MPR-based CDS flooding methods proposed in [1, 14, 15] (cE- Se
tion 3), and our proposal (cf. Procedure 3). The results efsiimu-

of the standard MPR source dependent flooding method (cfcePro lations are shown in Figure 12. The average number of nodiesiee

dure 2) of the OLSR protocol, when messages require extranset
mission due to reception errors. Indeed, the simulationssore the
ability of the OLSR procedure in achieving this task. Eachudation
creates several random networks and computes the retiggsismbf

mitting the message i$1.33 nodes with the MPR flooding method,
41.89 for MPR-CDS method proposed by Adjét al. [1], 38.37 for
MPR-CDS method proposed by Vet al.[14, 15], and20.54 for our
proposed flooding method. Notice that our proposal presesisy-

TC messages on each network. The retransmission of the gesssa N9 Of resources of almost a 50%. It also reaches a stable ewaib

from a node towards its neighbors is conditioned by a proibaloif
failure (provided as input parameters for each simulatibnjeal sce-
narios, we can assume that this failure might be caused batisins
such as interferences, data corruption, or packet cailisiovireless
networks. In case of failure, the original message is daszhrand
its retransmission is queued. Although the message is tesiithis
retransmission produces a delay in the reception from sateonk
nodes. This is the way how the simulations analyze the siéitysitif
the flooding procedure to the message delays.
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Figure 11: Standard OLSR flooding with delayed TC messaganghissions.

different network definition parameters and delay proligs. The
flooding process is considered to fail when, at least, onsaor&tnode
does not receive the message. As expected, an increaseittabil-
ity of message delay produces an increase in the numberwbriet
for which the flooding mechanism fails. We, therefore, cadelthat if
the physical medium of the network can produce this kindarismis-
sion artifacts, the use of the source dependent floodintpgiraised by
the OLSR protocol must contain message acknowledgmentther o
protection techniques in order to assure that all the in&tion is prop-
erly flooded.

5.3. Forwarding evaluation for each flooding method

The following series of simulations compare the number oivérd
nodes when using the different flooding procedures. In allsiimu-
lations,n nodes are randomly placed in a unit square area. If a node
becomes isolated from all the remaining nodes and discéeth&om

the source of the flooding, it is ignored. All the nodes havwedame
communication range (denoted here-asBidirectional links between
each pair of nodes closer thamre available. The source of the flood-
ing is always the node with identifi€ The simulations evaluate the
flooding method of the standard OLSR protocol (cf. Proce@)yéhe

Number of forwards

140

forwarders when the density of the network is high enoughoterc
most of the unit square area. See, for example, the diffesefrom
r = 0.2, n = 50 ton = 100 and ton = 150, where the number
of forwarders when using our proposal remains stable wkeredhe
other methods, this number continues increasing propilp to 7.
Similarly, our approach also reaches a stable number ofdfiatsvfor
combinations: = 0.15, n = 150 andr = 0.15, n. = 300.
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Figure 12: Forwarding evaluation for each flooding methoih(wicvg = 1).

The following series of simulations continue the evaluatf the
Figure 11 depicts the results of ten thousand simulation) w flooding methods when the MPR coverage parameter incregs&s u

a factor of four. We recall that none of the methods can gueeathat
the required MPR coverage factor settled with values grehss one

Method

MPR coverage

Cost ratio

MPR flooding [4]
Adjih et al.[1]
Wu et al.[14, 15]
Our proposal

35%
41%
37%
21%

MPR flooding [4]
Adjih et al.[1]
Wu et al.[14, 15]
Our proposal

56%
58%
54%
35%

MPR flooding [4]
Adjih et al.[1]
Wu et al.[14, 15]
Our proposal

68%
69%
65%
45%

MPR flooding [4]
Adjih et al.[1]
Wu et al.[14, 15]
Our proposal

ARADANWWWWNNNNRRPRP R

73%
75%
71%
52%

Table 2: Forwarding evaluation for each flooding method.



will be handled by all the nodes. Table 2 summarizes the cetrmgle- 6. Conclusion

ries results. The cost criteria that we take into accourtdsamount of

forwarded messages that are generated for every methauatiped ~ We have analyzed the formal description of the MPR subsdtigno

by the network size (denoted in Table 2Gast ratij. Observe thatin  defined in the OLSR protocol. We have presented some relaveiti

all four cases, our proposed method turns on a number oheestig-  0ds for solving this problem, as well as some existing mestmased
sions that is much smaller than all the other flooding methods on the MPR concept to perform an optimized flooding of message
over OLSR-based systems. We have then proposed a new flooding
mechanism for such systems. Simulations show that our pebpo
improves the performance of previous existing solutionsdeéd, it
provides remarkable results, since it significantly desesahe use of
network resources when flooding broadcast messages ov&rdtem.
Full adaptation of our proposal in some similar protocagjrig into
account their intrinsic differences and limitations, isextstep in our
research to confirm the benefits of the approach that we hpoeteel.

5.4. Distance-enable MPR flooding with partial knowledge

Most of the surveyed flooding procedures use only local médion
about the network,e., the nodes need to know only their neighbors at
one or two-hop distance. Some other methods need a glohabihet
overview, like all link-state protocols. The input of thgz®cesses is
the link information database. This database can be coenptepar-
tial. Incomplete link database means a partial knowledge&vgfr)
which reduces the quality of the method. The amount of in&drom
which a node stores about network links depends on the nlefovor  Acknowledgments
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