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Abstract

Compared with individual recommendation, recommending services to a group of users is more complicated because of
various users’ preference should be considered and introduces new challenging such as fairness, which has never been
well studied in current works. In this paper, we propose a novel recommendation scheme called PFGR, which combines
a probabilistic model with coalition game strategy, to ensure the accuracy and fairness between groups of users. Given a
group of users and a set of services, PFGR models a generative process for service selection in light of several observations:
1) each group is related with several topics; 2) users’ decisions on the service selection depends on their expertise, the
opinions of members they are familiar with, and group influence; 3) each group contains active users and inactive user,
whose activeness contributes to the existence of group. PFGR first estimates the preference of each user on a candidate
service via combining user’s expertise, inherent connection, and group influence. Then, it determines a group’s decision
on a service by aggregating the preference of group members using adaptive weights. Finally, PFGR considers users’
activeness and employs a strategy based on coalition game to produce a ranked list which is fair to each group member as
much as possible. Experimental results on three real-world datasets validate that PFGR can achieve higher Hit Rate and
Average Reciprocal Hit Rank than state-of-the-art approaches, which indicates that PFGR attains both the precision
and fairness of recommendation.
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1. Introduction

Traditional recommender systems (RSs) aim to pro-
vide appropriate services for a single user based on her
preferences. Such RSs have been deployed in a wide range
of areas such as music (Yahoo), restaurants (Foursquare),5

and hiking (Meetup). However, many contexts requires
recommending to a group of users (i.e., group recommen-
dation) while various preferences of all the group members
should be considered. For example, in cases of selecting
a picnic location for a group of friends, recommending a10

restaurant for a company’s annual meeting, arranging at-
tractions for a group of tourists, the traditional individual
recommendation methods no longer fit.

Group recommendation is more complicated than indi-
vidual recommendation. Since group members may have15

different preferences [1, 2], a service preferred by one user
may not satisfy another user’s taste. Moreover, each user
hopes her preferred service to appear at a top position in
the service list recommended to her group. According to

∗Corresponding author
Email addresses: yangtomas7@gmail.com (Yang Xiao),

qqpei@mail.xidian.edu.cn (Qingqi Pei), lina.yao@unsw.edu.au
(Lina Yao), Shui.Yu@uts.edu.au (Shui Yu), baisanshi@gmail.com
(Lei Bai), xianzhi.wang@uts.edu.au (Xianzhi Wang)

the studies in the fair division of sources [3, 4, 5], a rec-20

ommended services list is fair to a user if and only if her
preferred service is ranked at a top position [6]. Therefore,
it is of paramount importance to recommend a ranked ser-
vice list that is fair to every user, i.e., fairness. An ideal
recommendation approach for group not only guarantee25

the accuracy but also efficiently solve fairness issue.
Most current studies on group recommendation [7, 8, 9,

1, 10, 11, 12] determines the services that satisfy the group
members’ preferences via modelling users’ implicit peer in-
fluence [1]. However, they cannot solve the fairness issue30

because they commonly lack a proper method to balance
the various preferences. Other studies [6, 13, 14, 2, 15] con-
vert the fairness issue into a comparison sequencing prob-
lem and design a preference-based sequencing strategy to
rank the recommended services. Although this strategy35

can ensure fairness to some extent, it cannot tackle the
scenarios where group members have conflicting prefer-
ences. As it is intractable to compare users’ preference
(e.g., distinguish the optimal options from spicy and light
food preferences), the recommended list derived by this40

strategy can only guarantees a part of users’ preferences
instead of all the users’ preferences. Therefore, sequencing
strategy based on preference is improper.

Fortunately, the social regularization principle [16] pro-
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vides a interesting viewpoint: the more contribution you45

pay, the more priority or return you win [17]. For a group,
its formation and sustainability heavily depends on its
members’ activeness, which refers to as the frequency
of users’ interactions including sharing information or ex-
tending the social circle [18]. Inspired by the social regu-50

larization principle, it is more intuitive and proper to con-
sider users’ activeness when ranking services, i.e., a user’s
preference should be satisfied in priority if she contributes
to the group more actively. Different from dealing with
users’ preferences, we can easily quantify users’ activeness55

via simple statistic methods [19] and handle conflicting
user preferences. For example, we can count up how many
friends a user has or how much shopping information she
shares.

We borrow the fairness definition from [6, 13] and pro-60

pose a novel two-stage group recommendation model called
PFGR. PFGR couples user’s various preferences and ac-
tiveness, which has seldom been studied by previous work.
PFGR consists of two parts: multi-facet probabilistic graph
model (MFPG) and activeness-based coalition game strat-65

egy (ACG). During recommendation, PFGR first applies
MFPG to produce the services which satisfy all the mem-
bers’ preferences by modeling several observations (see Sec-
tion 3.5) obtained from the real life. Then, it utilizes ACG
to rank these services to attain a trade-off among various70

preferences.
Specifically, MFPG is a probabilistic generative model

that aims to select the services preferred by a group. It is
developed on latent Dirichlet allocation (LDA), which has
been proven successful in modeling implicit interactions75

[20, 21]. Compared with other group recommendation
model based on LDA [1, 9], MFGP considers more im-
plicit interactions such as users’ social links, preferences
influence, and common-interest. In particular, consider-
ing users’ implicit interactions can help group members80

to better select their desired services. ACG is inspired
by the coalition game theory, which has two advantages
when compared with current sequencing strategy based
on the greedy algorithm [6, 13] or the non-cooperative
game theory [14, 15]: 1) instead of considering a single85

user’s preference, the coaliton game theory innately con-
siders users’ peer influence (e.g., common-interest, social
links) and therefore conforms to the fact that a user’s se-
lection may be affected by others; 2) the coalition game
theory considers the balance between several coalitions.90

That makes it easier to find the equilibrium among a large
number of users in a dynamic environment where each
user’s preferences may change over time.

We make the following contributions in this paper:

• We propose a novel two-stage group recommenda-95

tion approach named PFGR which both guarantee
the accuracy of recommendation and efficiently solve
fairness issue. PFGR couples users’ preferences and
activeness, which has not been well studied before.

• we design an activeness-based sequencing strategy to100

ranking services following the social regularization
principle to promote the fairness in recommenda-
tion. This strategy can better solve conflicted pref-
erence contexts when comprared with the traditional
preference-based sequencing strategy.105

• We conduct extensive experiments to validate the ef-
fectiveness of PFGR under various settings on three
real data sets. The evaluation results show our scheme
consistently outperforms state-of-the-art approaches
when considering the fairness simultaneously.110

The rest of this paper is organized as follows: Sec-
tion 2 reviews the related work. Section 3 introduces the
preliminaries and formulates the group recommendation
problem. Section 4 presents the details of our proposal,
including the MFPG model and ACG strategy. Section 5115

reports our analysis of experiment results. Finally, Section
VI concludes the paper.

2. Related Work

2.1. Group Recommendation

Generally, group recommendation methods can be di-120

vided into two categories: the preference aggregation method
and the score aggregation method [22]. The former method
first aggregates the profiles of the group members into one
file, i.e., constructs a virtual user, and then make recom-
mendations to this virtual user [23, 24]. The latter, on the125

contrary, first produces recommendations for each group
member, then aggregates their recommendation results to
this group [25]. In our work, the proposed approach be-
longs to the score aggregation method.

The score aggregation approaches usually employ two130

aggregation strategies: Average and Least Misery, which
have been widely adopted in group recommendation [13,
7]. Recently, several score aggregation-based models have
been proposed. In [9, 1], authors assume that each group
has a multinomial distribution over latent topics and these135

topics attract a lot of users to join in. The service se-
lection of a user depends on either the group influence
or personal consideration. [7] designs a rank aggregation
methods combining AVE with LM strategies. [7] first gen-
erate s each user’s rating predictions on candidate services140

and then aggregate this rating via AVE or LM strategy to
get the final recommendation for the group. [6] and [13]
apply a greedy algorithm to maximize the performance of
group recommendation. Other schemes [10], [11] involve
trust or social relationships in group recommendation. [10]145

considers social relationships strength in a group collabo-
rative filtering context. [11] defines an empathetic social
choice framework in which agents derive utility based on
both their intrinsic preferences and the satisfaction of their
neighbors.150

Although these methods consider users’ implicit peer
influence such as the peer influence or social links, they

2



can’t handle fairness issue because they lack a proper strat-
egy to determine a balance trade-off among users’ various
preferences.155

2.2. Fairness in Group Recommendation

Several works focus on fairness in group recommenda-
tion. Some schemes [26, 27] treat the group decision as
a voting campaign and use voting mechanism to find a
proper recommendation. However, these schemes do not160

explicitly consider fairness in the models, and the defini-
tion of fairness in these works is obscure. Besides, these
works do not involve the connection between users in group
recommendation, either. Another works [15, 14, 2, 28] aim
to find an equilibrium among various users’ preferences via165

considering social relationship. Although introducing so-
cial links can to some degrees solve fairness issue, these
method can’t handle the conflicted contexts because of
their strategies are preference-based.

Two similar works on fairness in group recommenda-170

tion are [6, 13]. Different from other works, they explicitly
define the fairness which conforms to fair division of re-
sources [3, 4, 5]. In their works, fairness is defined as a
fact that a user is satisfied with a service if and only if
this service is ranked at the top-rated position in the final175

recommended list. More specifically, in [6], authors first
define fairness based on proportionality and envy-freeness.
Then they extend the definition into two practical scenar-
ios where they add categories and spatial constraints and
design a greedy strategy based on preference to maximize180

fairness in these two scenarios. However, scheme in [6]
sometimes may cause greater unfairness. Consider such a
group with ten users and a recommended service list, seven
of them are satisfied with this list while three of them dis-
like. According to [6], the fairness value is 0.7 which means185

most members of this group think this recommendation is
fair while ignoring the remaining three users. This fairness
is prejudiced when neglecting three users. [13] considers
fairness from the perspective of social welfare. Authors
first construct individual utility function for each user in a190

group and then propose two concepts of social welfare and
fairness for modeling utility function and the balance be-
tween group members. Then they determine the average
utility value of each service. Obviously, [13] is more fair
than [6] because [13] considers all the users’ preference.195

However, it can’t handle the conflicted contexts because
the definition about social welfare confused the contra-
diction of preferences between members, while our social
activeness can handle it with the frequency of interaction
(easily to be quantified) considered.200

In our work, we propose a more proper sequencing
strategy based on activeness. Compared with preference,
it is tractable to quantify users’ activeness via simple statis-
tic method [19], and our strategy also conforms to social
regularization principles [16] (More details are shown in205

Section 3.1).

Table 1: Notations

Notation Description
G, S a group, services set
|G| the number of users in G
µ, µi any user in G, the ith user in G
si the ith service in S
Z a set of latent topics including K topics, i.e.,

Z = {z1, z2, ..., zK}
Zµ user µ’s latent topic set, i.e., Zµ =

{zµ1, .., zµl}
D a decision set containing four value, i.e.,

D = {d|d = 0, 1, 2, 3}
Tmat social relationships matrix in G
Tµ, µtk the set of µ’s social links, µtk ∈ Tµ
Cµ, µc the set of users with common interests with

µ, µc ∈ Cµ
< µ, sj > user µ selects sj
θG topic distribution of a group G
ψµz distribution of users specific expertise on

topic z
ψsµ distribution of users specific expertise on

service s
ψsz distribution of group specific expertise on

service sj
ψst distribution of users in Tµ specific expertise

on service s
ψsc distribution of users in Cµ specific expertise

on service s
Sred a ranked services list after adjustment
α, β1, β2,
ρ, η1, η2

parameters of θG, ψµz , ψsµ, ψsz, ψ
s
t , ψ

s
c

τz,G number of times topic z is assigned to G
τz,µ number of times user µ is derived from topic

z
τµ,s number of times service s is derived from

user µ
τt,s number of times s is derived from µtk ∈ Tµ
τc,s number of times s is derived from µc ∈ Cµ
τz,s number of times service s is derived from

topic z in G
τµ,d number of times d is drawn from µ

3. Preliminaries

In this section, we first introduce some preliminaries
and problem formulation, then provide several observa-
tions concluded from the real world. The main notations210

used in this paper are listed in Table 1.

3.1. Users’ activeness in group

In sociology, a group can be defined as two or more
people who interact with one another, share similar char-
acteristics, and collectively have a sense of unity [29], [30].215

According to the definition, we know that the form and
sustainability of a group depends on the frequency of users’
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interaction including sharing information (e.g., shopping
experience, service promotion, etc.) or extending social
circle [14, 2]. In this work, we define the frequency of220

users’ interactions as activeness based on [31]. Generally,
a group contains active members and inactive members.
Active members often share more information including
shopping experience, interesting news, etc. or attract new
user to join the group, such interactions pay more contri-225

bution to the existence of group than the inactive. Hence,
users’ activeness must be taken into account when mak-
ing recommendation for groups. Specifically, service pre-
ferred by active users should be in priority ranked at a
top position when ranking service because of their more230

contribution.

3.2. Coalition game theory

Coalition game theory has been validated to be effi-
cient in resource distribution, decision making and widely
utilized in economic and engineering areas [32], [33], [34],235

[35]. A coalition game is a game with competition between
groups of players due to the possible of external enforce-
ment of cooperative behavior [36], [37], [38]. The game
is thus a competition between coalitions of players rather
than a competition between individual players.240

Formally, the coalitional game contains a set of n play-
ers which can be divided into C coalitions (C < n) and a
characteristic function v : 2N → R, where the characteris-
tic function of the game assigns to each possible coalition
a numeric value that intuitively represent the utility or245

payoff which can be distributed among coalition members.
The final target of coalition game is to optimize the sum
of utility value.

For recommendation, a group contains active users and
inactive user, which can be constructed two coalition ac-250

cording to coalition game theory. In our work, we divide
the coalition based on users’ activeness. The utility value v
in our work represents a ranked service list. Different from
coalition game theory, our target is to determine a proper
ranked service list where the position of each service can255

satisfy users’ preference as much as possible.

3.3. Social links

According to [39, 40], social links is defined as the con-
nections that exit between people who have recurring in-
teractions that are perceived by the participants to have260

personal meaning. This definition contains relationships
between friends, neighbors, workmates, etc. In RSs, cur-
rent works aims to consider two kind of relationships, i.e.,
trust relationship and friendship, which has been validated
to significantly improve the recommendation performance265

in practice [41], [14], [28], [42], [43].
Generally, trust relationship and friendship is mod-

elled as a graph and represented as a 0-1 matrix Tmat,
i.e., ∀µi, µj ∈ G, if there exists social relationship between
them, Tmatij is 1, otherwise 0. Note that the difference be-270

tween trust relationship and friendship is that the former

is modelled as a directed graph while the later is mod-
elled as an undirected graph [44]. In real social platforms
such as Epinions and Douban, social relationship are pre-
cisely expressed. In our experiments, social relationship is275

directly obtained in the data sets.

3.4. Problem statement

Given a set of services S (S = {s1, s2, ..., sn}) to be
recommended, G is a group which contains m users. For
∀µ (µ ∈ G), we can obtain his preference according to280

purchased services. Besides, there exist some users who
are connected with µ via social links. Here we use Tµ to
denote the set of µ’s social links, Tµ = {µt1 , µt2 , ..., µtk}
(∀µtk ∈ G). we hope the recommended service list is fair
to the group users.285

Definition Fairness. According to [6], Given a top-
N recommended service list, Sred = {sp1 , sp2 , ...spN } (pi
means the position of si, Sred ∈ S), if a service s preferred
by user µ belongs to Sred, i.e., s ∈ Sred, we say Sred is fair
to µ. For a group, if the position of each service of si is290

fair to its members as much as possible, Sred is fair to this
group.

The goal of our model is to determine Sred in a spe-
cific sequence which is fair to group members as much as
possible.295

3.5. Observations

In this section, we generalize the following observations
based on the real world, which provide support for the
proposed model in theory.

• Observation 1: Each group is related with one300

or more topics. i.e., a sports club is more relevant
to basketball or football games. The topics of this
group may attract more users to join it. Besides, a
group itself has some topic-based knowledge about
services if they are related to certain topics, here is305

referred to as group preference [1].

• Observation 2: Besides user’s personal preferences,
a user’s decision on services generally depends on
other users. Several conditions should be considered
when recommending a service si to a group user. 1)310

If a user µ is expert in si, his decision on si just de-
pends on himself [1]. 2) If µ knows little about si,
but his friends in this group are expert in it. µ’s final
decision on si relies on his friends’ decision. 3) If µ
has no friends or trusted members in this group, he315

may consult others who have a similar preference to
him. Whether selecting si or not depends on those
members with similar preference. Note that there
exist some members with similar preference are also
µ’s friends. 4) µ may tend to obey the group’s de-320

cision if he neither knows much about si nor has
friends or members with similar preferences [1].

4



z

d

K K

11 22

K

G

11

22

G

Figure 1: The representation of MFPG

• Observation 3: In each group, there exist active
members and inactive members. Generally, active
members often make more friends or share informa-325

tion with others, e.g., shopping experience, interest-
ing news, and personal preference, etc, which con-
tribute more to the group according to social reg-
ularization principle [17]. From the perspective of
contribution to the group, active members pay more330

efforts than the inactive. Therefore, when ranking
services, users’ activeness must be considered.

4. Scheme design

Our proposed scheme is two-stage model: multi-facet
probabilistic graph model (MFPG) and activeness-based335

coalition ranking strategy (ACG). MFPG aims to assist
a group to select the services preferred by all the group
users based on preferences. After that, ACG will rank the
position of these services to guarantee fairness according
to users’ activeness. We describe them separately.340

4.1. Multi-facet probabilistic graph model

In this section, we mainly introduce the generative
process of multi-facet probabilistic graph (MFPG) model
shown in Fig.1. For a given group G which is related with
K latent topics, we use a multinomial distribution θG over345

these topics to model the topic preference of G. Each la-
tent topic z has a multinomial distribution ψµz over user
µ in G, which indicates the relevance of µ to the topic
z. Besides, each group has its own topic-based knowledge
about services (Observation 1). Therefore we apply a350

multinomial distributions ψsz over services to be recom-
mended, which reflects the relevance of service s on the
topic z. Here ψµz indicates user µ’s expertise on topic z,
and ψsz reflects how likely a group G selects service s. To
get a latent topic z for each member in G, we sample it355

from topic distribution θG, then user µ is derived from ψµz ,
where θG ∼ Dirichlet(α).

Four scenarios should be considered when µ selects s
(Observation 2). Here we use a switch d to decide which
one may happen for µ’s selection of s, i.e.,360

• if d = 0, µ selects s based on his own expertise, which
is a multinomial distribution over services ψsµ.

• if d = 1, user µ picks out s based on his social influ-
ence (e.g., friends), which is a uniform distribution
on Tµ. Each member in Tµ has his expertise on s,365

which satisfies a multinomial distribution on ψst .

• if d = 2, µ selects s according to other members
who have similar interests with µ, which is a uni-
form distribution on Cµ. Each member in Cµ has
his understanding about s, which is a multinomial370

distribution on ψsc .

• if d = 3, that means µ has neither expertise on s
nor friends or users with common interests. Thus, µ
selects s according to group preference on s, which
is a multinomial distribution over ψsz.375

Compared with other probabilistic graph-based works
[1, 9], our approach has two improvements on group rec-
ommendation: 1) [1, 9] only consider two scenarios, i.e.,
the selection of services either depends on the user itself
or group decision. However, their consideration can’t well380

reflect the practical situation in the real world. There
exists explicit (e.g., friends or relatives) or implicit (e.g.,
common interest on sports) connection among users in a
group. When a user µ selects a service s, he will consult
other familiar users (e.g., friends or some people with com-385

mon interests) if he is not clear about s. Hence, the final
decision of µ on s generally depends on the opinions from
these users instead of directly conforming to group influ-
ence. 2) From the perspective of services selection, [1, 9]
apply a Bernoulli distribution on switch value to simu-390

late the situation of user’s selection, i.e., if switch value is
0, user µ select s depends on personal preference, other-
wise on group preference. This simulation method can’t
well reflect the real situations because each user can judge
whether conforming to group preference, i.e., it should be395

that user decides the switch value (i.e., d) instead of ran-
dom generation. In this paper, we design a simple method
to simulate users’ action on switch value:

Method: each service s is related to certain topic zs,
e.g., tent related with camping, restaurant related with a400

party, etc. In practice, each user µ has experienced some
services corresponding to several topics, denoted by Zµ =
{zµ1, .., zµl}. If zµl ∈ Z, µ has prior knowledge on s, then
d = 0; if zµl /∈ Z, and µ’s friends or other users who have
common interests with µ know zs, then d = 1 or d = 2,405

otherwise d = 3. Algorithm 1 summarizes the complete
generative process of MFPG.

To learn the parameters in MFPG, the estimation of
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the posterior likelihood function is defined by

P (z, µ, s|α, β1, β2, η1, η2, ρ)

=

∫
P (z|θG)P (θG|α)dθG ·

∫
P (µ|z, ψµz )P (ψµz |β1)dψµz ·A (1)

where A is defined as (2):

A =

∫ ∫ ∫ ∫
P (s|µ, z, d, µc, µtk , ψ

s
c , ψ

s
t , ψ

s
z, ψ

s
µ)P (ψsc |η2)·

P (ψst |η1)P (ψsz|ρ)P (ψsµ|β2)dψscdψst dψszdψsµ
(2)

To infer the parameters {ψµz , ψsµ, ψsz, ψst , ψsc}, we apply
collapsed Gibbs sampling method to obtain samples from410

high-dimensional distribution. For a given latent topic
variable z, a Gibbs sampling method needs to calculate
the full conditional probability for the assignment of the
variable conditioned on all the assignment excluding z.
However, it is intractable to get the full conditional proba-415

bility because of complex inter-dependencies between user
µ, service s, topic z and switch value d i.e., the final de-
cision of µ on s depends on d which has 4 values in this
paper.

To overcome this problem, we apply four-step Gibbs
sampling method based on [1] by decomposing equation
(2) as follows:

A =∫
P (s0|µ, d, ψsµ)P (ψsµ|β2)dψsµ︸ ︷︷ ︸

A0

·
∫
P (s1|µc, d, ψst )P (ψst |η2)dψst︸ ︷︷ ︸

A1

·
∫
P (s2|µtk , d, ψ

s
c)P (ψsc |η2)dψsc︸ ︷︷ ︸

A2

·
∫
P (s3|z, d, ψsz)P (ψsz|ρ)dψsz︸ ︷︷ ︸

A3

(3)

420

where s0 means that user µ chooses s according to his
own expertise, s1 means that µ chooses s according to his
social links, s2 means that µ select s according to other
users with common interests, s3 means that µ select s
according to group influence.425

Based on the new likelihood function shown in equation
(1) and (3), we can determine the full conditional distri-
bution of any topic zj ∈ Z and switch d for µ and sj . If sj
is selected by µ’s personal expertise, i.e., d=0, we sample
zj according to the following probability [20]:

P (zj = k|z−j , µ, s0)

=

∫
P (Z|θG)P (θG|α)dθG∫

P (Z−j |θG))P (θG|α)dθG
·

∫
P (µ|Z,ψµZ)P (ψµZ |β1)dψ

µ
Z∫

P (µ|Z−j , ψµZ)P (ψµZ |β1)dψ
µ
Z

∝
τk,G,−j + αk∑̂

k∈Z
(τk̂,G,−j + αk̂)

· τk,µ,−j + βµ1∑̂
µ∈G

(τµ̂,G,−j + βµ̂1 )
(4)

where ’−j’ means that we exclude the jth service for G
when sampling. The similar derivation of collapsed Gibbs

Algorithm 1 Generative process of probabilistic
graph-based model

Input: Given a group G with m users, a set Z containing
K latent topics, a set of services S to be recommended.

1: for each topic zk in Z, k=1,2,...,K do
2: Draw ψµzk ∼ Dirichlet(β1)
3: Draw ψszk ∼ Dirichlet(η1)
4: end for
5: for each user µ in G do
6: Draw ψsµ ∼ Dirichlet(β2)
7: end for
8: for group G do
9: Draw θG ∼ Dirichlet(α)

10: for each user µ in G do
11: for each service s in S do
12: Decide d via Method
13: if d=0 then
14: Draw z ∼ Multinomial(θG)
15: Draw µ ∼ Multinomial(ψµz )
16: Draw s ∼ Multinomial(ψsµ)
17: else if d = 1 ∪ d = 2 then
18: Draw µtk ∼ Uniform(Tµ)
19: Draw µc ∼ Uniform(Cµ)
20: Draw st ∼ Multinomial(ψst )
21: Draw sc ∼ Multinomial(ψsc)
22: s = st ∪ sc
23: else if d=3 then
24: Draw s ∼ Multinomial(ψsz)
25: end if
26: end for
27: end for
28: end for

sampling equation for other d’s value is shown as:

P (zj = k|z−j , µ, s1,2) ∝ τk,G,−j + αk∑̂
k∈Z

(τk̂,G,−j + αk̂)
· τk,µ,−j + βµ1∑̂
µ∈G

(τµ̂,k,−j + βµ̂1 )
·

(

∑
µtk∈Tµ

(τs,t,−j + ηs1)∑
µtk∈Tµ

∑̂
s∈S

(τŝ,t,−j + ηŝ1)
+

∑
µc∈Cµ

(τs,c,−j + ηs2)∑
µc∈Cµ

∑̂
s∈S

(τŝ,c,−j + ηŝ2)
) (5)

P (zj = k|z−j , µ, s3)

∝
τk,G,−j + αk∑̂

k∈Z
(τk̂,G,−j + αk̂)

· τk,µ,−j + βµ1∑̂
µ∈G

(τµ̂,k,−j + βµ̂1 )
· τk,s,−j + ρs∑̂
s∈S

(τŝ,k,−j + ρŝ)

(6)

After sampling a sufficient number of iterations, we
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obtain the parameters ψsc , ψ
µ
z , ψsµ, ψsz and ψst as follows:

ψ̂µz = P̂ (µ|z) = τz,µ + βµ1∑̂
µ∈G

(τz,µ̂ + βµ̂1 )
(7)

ψ̂sµ = P̂ (s|µ) = τµ,s + βs2∑̂
s∈S

(τµ,ŝ + βŝ2)
(8)

ψ̂sz = P̂ (s|z) = τz,s + ρs∑̂
s∈S

(τµ,ŝ + ρŝ)
(9)

ψ̂st = P̂ (s|t) =

∑
µtk∈Tµ

(τs,t,−j + ηs1)∑
µtk∈Tµ

∑̂
s∈S

(τŝ,t,−j + ηŝ1)
(10)

ψ̂sc = P̂ (s|t) =

∑
µc∈Cµ

(τs,c,−j + ηs2)∑
µc∈Cµ

∑̂
s∈S

(τŝ,c,−j + ηŝ2)
(11)

After determining the above estimation of parameters,
we will obtain the final decision of group G on each candi-
date service s via combining all of users’ decision according
to (7)—(11), which is computed as follows:

P (s|µ,G) =
∏
µ∈G

∑
z∈Z

θG,z · ψ̂µz (λ0 · ψ̂sµ+λ1 · ψ̂st +λ2 · ψ̂sc+λ3 · ψ̂sz)

(12)
where λ0, λ1, λ2 and λ3 can be computed as follows:

λ0 =
τµ,0

τµ,0 + τµ,1 + τµ,2 + τµ,3
λ1 =

τµ,1
τµ,0 + τµ,1 + τµ,2 + τµ,3

λ2 =
τµ,2

τµ,0 + τµ,1 + τµ,2 + τµ,3
λ3 =

τµ,3
τµ,0 + τµ,1 + τµ,2 + τµ,3

4.2. Activeness-based coalition ranking strategy430

After obtaining the services preferred by a group and

each user’s decision on services, i.e., ψ̂sC(µ), where C(µ) =

{µ, c, t, z}, we should consider the fairness between users,
i.e., determine the position of services, which guarantee
fairness to each user as much as possible via coalition435

game theory. Here we consider users’ activeness. Based
on the previous discussion, a group contains active users
and inactive users, where their activeness contributes to
the existence of group (Observation 3). According to
social regularization principle [17], when sorting services,440

services preferred by active users should be in priority con-
sidered to rank at a top position.

First, we divide active users and inactive users ac-
cording to activeness, where we assume that the histor-
ical behavior of each user is shared with others (e.g., pur-
chased items). To conveniently do experiments, activeness
in our work consists of users’ historical services and his
social links (e.g., friends in Douban data set). For a group
G = {µ1, µ2, ..., µm}, we use Sh to denote the historical
services purchased by a group G. For ∀µ ∈ G, we get his
historical services denoted by Sµh ⊂ Sh, the proportion of
µ’s historical services is computed as follow:

Prosµ =
|Sµh |
|Sh|

(13)

Users

Services

Users

Services

Decision Matrix Ranking Matrix

Figure 2: An example of converting decision matrix into ranking
matrix

If µ has several social connections in G, we use Tµ to
denote the set of his connections, and the social-activeness
of µ is computed as follow:

Actlµ =
|Tµ|
m

(14)

the activeness of µ is the combination of Prosµ and Actlµ:

Actµ =
Prosµ +Actlµ

2
(15)

After computing the activeness of each user in G, we
get a sorted order of users. Because each group contains445

two types of users, the active and the inactive, we divide G
into two subgroups by proportion $ (defaulted by 20%),
Ga including m1 active users and G−a composed of m2

inactive users (The effect of $ will be discussed in Section
5).450

For ∀µi ∈ Ga, we computed the new estimate value for
services based on activeness and user’s decision, denoted
by Nij .

Nij = eActi · ψ̂sjC(µ) (16)

we get total estimate value of Ga on sj via calculating
the mean value and a sorted services list is determined,
denoted by Saorder = {sp1 , ..., spn}, where pi means that
the service is ranked at the ith position.

For ∀µ ∈ G−a, we adopt a different strategy to get the455

ranked list of services because of their lower activeness. It
is known that each user has his own decision on S derived

by section 4.1, a decision matrix D−a = (ψ̂
sj
C(µ))m1×n is

obtained.
First, we convert decision matrixD into ranking matrix

R−a via sorting the decision value of each user on S, an
example of the conversion is shown in Fig.3. Then let
P = {p1, p2, ...., pn} be a sequence of position, we hope the
P is approximate to each row in a ranking matrix as soon
as possible, which means that we must solve the following
unconstrained optimization problem.

min
P

F (P,R−a) =
1

n ·m2

∑
i

∑
j

(pj − rij)2 (17)

We apply stochastic gradient descent method to work out460

equation (17), and get the solution P ∗ = {p∗1, p∗2, ...., p∗n}.
Another sequence of service list is obtained, i.e., S−aorder =
{sp∗1 , sp∗2 , ..., sp∗n}.
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Table 2: Statistics of Data sets

Data sets Epinions Ciao Douban
# Users 21926 7287 30438
# Services 23863 12028 16277
# Category 26 28 1
# Groups 8514 2175 6229
# Ratings 498199 148093 359802
# links 300053 57536 88759
Den r (%) 0.095 0.16 0.07
Den l (%) 0.12 0.21 0.019
Mem Range [2, 1304] [2, 429] [2, 326]

Note: ’Mem Range’ represents an interval which re-
flects the range of group size. ’Den r’ indicates the den-
sity on ratings, ’Den l’ indicates the density on trust
or friend relationship.

Table 3: Parameters Setting

Parameters α β1 β2 ρ η1 η2
Value 0.2 0.6 0.5 0.5 0.3 0.3

After getting the two service lists, Saorder, S
−a
order, we

design another ranking strategy to get the final order of
S: 1) If pk=p∗k, we put spk at the position pk in S. 2) If
pk 6= p∗k, there must exist p∗k1 (k1 6= k), s.t., spk = sp∗k1

, we

apply activeness to get the new position pk as follows:

pk =
1

Act−a +Acta
(Acta · pk +Act−a · p∗k1) (18)

where Acta and Act−a is the minimum activeness in Ga
and G−a. We put spk at the position pk in S. Repeat465

the above step until a ranked services list Sred is finally
obtained.

5. Experiments

5.1. Data sets and statistics

To validate the performance, we apply our scheme to470

three real-world data sets. Table 2 shows the statistics of
data sets (items in this section are identical to the services
mentioned above).

• Epinions1: Tang [42] crawled it from a well-known
online consumer review site Epinions. On this site, a475

user writes not only critical reviews for various prod-
ucts but also adds other members to his trusted list
if he feels that their reviews are useful to the choice
of items (the items are classified into 26 categories).

• Ciao2: Tang [42] also provides the second data set480

crawled from Ciao, another famous review site which
is similar to Epinions. Items in the Ciao dataset are
divided into 28 categories.

1http://www.cse.msu.edu/ tangjili/trust.html
2http://www.ciao.co.uk

• Douban3: The last data set is Douban dataset crawled
by Ma [43] from a popular Chinese social networking485

service website, Douban. It allows registered users
to record information and create content related to
entities such as film, books, music, and recent events.
This dataset contains movie items.

For Epinions and Ciao data sets, we filter out some490

terms that are rated less than five times and get 23863
items with 489700 ratings, 12028 items with 148093 ratings
respectively. For the Douban data set, we sample a subset
of Douban dataset which contains 31240 users and 16277
movies.495

How to form group. Each data set includes social
relationships matrix denoted by Tmat which is a 0-1 ma-
trix, i.e., if user µi is socially connected with µj , T

mat
ij is

1, otherwise 0. For ∀µi recorded in Tmat, we select users
directly connected with µi and put them into a group G,500

note that there may exists social links between these users
excluding µi. Finally, we get 8514, 2175 and 6229 groups
corresponding to these data sets respectively. Each group
is assumed to be independent during experiments.

5.2. Evaluation methodology505

In our experiments, we apply a five-time Leave-One-
Out Cross Validation (LOOCV) to evaluate the perfor-
mance of various schemes. In each run, each data set
is split into two subsets, i.e., a training set and a test-
ing set by randomly selecting one of the rated terms for510

each user and putting it into the testing set. Since it is
quite time-consuming to rank all items for each user dur-
ing evaluation, we followed the common strategy [45, 46]
that randomly samples 100 items that are not interacted
by the user, ranking the test item among the 100 items,515

i.e., the testing set of this user contains 101 items. For a
given group including K users, the testing set is the union
of its inside K users’ testing set, which at most contains
K testing items+100*K sampling items. The training set
is used to train a model, then for each group, a size-N rec-520

ommendation list in a descendent sequence is generated
via our scheme. In the majority of the results presented in
Section V-D, we set N as 5, 10, 15, 20, and 25 to compare
the result difference.

The recommendation accuracy and fairness is measured
via Hit Rate (HR) and Average Reciprocal Hit Rank (ARHR)
[47]. HR is computed by

HR =
#hits

#|G| (19)

525

where #|G| is the size of group |G|, #hits is the number
of users who have items in the testing set recommended in
the Top-N recommendation list. The second measure for

3https://drive.google.com/file/d/1jnRwcjx9oenpwKQHsmGLASS
qI9fLZh o/view?usp=sharing
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evaluation is ARHR, which is defined as follows:

ARHR =
1

#|G|

#hits∑
i=1

1

pi
(20)

where p is the position of the item in the ranked recom-
mendation list when an item of a group is hit. ARHR
measures the inverse of the position of the recommended
item in the recommendation list. In our work, the fairness
is also converted to a ranking problem, i.e., the higher the530

ARHR value is, the more fair the recommended service list
will be. Table 3 shows the parameters in PFGR.

5.3. Comparison schemes

To demonstrate the effectiveness, we compare the pro-
posed approach with the following baselines and state-of-535

the-art schemes.

• Ave/LM Ranking CF Algorithm [7]: This algorithm
ranks items based on Average/Least Misery rele-
vance and recommends the top-k items.

• EFGreedy Algorithm [6]: This method proposes a540

fairness metric called proportionality and greedily
selects items to maximize fairness.

• Greedy-LM/Var [13]: Lin et al. propose this ap-
proach using a greedy algorithm for Least Misery/Variance
Fairness-aware group recommendation.545

• USRG [15]: This work proposes an approach based
on non-cooperative games to maximize the prefer-
ence of user in group via determining Nash equilib-
rium state.

• COM [1]: A probabilistic model based on LDA is550

proposed to model the generative process of group
recommendation

• CrowdRec [9]: This model is an extension of COM,
which is applied in crowd-funding domains.

• NIGR [14]: This work aims to find Narch equilibrium555

during group recommendation with social influence
between users consideration.

• CoaGR [2]: CoaGR, based on coalition game the-
ory, divides users into several exhaustive and dis-
joint coalitions to maximize the social welfare func-560

tion (defined in [2]) of group.

• GTBT [28]: GTBT is a game theory-based scheme
which is applied to trust evaluation during recom-
mendation.

• Simple PFGR (our scheme): This scheme neglect565

the social relationships in PFGR, i.e., d’s value is
only set as 0,1 or 3 during service selection, and Actlµ
is set as 0 for fairness evaluation.

• PFGR (our scheme): PFGR with social relationships
account combines probabilistic graph and coalition570

game to maximize the satisfaction when making rec-
ommendations to a group.

The comparison schemes are divided into two parts:
Schemes without social links account: Ave/LM Ranking
algorithm, EFGreedy, Greedy-LM/Var, COM and Crow-575

dRec; Schemes with social links consideration: USRG, Co-
aGR, NIGR and GTBT. To be fair, we compare with these
two kinds of schemes, respectively.

5.4. Results and analysis

In this section, we analyze Top-N recommendation per-580

formance of PFGR with other compared schemes on dif-
ferent data sets to answer the following questions:

• How does PFGR compare with state-of-the-art meth-
ods (Section 5.4.1) ?

• How does PFGR compare with other approaches in585

different sizes of groups (Section 5.4.2) ?

• How does our approach tacle the conflicted prefer-
ences case (Section 5.4.3) ?

• How does the users’ activeness of a group affect the
fairness (Section 5.4.4)?590

• What’s the advantage of our coalition strategy over
other game theory-based schemes (Section 5.4.5)?

• How does social relationships promote the recom-
mendation (Section 5.4.6)?

• How do the parameters applied in our work affect595

the recommendation performance (Section 5.4.7)?

5.4.1. Overall performance comparisons

Tables 4 and 5 summarize the performance of the state-
of-the-art schemes and ours (i.e., Simple PFGR and PFGR).

In Table 4, all of the approaches don’t consider so-600

cial links, therefore we assume that no social links exist
in the formed group and input information is just rat-
ing information of group members. As shown in Table 4,
Simple PFGR significantly improves the HR and ARHR
compared with EFGreedy. For other six schemes such as605

Ave ranking CF, LM ranking CF, Greedy-LM, Greedy-
Var, COM, CrowdRec, our scheme attains a maximum in-
crease of 43.01% in HR and 54.75% in ARHR. Compared
with the current best scheme COM, PFGR attains higher
HR and ARHR with 7.45% and 5.64% increase on average.610

In Table 5, our input information includes group mem-
bers’ rating information and their mutual social relation-
ship. As indicated in Table 5, PFGR outperforms USRG
and GTBT because there is more than 80% increase in
HR and ARHR value. Compared with NIGR, the best ap-615

proach based on game theory, PFGR hit hihger HR and
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Table 4: Overall Comparison on Three Real-world Datasets (without social links)

Epinions

Methods
Metrics

HR@5 HR@10 HR@15 HR@20 HR@25 ARHR@5 ARHR@10 ARHR@15 ARHR@20 ARHR@25

Ave Ranking CF
0.0675

(↑29.48%)
0.1063

(↑28.79%)
0.1709

(↑16.91%)
0.2348

(↑17.16%)
0.3051

(↑11.93%)
0.0536

(↑21.46%)
0.0574

(↑22.47%)
0.0618

(↑21.04%)
0.0653

(↑21.90%)
0.0692

(↑25.00%)

LM Ranking CF
0.0642

(↑36.14%)
0.1049

(↑30.51%)
0.1678

(↑19.07%)
0.2312

(↑18.99%)
0.2976

(↑14.75%)
0.0519

(↑25.43%)
0.0563

(↑24.87%)
0.0602

(↑24.25%)
0.0647

(↑23.03%)
0.0688

(↑25.73%)
EFGreedy (++) 0.0262 0.0415 0.0803 0.1471 0.2057 0.0122 0.0138 0.0151 0.0169 0.0204

Greedy-LM
0.0706

(↑23.80%)
0.1158

(↑18.22%)
0.1771

(↑12.82%)
0.2462

(↑11.74%)
0.3243

(↑5.30%)
0.0585

(↑11.28%)
0.0642

(↑9.50%)
0.0683

(↑9.52%)
0.0741

(↑7.42%)
0.0782

(↑10.61%)

Greedy-Var
0.0728

(↑20.05%)
0.1214

(↑12.77%)
0.1843

(↑8.41%)
0.2571

(↑7.00%)
0.3290

(↑3.80%)
0.0596

(↑9.23%)
0.0672

(↑4.61%)
0.0701

(↑6.70%)
0.0754

(↑5.57%)
0.0798

(↑8.40%)

COM
0.0792

(↑10.35%)
0.1258

(↑8.82%)
0.1926

(↑3.74%)
0.2596

(↑5.97%)
0.3211

(↑6.35%)
0.0612

(↑6.37%)
0.0659

(↑6.68%)
0.0715

(↑4.62%)
0.0769

(↑3.51%)
0.0818

(↑5.75%)

CrowdRec
0.0815

(↑7.24%)
0.1283

(↑6.70%)
0.1937

(↑3.15%)
0.2641

(↑4.17%)
0.3351

(↑1.91%)
0.0631

(↑3.17%)
0.0673

(↑4.46%)
0.0738

(↑1.36%)
0.0788

(↑1.02%)
0.0842

(↑2.37%)
Simple PFGR 0.0874 0.1369 0.1998 0.2751 0.3415 0.0651 0.0703 0.0748 0.0796 0.0865

Ciao

Methods
Metrics

HR@5 HR@10 HR@15 HR@20 HR@25 ARHR@5 ARHR@10 ARHR@15 ARHR@20 ARHR@25

Ave Ranking CF
0.0892

(↑31.95%)
0.1135

(↑28.11%)
0.1769

(↑21.09%)
0.2557

(↑27.61%)
0.3364

(↑23.25%)
0.0418

(↑44.98%)
0.0442

(↑48.87%)
0.0495

(↑44.65%)
0.0521

(↑48.56%)
0.0556

(↑49.46%)

LM Ranking CF
0.0823

(↑43.01%)
0.1046

(↑39.01%)
0.1682

(↑27.35%)
0.2486

(↑31.26%)
0.3215

(↑28.96%)
0.0397

(↑52.67%)
0.0431

(↑52.67%)
0.0470

(↑52.34%)
0.0508

(↑52.36%)
0.0537

(↑54.75%)
EFGreedy (++) 0.0253 0.0488 0.0931 0.1654 0.3022 0.0115 0.0148 0.0189 0.0236 0.0271

Greedy-LM
0.1077

(↑9.29%)
0.1288

(↑12.89%)
0.2094

(↑2.29%)
0.2665

(↑22.44%)
0.3497

(↑18.56%)
0.0461

(↑31.45%)
0.0517

(↑27.27%)
0.0552

(↑29.71%)
0.0601

(↑28.79%)
0.0632

(↑31.49%)

Greedy-Var
0.1089

(↑8.08%)
0.1315

(↑10.57%)
0.1796

(↑19.27%)
0.2571

(↑26.92%)
0.3385

(↑22.48%)
0.0486

(↑24.69%)
0.0539

(↑22.08%)
0.0567

(↑26.28%)
0.0621

(↑24.64%)
0.0644

(↑29.04%)

COM
0.1116

(↑5.47%)
0.1340

(↑8.51%)
0.1869

(↑14.61%)
0.2914

(↑11.98%)
0.3867

(↑7.21%)
0.0517

(↑17.21%)
0.0596

(↑10.40%)
0.0646

(↑10.84%)
0.0693

(↑11.69%)
0.0752

(↑10.51%)

CrowdRec
0.1135

(↑3.70%)
0.1412

(↑2.97%)
0.1927

(↑11.16%)
0.3145

(↑3.75%)
0.4005

(↑3.52%)
0.0543

(↑11.60%)
0.0618

(↑6.47%)
0.0679

(↑5.45%)
0.0728

(↑6.32%)
0.0785

(↑5.86%)
Simple PFGR 0.1177 0.1454 0.2142 0.3263 0.4146 0.0606 0.0658 0.0716 0.0774 0.0831

Douban

Methods
Metrics

HR@5 HR@10 HR@15 HR@20 HR@25 ARHR@5 ARHR@10 ARHR@15 ARHR@20 ARHR@25

Ave Ranking CF
0.0792

(↑30.3%)
0.1681

(↑32.84%)
0.2477

(↑19.66%)
0.3329

(↑12.50%)
0.4254

(↑12.20%)
0.0386

(↑46.11%)
0.0471

(↑33.33%)
0.0567

(↑27.34%)
0.0622

(↑27.49%)
0.0685

(↑25.55%)

LM Ranking CF
0.0741

(↑39.27%)
0.1603

(↑39.30%)
0.2385

(↑24.28%)
0.3270

(↑14.53%)
0.4196

(↑13.75%)
0.0370

(↑52.43%)
0.0453

(↑38.63%)
0.0558

(↑29.39%)
0.0615

(↑28.94%)
0.0678

(↑26.84%)
EFGreedy (++) 0.0287 0.0512 0.1168 0.1959 0.2762 0.0094 0.0125 0.0166 0.0194 0.0256

Greedy-LM
0.0811

(↑27.25%)
0.1898

(↑17.65%)
0.2596

(↑14.18%)
0.3413

(↑9.73%)
0.4361

(↑10.59%)
0.0433

(↑30.25%)
0.0529

(↑18.71%)
0.0622

(↑16.08%)
0.0714

(↑11.06%)
0.0758

(↑13.46%)

Greedy-Var
0.0817

(↑26.32%)
0.2001

(↑11.59%)
0.2619

(↑13.17%)
0.3496

(↑7.12%)
0.4406

(↑8.33%)
0.0460

(↑22.61%)
0.0557

(↑12.75%)
0.0648

(↑11.42%)
0.0729

(↑8.78%)
0.0771

(↑11.54%)

COM
0.0912

(↑13.16%)
0.2065

(↑8.14%)
0.2658

(↑11.51%)
0.3528

(↑6.15%)
0.4524

(↑5.50%)
0.0527

(↑7.02%)
0.0585

(↑7.35%)
0.0677

(↑6.65%)
0.0745

(↑6.44%)
0.0783

(↑9.83%)

CrowdRec
0.0941

(↑9.67%)
0.2118

(↑5.43%)
0.2703

(↑9.66%)
0.3652

(↑2.55%)
0.4632

(↑3.04%)
0.0552

(↑2.17%)
0.0611

(↑2.78%)
0.0692

(↑4.34%)
0.0788

(↑0.63%)
0.0806

(↑6.70%)
Simple PFGR 0.1032 0.2233 0.2964 0.3745 0.4773 0.0564 0.0628 0.0722 0.0793 0.0860

Note: ‘++’ means that the performance of Simple PFGR exceeds more than 80% compared with other approaches. ‘↑’ means the improvement in
accuracy compared with other approaches.

ARHR value, respectively. The higher HR and ARHR val-
ues indicate that PFGR can efficiently rank the services for
a group in the top position.

Besides, the results also show that: 1) For methods620

based on greedy algorithm, the recommendation perfor-
mance of Greedy-Var is better than that of Greedy-LM in
total. 2) Methods based on probabilistic graph, i.e., COM
and CrowdRec is superior to those methods based on the
greedy algorithms or ranking in recommendation perfor-625

mance. 3) PFGR is better than Simple PFGR in HR and
ARHR, which indicates that the social relationship can
improve recommendation performance (More details are
in Section 5.4.4).

In total, our scheme PFGR accomplishes more accu-630

racy recommendation and determines a comparatively sat-
isfied ranked list for groups, which efficiently tackle the
fairness issue between users compared with current state-

of-the-art.

5.4.2. Recommendation on different size of group635

In this section, we discuss the schemes on different
group sizes shown in Figs. 3-6. We divide data sets into
five categories according to the number of users in a group
as shown in Table 6. Here, we set N as 10 and 20. Besides
Tables 4 and 5, which shows the remarkable comparison re-640

sults with EFGreedy, USRG and GTBT, we additionally
compare the following schemes in this part, namely Ave
Ranking CF, LM Ranking CF, Greedy-LM, Greedy-Var,
COM, CrowdRec, CoaGR and NIGR.

From Figs. 3-6 we can acknowledge that 1) Simple PFGR645

and PFGR outperforms all the compared schemes for groups
with different sizes on the three data sets whether consid-
ering social links or not. Our scheme attains the highest
values in both HR and ARHR, indicating our schemes has
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Table 5: Overall Comparison on Three Real-world Datasets

Epinions

Methods
Metrics

HR@5 HR@10 HR@15 HR@20 HR@25 ARHR@5 ARHR@10 ARHR@15 ARHR@20 ARHR@25

USRG (++) 0.0428 0.0764 0.1216 0.1622 0.2065 0.0236 0.0293 0.0388 0.0415 0.0439

NIGR
0.0863

(↑5.45%)
0.1352

(↑3.70%)
0.2006

(↑1.79%)
0.2710

(↑2.88%)
0.3488

(↑1.09%)
0.0644

(↑5.43%)
0.0693

(↑4.91%)
0.0748

(↑4.68%)
0.0802

(↑2.49%)
0.0860

(↑2.21%)

CoaGR
0.0652

(↑39.57%)
0.1089

(↑28.74%)
0.1669

(↑22.35%)
0.2417

(↑15.35%)
0.3264

(↑11.44%)
0.0577

(↑17.68%)
0.0662

(↑9.81%)
0.0707

(↑10.74%)
0.0738

(↑11.38%)
0.0769

(↑14.43%)
GTBT (++) 0.0529 0.0848 0.1297 0.1676 0.2112 0.0353 0.0391 0.0428 0.0462 0.0515
PFGR 0.0910 0.1402 0.2042 0.2788 0.3526 0.0679 0.0727 0.0783 0.0822 0.0879

Ciao

Methods
Metrics

HR@5 HR@10 HR@15 HR@20 HR@25 ARHR@5 ARHR@10 ARHR@15 ARHR@20 ARHR@25

USRG(++) 0.0467 0.0711 0.1362 0.2066 0.2880 0.0342 0.0397 0.0431 0.0466 0.0515

NIGR
0.1166

(↑3.26%)
0.1448

(↑2.55%)
0.2123

(↑8.81%)
0.3349

(↑6.69%)
0.4215

(↑4.46%)
0.0588

(↑6.30%)
0.0660

(↑8.03%)
0.0729

(↑7.27%)
0.0752

(↑11.84%)
0.0828

(↑12.92%)

CoaGR
0.0858

(↑40.32%)
0.1266

(↑17.30%)
0.1795

(↑28.69%)
0.2564

(↑39.35%)
0.3207

(↑37.29%)
0.0482

(↑29.67%)
0.0533

(↑33.77%)
0.0571

(↑36.95%)
0.0628

(↑33.92%)
0.0683

(↑36.90%)
GTBT(++) 0.0513 0.0852 0.1432 0.2038 0.2766 0.0372 0.0417 0.0446 0.0488 0.0521
PFGR 0.1204 0.1485 0.2310 0.3573 0.4403 0.0625 0.0713 0.0782 0.0841 0.0935

Douban

Methods
Metrics

HR@5 HR@10 HR@15 HR@20 HR@25 ARHR@5 ARHR@10 ARHR@15 ARHR@20 ARHR@25

USRG (++) 0.0516 0.1032 0.1649 0.2762 0.3916 0.0316 0.0387 0.0447 0.0505 0.0562

NIGR
0.1025

(↑22.05%)
0.2066

(↑17.72%)
0.2759

(↑14.75%)
0.3687

(↑8.14%)
0.4712

(↑3.42%)
0.0569

(↑4.92%)
0.0633

(↑4.58%)
0.0741

(↑5.40%)
0.0797

(↑4.14%)
0.0844

(↑4.86%)

CoaGR
0.0977

(↑28.05%)
0.1889

(↑28.75%)
0.2564

(↑23.48%)
0.3375

(↑18.13%)
0.4461

(↑9.24%)
0.0512

(↑16.60%)
0.0569

(↑16.34%)
0.0611

(↑27.82%)
0.0669

(↑24.07%)
0.0730

(↑21.23%)
GTBT (++) 0.0577 0.0948 0.1662 0.2018 0.2869 0.0415 0.0447 0.0491 0.0526 0.0564
PFGR 0.1251 0.2432 0.3166 0.3987 0.4873 0.0597 0.0662 0.0781 0.0830 0.0885

Note: ‘++’ means that the performance of PFGR exceeds more than 80% compared with other approaches. ‘↑’ means the improvement in accuracy
compared with other approaches.

Table 6: The Statistics of Group Size

Data
Cat. 1 2 3 4 5

2-10 10-30 30-50 50-100 100+
Epinions 31.96% 33.49% 13.97% 13.17% 7.42%

Ciao 46.48% 27.72% 10.21% 10.07% 5.52%
Douban 61.14% 28.23% 6.01% 3.42% 1.2%

Note: ’Cat’ is short for category. Cat1 contains groups whose total
members are 2-10. The total members of groups in Cat2 are 10-
30. For Cat3 and Cat4, the total members are 30-50, and 50-100,
respectively. Cat5 contains groups whose total member is larger
than 100.

better recommendation accuracy than other schemes. 2)650

Compared with Ave Ranking CF and LM Ranking CF,
Greedy-LM and Greedy-Var, COM and CrowdRec, Co-
aGR and NIGR, the maximum increase in HR and ARHR
attains 26.51% and 17.84%, respectively. Besides, NIGR,
COM and CrowdRec also achieve good recommendation655

performance on group sizes of two to ten because the values
of HR and ARHR hit by these four schemes are quite sim-
ilar to ours. However, the recommendation performance
of them would decrease when group size becomes more
substantial.660

In summary, our scheme PFGR consistently achieves
more accurate results when compared with the state-of-
the-art approaches. The results prove that PFGR can
produce satisfactory recommendations via effective opti-
mizing the fairness within the groups of users and inte-665

grating social trust simultaneously. Our empirical studies
also demonstrate that our proposed model has good scal-
ability and suitability when recommending to a larger size
of groups.
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Figure 3: Comparison on Different Group Size (social links-free)

5.4.3. Conflicted preference cases study670

In this section, we specially discuss the proposed PFGR
in conflicted preferences cases which can’t be well solved
in current schemes. Here we first reconstruct the group
according to users’ preferences. Compared with Douban,
Epinions and Ciao data sets contain the categories about675

services, i.e., games, books, musics and so on. Actually, in
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Figure 4: Comparison on Different Group Size
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Figure 5: Comparison on Different Group Size (social links-free)

our experiments, these categories can be regarded as users’
preferences (e.g., some users like reading books, playing
games, listening to musics). Therefore we execute our ex-
periments on these two data sets.680

Because of the space limitation, here we firstly ran-
domly select six categories as group preference from Epin-
ions and Ciao data sets. Second, We construct 5 groups
based on the previous formed groups whose total num-
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Figure 6: Comparison on Different Group Size
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Figure 7: Conflicted preferences cases analysis

ber is more than 100, respectively (Note that the total685

number of users’ preferences in these groups is six). To
simulate the conflicted preferences scenario, we randomly
divide users’ preferences into two parts, denoted by preA
and preB , where no overlapped users are both between
preA and preB . More details about these 5 groups are690

shown in Table 7. All parameters setting in this section
are defaulted the same as section 5.4.2.

As shown in Fig.7, we know that 1) both PFGR and
Simple PFGR hit the maximum value in ARHR value,
which indicates that our scheme can efficiently solve the695

fairness when conflicted preference exists. 2) Compared
with schemes based greedy algorithm such as Greedy LM/Ave,
LDA-based approaches, i.e., COM and CrowdRec can solve
fairness better when confronted with conflicted preferences
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Table 7: The Statistics of Group

Epinions Count

Group1
pre A movie: 10, games: 26, media: 17 38

104
pre B books: 42, sports: 39, gifts: 11 66

Group2
pre A books: 41, magazines: 52, cars: 21 80

127
pre B movie: 19, music: 33, media: 25 47

Group3
pre A Pets: 66, music: 44, books: 51 132

205
pre B web: 20, photo: 47, garden: 34 73

Group4
pre A books: 61, media: 19, business: 27 70

136
pre B photo: 35, movie: 8, software: 42 66

Group5
pre A online: 73, travel: 85, books: 46 111

279
pre B car: 77, web: 135, photo: 32 168

Ciao Count

Group1
pre A DVD: 74, books: 28, food: 69 101

132
pre B music: 15, health: 44, cameras: 7 31

Group2
pre A car: 75, games: 44, fashion: 82 139

244
pre B books: 16, shopping: 60, DVD: 72 105

Group3
pre A software: 41, car: 5, house: 16 33

125
pre B DVD: 38, music: 76, beauty: 50 92

Group4
pre A travel: 82, music: 56, car: 77 142

237
pre B food: 36, health: 69, sports: 53 95

Group5
pre A house: 19, car: 38, games: 66 54

143
pre B books: 70, DVD: 32, shopping: 46 89

Note: there is no overlapped preference between preA and preB , while
users’ preferences are overlapped in preA or preB .
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Figure 8: The proportion $ of active users in group

but with a slight improvement. 3) Social links can also help700

to solve fairness issue because of PFGR hits larger ARHR
than Simple PFGR. To conclude, our schemes have advan-
tage in solve fairness issue under the conflicted cases.

5.4.4. Fairness evaluation

In this section, we mainly discuss the game mechanism705

which is applied to guarantee the fairness, i.e., determining
a sequence of services that can satisfy the preference of
users as much as possible. In other words, if more users
are content with the ranking service, the value of HR and
ARHR will become larger. Fairness in our work is related710

with users’ activeness. In our model, a group is composed
of active users and inactive users based on Observation
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Figure 9: Comparison between Different Game Strategies

3. The proportion of active users depends on $ which is
defaulted as 20%, e.g., If a group contains 100 users, the
number of active users is 20. Here we vary the value of $715

from 10% to 50% to observe the effect on fairness brought
by activeness (Here we set N as 10, 15, 20).

As shown in Fig.8, there is an increase in HR and
ARHR with the variation of $, which means that if the
activeness of users is considered, the recommendation per-720

formance will be enhanced, i.e., more users are satisfied
with the ranking services. In addition, we find that when
the value of $ is larger than 30%, the tendency of increase
in HR and ARHR becomes gentle because the slope from
30% to 50% is smaller than that between 10% and 30%.725

This result shows that the recommendation performance
will remain stable with the increase in the number of active
users. Moreover, compared with other approach relevant
with fairness issue, e.g., [13], PFGR achieves better recom-
mendation performance in HR and ARHR shown in Table730

4 and Figs 4, 5 and 6.

5.4.5. The analysis of our coalition strategy

In this section, we mainly discuss the efficiency of our
proposed activeness-based coalition strategy (ACG) when
tackling fairness. To validate the advantage of our coali-735

tion strategy, we select another two ubiquitous game theory-
based strategies for comparison, i.e., Non-Cooperative game
strategy (NonCG) [48] and preference-based coalition strat-
egy (PCG) [2]. Note that these two game strategies are
the part of USRG [15] and CoaGR [2].740

Our PFGR contains two parts: the first part is prob-
abilistic graph-based model which is designed to select
the services preferred the groups, while the second part is
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Figure 10: The Effect of social relationships in Group Recommenda-
tion

Table 8: The effect of α

α
Epinions Ciao Douban

HR ARHR HR ARHR HR ARHR
0.2 0.1189 0.0644 0.1345 0.0538 0.2096 0.0613
0.3 0.1237 0.0669 0.1356 0.0532 0.2115 0.0619
0.4 0.1255 0.0756 0.1372 0.0563 0.2133 0.0645
0.5 0.1273 0.0703 0.1379 0.0551 0.2162 0.0651
0.6 0.1290 0.0760 0.1412 0.0587 0.2087 0.0606
0.7 0.1248 0.0732 0.1437 0.0572 0.2140 0.0622
0.8 0.1211 0.0724 0.1421 0.0560 0.2121 0.0617

MAE 0.27% 0.35% 0.30% 0.21% 0.20% 0.13%

activeness-based coalition game strategy which determine
a ranked service list. To be fair, we first use probabilis-745

tic graph-based model to obtain the services, then apply
NonCG, PCG and ACG to determine the final ranked ser-
vice list. The results are shown in Fig.9.

As shown in Fig.9, we acknowledge: 1) ACG (ours) hits
the highest HR and ARHR values compared with NonCG750

and PCG. 2) The difference in height of HR and ARHR
is becoming larger with an increase in N . Higher HR and
ARHR value indicate that the proposed ACG is more ef-
ficient than NonCG and PCG.

5.4.6. Social relationships in group recommendation755

In this section, we mainly discuss the promotion brought
by social relationships during group recommendation. To
be persuade, we merely compare PFGR and Simple PFGR.
The results are shown in Fig.10.

In Fig.10, the comparison is significant because the760

height difference between Simple PFGR and PFGR is quite
evident. On average, PFGR has more than 15% increase
in HR and ARHR compared with Simple PFGR, which
validates that social relationships do improve recommen-
dation in practice.765

Table 9: The effect of β1

β1
Epinions Ciao Douban

HR ARHR HR ARHR HR ARHR
0.2 0.1244 0.0714 0.1414 0.0569 0.2074 0.0584
0.3 0.1287 0.0729 0.1397 0.0547 0.2093 0.0632
0.4 0.1231 0.0698 0.1438 0.0584 0.2132 0.0655
0.5 0.1250 0.0679 0.1425 0.0563 0.2147 0.0615
0.6 0.1311 0.0708 0.1382 0.0530 0.2110 0.0643
0.7 0.1252 0.0701 0.1377 0.0543 0.2156 0.0634
0.8 0.1239 0.0688 0.1451 0.0572 0.2151 0.0618

MAE 0.23% 0.12% 0.23% 0.16% 0.27% 0.17%

Table 10: The effect of β2

β2
Epinions Ciao Douban

HR ARHR HR ARHR HR ARHR
0.2 0.1305 0.0740 0.1461 0.0592 0.2128 0.0609
0.3 0.1246 0.0659 0.1411 0.0549 0.2120 0.0614
0.4 0.1288 0.0681 0.1392 0.0543 0.2146 0.0637
0.5 0.1301 0.0722 0.1375 0.0526 0.2082 0.0612
0.6 0.1255 0.0690 0.1421 0.0553 0.2133 0.0644
0.7 0.1294 0.0718 0.1436 0.0570 0.2103 0.0638
0.8 0.1307 0.0731 0.1424 0.0581 0.2119 0.0623

MAE 0.20% 0.25% 0.21% 0.19% 0.15% 0.12%

5.4.7. Parameters effect

In this section, we investigate the effect of parameters
recorded in Table 3. We conduct experiments on parame-
ters using the control variable method. The control vari-
able method is a scientific method that keeps one parame-770

ter changeable while other parameters hold unchangeable
during experiments. Here, we set N as 10.

Tables 8-13 show the effect of parameters by varying
α, β1, β2, ρ, η1 and η2 from 0.2 to 0.8 We can summarize
the following from the results: 1) Different parameter val-775

ues lead to different HR and ARHR values. For example,
Epinions attains the highest HR and ARHR values (i.e.,
0.1290 and 0.0760 shown in Table 6) when α=0.6, while
get different highest HR and ARHR values (i.e., 0.1307
and 0.0740) at β1=0.8 and β2=0.2. The same conclusion780

can also be drawn on the Ciao and Douban data sets; 2)
MAE values shown in tables are slight, where the maxi-
mum is less than 0.4%. The MAE Values indicate that
the impact of the variation of parameters on RSs is slight,
which validates the robustness of PFGR.785

6. Conclusions

In this paper, we mainly study the fairness problem in
group recommendation based on probabilistic graph model
and coalition game and propose a novel approach called
PFGR which can achieve higer recommendation perfor-790

mance with fairness account. The proposed approach first
selects the services satisfied the preferences of a group
via modelling the selection behavior of users according
to several observations existing in the real world. After
determining the services, PFGR further considers users’795

activeness and designs a sorted strategy based on coali-
tion game to suggest a ranked recommendation list which
can maximize all the members’ preference (i.e., fairness).
Our experimental results show that PFGR outperforms
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Table 11: The effect of ρ

ρ
Epinions Ciao Douban

HR ARHR HR ARHR HR ARHR
0.2 0.1314 0.0706 0.1432 0.0544 0.2131 0.0635
0.3 0.1252 0.0658 0.1402 0.0536 0.2096 0.0611
0.4 0.1246 0.0661 0.1459 0.0577 0.2104 0.0607
0.5 0.1269 0.0640 0.1478 0.0571 0.2136 0.0622
0.6 0.1253 0.0648 0.1418 0.0530 0.2149 0.0614
0.7 0.1221 0.0632 0.1436 0.0541 0.2113 0.0626
0.8 0.1287 0.0674 0.1451 0.0566 0.2068 0.0601

MAE 0.23% 0.18% 0.20% 0.16% 0.21% 0.1%

Table 12: The effect of η1

η1
Epinions Ciao Douban

HR ARHR HR ARHR HR ARHR
0.2 0.1249 0.0683 0.1460 0.0533 0.2146 0.0633
0.3 0.1218 0.0667 0.1417 0.0525 0.2135 0.0620
0.4 0.1236 0.0650 0.1448 0.0554 0.2130 0.0642
0.5 0.1263 0.0672 0.1429 0.0543 0.2118 0.0604
0.6 0.1207 0.0634 0.1401 0.0507 0.2157 0.0662
0.7 0.1225 0.0621 0.1411 0.0529 0.2109 0.0615
0.8 0.1253 0.0645 0.1438 0.0558 0.2141 0.0639

MAE 0.16% 0.18% 0.17% 0.14% 0.13% 0.16%

the state-of-the-art recommendation methods on HR and800

ARHR with fairness consideration simultaneously.
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