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Abstract—Unmanned Aerial Vehicles (UAVs) are an emerging
technology with the potential to be used in industries and various
sectors of human life to provide a wide range of applications and
services. During the last decade, there has been a growing focus
of research in the UAV’s assistance paradigm as a fundamental
concept resulting in the constant improvement between different
kinds of ground networks and the hovering UAVs in the sky.
Recently, the wide availability of embedded wireless interfaces in
the communicating entities has allowed the deployment of such a
paradigm simpler and easiest. Moreover, due to UAVs’ controlled
mobility and adjustable altitudes, they can be considered as
the most appropriate candidate to enhance the performance
and overcome the restrictions of ground networks. This com-
prehensive survey both studies and summarizes the existing
UAV-assisted research, such as routing, data gathering, cellular
communications, Internet of Things (IoT) networks, and dis-
aster management that supports existing enabling technologies.
Descriptions, classifications, and comparative studies related to
different UAV-assisted proposals are presented throughout the
paper. By pointing out numerous future challenges, it is expected
to simulate research in this emerging and hot research area. To
the best of our knowledge, there are many survey papers on the
topic from a technology perspective. Nevertheless, this survey can
be considered as the first attempt at a comprehensive analysis of
different types of existing UAV-assisted networks and describes
the state-of-the-art in UAV-assisted research.

Index Terms—UAV; IoT; Cellular communications; Routing;
Data gathering; Fog computing.

I. INTRODUCTION

The last decade has witnessed an explosive growth in the
use of Unmanned Aerial Vehicles (UAVs) in every facet
of life. According to the report from the Federal Aviation
Administration (FAA), the number of UAVs will reach 3.2
million flying units by 2022 [1]. This will lead to the emer-
gence of new use cases of such vehicles and also provide
new business opportunities for telecommunication operators
[2]. A wide range of tasks can be performed by UAVs
creating many useful applications, such as Internet access
or Phone call, while enhancing the measurement of ground
end-users’ satisfaction or what is called quality of experience
(QoE) [3]. The UAV assistance paradigm, which uses UAVs
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to support many applications and terrestrial networks, users,
and communicating entities is, thus experiencing a rapid
increase in research interests. The benefits of using the UAV
assistance concept are to provide a cost-effective solution
for terrestrial networks’ challenges, an efficient eye in the
sky of the covered area, reliable coordination with ground
communication devices, a robust backup network for damaged
ground network infrastructures, and a communication bridge
between isolated users and existing cellular networks. The
relationship between UAVs and ground entities is crucial to
accomplish different assigned activities, from surveillance to
the enhancement of ground cellular networks’ coverage. Also,
other kinds of applications involving UAVs have been designed
in order to enhance the connectivity of ground networks [4],
coordinate with ground vehicles [5], collect data from ground
sensors [6], recover connectivity in harsh environments [7],
and secure communications with the ground [8]. All these
applications are required to guarantee minimum reliability
towards the ground in order to both provide near optimal
service and fully exploit the potential of UAVs. However, there
still exists numerous technical issues and challenges during the
deployment of UAVs, which remain not fully investigated and
solved. Furthermore, different requirements related to UAVs
are neglected, such as their high mobility, their restricted-
energy capacity, and their optimal placement. Consequently,
a strong knowledge of the existing UAV-assisted solutions is
required to address the existing issues and to enhance the
functionality of applications.

A. Motivation

The assistance of UAVs to different ground entities or
terrestrial networks is recently considered as the keystone
to the success of an important number of tasks requiring
a deep improvement in terms of completion time, network
performance, and flexibility. Therefore, a well-organized con-
cept of this paradigm needs to be accurately defined while
considering the different requirements related to UAVs. This
allows UAVs to better serve ground users (GUs) and to
successfully accomplish the assigned tasks [9]. However, each
kind of task has its own challenges and difficulties [10]. For
instance, UAVs have the ability to bridge the communication
gaps of ground networks [11], to substitute the damaged or
overloaded terrestrial base stations (BSs) [12], and to monitor
hostile environments or disaster areas [13]. In addition to the
existing UAV challenges, a number of new challenges, such
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as technical and standardization aspects [14], public safety
and privacy [15], and mobility optimization [16] need further
attention. As a consequence, an important number of UAV-
assisted techniques have been proposed across the literature
trying, at each time, to bring new functionalities and con-
current performances, while overcoming the aforementioned
constraints. The potential benefits of UAVs give rise to the
following queries:

• When is it beneficial to deploy a communication network
of UAVs over a terrestrial network?

• What is the optimal number of UAVs and the mobility
models to be adopted for a given scenario?

• How can UAVs enhance the performances of ground
networks and better serve GUs?

Motivated by the aforementioned questions, in this survey,
we provide a detailed explanation of the existing achievements
and proposals of UAV-assisted networks. These solutions
can be categorized according to the nature of UAV mis-
sions, such as routing, UAV and Unmanned Ground Vehicle
(UGV)/Internet of Things (IoT) devices coordination, cellular
communication, disaster management, computing, data gather-
ing, monitoring, and secure communication. To the best of our

knowledge, our survey is the first to provide a comprehensive
classification of UAV-assisted networks.

B. Limitations of the literature and contributions

A number of good surveys have been published on UAV-
assisted networks, such as UAV-assisted cellular networks,
UAV-UGV coordination, UAV-IoT networks, and UAV-assisted
disaster management. Table I provides a brief comparative
study based on four parameters between the most popular
surveys in the literature and our survey. Indeed, extensive
analysis is performed for each survey based on several points,
such as the number of discussed UAV-assisted applications, the
popularity in terms of citations, the number of comparative
studies, the discussion of future challenges, and the main
description. Since none of these surveys had covered all
kinds of UAV assistance use cases, it is time to present a
comprehensive up-to-date review of this important paradigm in
a single paper. Specifically, our contributions can be delineated
as:

• We provide both an overview of the UAV assistance
paradigm and in-depth discussions on its main challenges
and constraints.

TABLE I: Analysis of UAV assistance surveys proposed in the literature.
Surveys Application use cases Popularity Comparisons Future challenges Description

2019

Ref. [17]
• UAV Cellular Communications.

New
√ √

Surveyed all the developments that help to integrate UAVs
into cellular networks by highlighting different aspects, such
as the available kinds of UAVs, the interference issues,
UAVs as BSs and relays, the adopted test-beds, and the
cyber-physical security communication schemes. In addition,
a set of open research problems are highlighted in the end
of this survey.

Ref. [18]

• Air-to-Ground Channel modeling.
• Optimal Deployment of UAVs.
• Trajectory Optimization.
• Resource Management and Energy Efficiency.

High
√ √

Presented a comprehensive survey on the benefits of using
UAVs in wireless communications by investigation
important UAV challenges, such as the optimal deployment,
channel modeling, energy efficiency, and different analytical
and mathematical frameworks. Furthermore, this survey is
concluded by outlining a set of future research directions
related to the topic.

Ref. [19] • Drone-Assisted Vehicular Networks New ×
√

Studied and analyzed three aspects of UAV safety: (i)
Sensors, (ii) Exchange of information, and (iii) Multi-UAVs
applications. This survey also discussed future research
directions.

2018

Ref. [20]
• Security and Privacy Issues of UAV.

Medium ×
√

Proposed a detailed architecture of UAV-assisted VANET
and highlighted the improvements provided by UAVs.
Moreover, this survey presented important key challenges,
research directions, and studied a given scenario to
demonstrate the effectiveness of this kind of collaboration.

Ref. [21]
• Channel Modeling for UAV Communications.

Medium
√ √

Provided a comprehensive study of the measurement
techniques dedicated to UAV channel modeling and
discussed numerous channel characterization solutions.
Furthermore, this survey outlined future research directions
of this topic.

Ref. [22] • UAV Swarm Architectures. Low × ×

Investigated UAV swarm in the context of cellular mobile
network infrastructure. Also, it described an initial test-bed
development while considering different limitation factors
related to UAVs.

Ref. [23] • UAV Monitoring. Low
√

×
Investigated four types of UAVs and compare them
according to several criteria, and especially their ability to
carry out tasks under adverse weather.

Ref. [24] • UAV Swarm Architectures. Low × ×

Surveyed UAV swarm formation techniques and their
integration into cellular networks. Moreover, it proposed a
new swarm architecture and described an initial test bed
development.

Ref. [25]

• UAV-UGV coordination.
• UAV-Assisted WSN.
• UAV-Assisted Ground Nodes.
• Coverage Optimization.

Low
√ √

Briefly investigated the most important challenges related to
different kinds of applications in designing Internet of
Flying Robot (IoFR). In addition, it is also focused on
several designing challenges, such as connectivity, path
planning, energy efficiency, and collision avoidance.

Ref. [26]

• UAV Networking Layer Techniques.
• UAV Physical Layer Techniques.
• UAV-aided B5G Networks.
• Joint Communication, Computing, and

Caching.
High

√ √

Briefly introduced space-air-ground integrated networks and
related challenges. Also, it provided a comprehensive review
of various UAV-based 5G techniques categorized by
different domains.
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TABLE I: (Cont.) Analysis of UAV assistance surveys proposed in the literature.
Surveys Application use cases Popularity Comparisons Future challenges Description

2017

Ref. [27]

• UAV Data Collection.
• UAV Network Layer Techniques.

Medium
√

×

Studied the services and requirements of UAV-based
systems, presented the different adopted networking
architectures, and highlighted a number of protocols used in
networking layers. Moreover, it discussed both the
middleware layer services and the involvement of UAVs as
data collectors in Wireless Sensor Networks (WSNs).

Ref. [28] • Distributed Gateway Selection.
• UAV Network Layer Techniques.

High
√ √ Studied relevant gateway selection mechanisms and

cloud-based stability-control techniques.

Ref. [29] • Cyber Security in UAV Networks. Low
√ √

Studied the existing cyber-security vulnerabilities for UAVs
by focusing on actual and simulated attacks and the
involvement of UAVs.

Ref. [30] • UAV Regulations. Medium
√ √

Highlighted perspectives on UAV regulations and presented
the status of UAV regulations in different countries and
across time.

Ref. [31]

• UAV Remote Sensing
• UAV Regulations Low

√
×

Investigated UAV systems technology and their features,
such as data processing, payloads, and propellers. Moreover,
it evaluated some applications related to different services
and it reviewed the existing UAV regulations.

2016

Ref. [32] • UAV disaster Management Medium
√ √

Identified the relevant disaster management applications
involving UAVs and discussed open research challenges
related to this kind of applications.

Ref. [33]

• UAV Routing.
• UAV Handover.
• Energy Efficiency.

High
√ √

Studied different issues related to UAV communication
networks, such as routing, multi-UAV architecture
characterization, and seamless handover.

Ref. [34]

• Search and Rescue.
• UAV Coverage.
• UAV Construction.
• Delivery of goods.

High
√ √

Studied the different requirements of UAV networks for
civil application from networking and communications
viewpoint. Also, it reported experimental results from
existing projects and it investigated existing communication
technologies to support UAV networks.

2015

Ref. [35] • UAV Traffic Monitoring High
√

× Surveyed the most relevant UAV-based systems for traffic
monitoring.

Ref. [36]
• UAV Radio Technology.
• UAV Monitoring. High

√ √
Studied different issues, challenges, and future perspectives
related to the association between UAVs and cognitive radio
technology.

Our survey

• UAV-UGV Coordination.
• UAV Routing.
• UAV Data Gathering.
• UAV Monitoring.
• UAV Cellular Communications.
• UAV-IoT Networks.
• UAV Disaster Management.
• UAV Computing.
• UAV Secure Communications.

−−
√ √

Presents a comprehensive survey of the most important
UAV assistance schemes supporting different enabling
technologies proposed across the literature. Moreover,
several comparative studies, descriptions, and classifications,
are presented.

• We cover the majority of existing UAV-assisted network
schemes based on nine (9) categories.

• We study the functionality of each scheme while high-
lighting its major shortcomings.

• We present a detailed comparative study in each category
based on crucial parameters to help readers getting a
quickly high-level understanding of the proposed solu-
tions.

• We summarize the survey by both discussing the dif-
ferent research challenges and proposing some solutions
and recommended references to address them. Also, we
highlight some additional insights at the conclusion of
this survey.

C. Organization of the survey

A graphical depiction of the organization of our survey
is shown in Fig. 1. This figure can be read as a diagram
comprising three hierarchical rings summarizing the skeleton
of this survey. The first ring indicates the core of this work,
which focuses on the UAV assistance paradigm. In the second
ring, nine (9) main selected types of UAV-assisted applications

(i.e., the sections’ titles are mentioned) are discussed and
the open research challenges are analyzed and studied. In the
third ring, the subcategories under each kind of UAV-assisted
applications are discussed. Each subcategory corresponds to
each subsection belonging to a given category (i.e., each
section has many subsections).

In the following, a brief description of the content of each
section:

• In Section II, we define the UAV-assistance paradigm
while highlighting its main challenges that arise in this
kind of assistance.

• In Section III presents the major coordination techniques
between UAVs and Unmanned Ground Vehicles (UGVs)
with respect to four kinds of applications. In Section IV,
we describe the existing routing solutions that are either
designed for Vehicular Ad hoc Networks (VANETs) or
ground networks. Section V describes UAV data gather-
ing schemes in different kinds of networks.

• Section VI draws a sketch of UAV monitoring in differ-
ent environments. Section VII reports the UAV-assisted
cellular networks with regard to different mechanisms.
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Fig. 1: Organization of the survey.

Sections IX, X, and XI, describe the assistance of UAVs
to disaster management, computing, and secure commu-
nications, respectively.

• Section XII discusses lessons learned and outlines dif-
ferent research challenges and future perspectives faced
by the UAV assistance paradigm. Moreover, this com-
prehensive survey is concluded at the same section with
additional insights on this timely area of research.

II. OVERVIEW OF UAV ASSISTANCE PARADIGM AND
CHALLENGES

The deployment of UAVs over a given terrestrial network
always constitutes a challenging task. As illustrated in Fig.
2, UAVs can be quickly deployed whenever required, which
makes them appropriate candidates for providing assistance
to terrestrial networks, e.g., by increasing connectivity in
vehicular networks, reducing handovers for device-to-device
(D2D) networks, offloading traffic in cellular networks, and
establishing on-demand wireless communications with GUs
in disaster situations during which terrestrial networks are not
fully operational. Recently, such deployment has been widely
studied in the literature. For instance, in [37], the deployment
of multiple UAVs as flying BSs for providing on-demand
wireless service to a set of cellular users was studied. In
[38], the authors investigate how to increase the worst-case
secrecy of a proposed secure communication system using
UAVs communicating with terrestrial networks in the presence
of eavesdroppers on the ground. Furthermore, the authors in
[39] presented a UAV enabled data gathering system with

the aim to study the energy trade-off problem in the UAV-to-
ground communications. Nevertheless, several challenges and
issues are frequently distinguished in these works that include
channel modeling, mobility planning, network security, energy
supply, interference issues, etc., as discussed in the rest of
this section. This section limits its focus on discussing the
most important challenges, while the different UAV-assisted
proposals are left for a thorough investigation in Section IV.

A. Channel modeling
Compared to traditional terrestrial communication chan-

nels, the UAV assistance paradigm introduces three different
communication channels: (i) Air-to-Ground (A2G) channel,
(ii) Air-to-Air (A2A) channel, and (iii) Satellite-to-Air (S2A)
channel. In fact, the A2G channel has its own characteris-
tics, such as its exposition to the blockage, the impacts of
UAVs’ altitude, and type of the propagation environment [40].
Furthermore, the effects of shadowing caused by the UAVs’
body should be considered in channel modeling. There exist
several works in the literature trying to optimize transmis-
sion performance, measure channel parameters, and simulate
channel. In contrast to the A2G channel, the A2A channel
is based exclusively on UAVs with different communication
environments. Indeed, even if A2A channel has a smaller
multi-path fading compared to the A2G channel, it can be
impacted by Line-of-Sight (LoS) components and ground
reflection like A2G channel [41]. Moreover, a larger Doppler
effect is distinguished in the A2A channel, which is due to
the potentially significant relative speed between the UAVs
[42]. To address these issues, there is a crucial need to
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Fig. 2: UAV assistance potential cases.

accurately model A2A channel that takes into consideration
the Doppler effect, time-variation of the channel, multi-path
fading, antennas’ movement, and UAVs’ altitude. To build an
integrated space-air-ground network, S2A communication is
considered as a key component to achieve a more effective
UAV-satellite interaction [43]. The S2A channel modeling is
generally based on the LoS link where UAVs are able to
establish communication (i.e., ensuring the alignment of the
spatial beam between UAV and target satellites) with geosyn-
chronous satellites in different orbits during UAV movements
[44]. However, as drawbacks, several conditions can directly
affect the S2A channel, such as the altitude variation of
UAVs and the rain attenuation when using Ka-band and
above [45]. To overcome these problems, UAVs are required
to continuously modify its beam towards target satellites to
maintain the communication link. Consequently, the accurate
channel design while considering the aforementioned factors
is of great importance, and more importantly when UAVs
are deployed to enhance the coverage of terrestrial networks
[46], to assist cellular networks [47], and to participate in IoT
communications [48]. TABLE II provides a brief comparison
between the different channel models described above based
on several crucial parameters.

TABLE II: Comparison between A2G, A2A, and S2A links.

Frequency Scenario/Altitude Channel modeling in
the literature

A2G 0.7 GHz – 8 GHz 15 m – 300 m (0°– 90 °) Refs. [42], [49]–[53]
A2A 2.4 GHz – 5.06 GHz 500 m – 1500 m Refs. [54], [55]
S2A 10 GHz – 50 GHz 700 m – 20000 m Refs. [56]–[59]

B. UAV categorization

As depicted in Fig. 2, there are three different categories
of flying entities that can serve terrestrial networks: (i) Low-
Altitude UAVs (LAUs), (ii) High-Altitude UAVs (HAUs),
and (iii) Satellites. LAUs have a restricted capacity in
terms of flight autonomy (i.e., up to 40 minutes of flying
time depending on the adopted battery technology), limited
geographical area (i.e., restricted mobility pattern), and low
payload capacity (i.e., up to 7 kilograms) [60]. Despite
their drawbacks, LAUs are considered as a cost-effective
and fast-deployment solution for servicing regions where a
temporary and additional coverage is required (e.g., concerts,
festivals, and sport events), or existing cellular networks are
damaged (e.g., natural disasters) [61]. Moreover, LAUs have
short-range LoS communication links that are efficiently
established to improve the coverage performance [62]. Unlike
LAUs, HAUs provide a better performance in terms of flying
time and coverage, but their deployment is an expensive
solution and may cause an extremely large interference in
terrestrial networks [63]. Moreover, HAUs operate at high
altitudes in an energy efficient way. Satellites are generally
deployed in different orbits, perform complex space-ground
tasks, and need pricey and voluminous user equipment.
They can be connected with terrestrial networks via wireless
communication links [64]. The relationship between these
three categories of flying entities can be summarized as
follows:
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• Satellites can be considered as centralized controllers and
configure and manage the networks of HAUs and LAUs.

• Satellites can also serve as relays for HAUs that in turn
can play the role of relays for LAUs.

• All these flying entities maintain robust communication
links supporting bandwidth demands and appropriate
capacities of the terrestrial first responders.

• HAUs and LAUs can be deployed together with the
existing satellites in order to ensure speedy deployment
covering larger areas.

Table III presents a brief comparison between these categories
of flying entities.

TABLE III: FANET communication comparison.

LAUs HAUs Satellites
Cost Cheaper Expensive Highly expensive
Altitude Up to 4 km Up to 23 km Up to 36000 km
Payload Up to 7 kg Up to 1000 kg Up to 25000 kg
Coverage Medium Large Huge
Endurance Up to 40 min Up to 100 days Up to 15 years
Deployment time Short-term Mid-term Long-term
Weight Up to 10 kg Up to 1000 kg Up to 450 tons
LoS Low Medium High
Functionality Simple Medium Complex
Energy type Batteries Fuel Hydrazine
Flight range Up to 200 km Up to 20 million km Undefined
Regulations Safety laws Global laws International laws
Examples Quad-copters Aircraft/Balloons Geo/Meo/Leo

C. Energy consumption and supply

Among the most critical issues of UAVs are their restricted-
energy capacity and how to efficiently manage its consumption
[65]. The flight duration of UAVs and the lifetime of the whole
UAV network are highly impacted by the energy consumption
of UAVs, which is related to their mobility pattern, their pay-
loads, their transmission power, and their circuit supply [26].
Most of the UAVs are equipped with rechargeable batteries
that can be powered by solar energy, fuels, and other sources
of energy. However, it is not conceivable that UAVs frequently
return to charge their batteries, which restricts considerably
their hovering time [66]. Consequently, the important point to
note here is that proper modeling for UAV energy consumption
is crucial because the energy consumption of UAVs is not
only subjected to circuits, power amplification, and signal
processing, but in major part, it is also subjected to additional
propulsion energy consumption for remaining in flight. When
the communication-related power expenditure is considered to
be negligible, several models of propulsion energy consump-
tion have been investigated in the literature. For example, in
the works in [67], [68], the energy consumption was modeled
based on the acceleration vector and control force, whereas
in [69], an empirical energy consumption model was applied
for a UAV path planning application that is deployed for
aerial imaging where several measurements were performed
to investigate the energy consumption of a given UAV with
different speeds. In [70], a heuristic model was adopted, which
demonstrated that the energy consumption is proportional
to the square of the speed of the UAV. In the case when
the energy consumption of communication is not negligible,
several other measurements are conducted in the literature.

For instance, the energy consumption of an IEEE 802.11n
interface under transmission, reception, idle, and sleep modes
is 1280 mAh, 940 mAh, 820 mAh, and 100mAh, respectively
[71]. In another example, it was demonstrated that traditional
alkaline batteries with a capacity of 860mAh could provide
a flight of 25 minutes under a continuous communication
(i.e., reception and transmission) by consuming 740 mAh [72].
As a conclusion to this discussion, the energy consumption
modeling is still at the infant stage, and therefore a lot of work
should be made to accurately optimize the energy consumption
of UAVs. It is worthy to mention here that several cross-
layer solutions have been put on the field to improve the
energy consumption. Moreover, the emerging topic of energy
harvesting to power saving has been extensively studied in
recent times. The remaining subsections are dedicated to the
energy-aware cross-layer solutions and wireless power transfer
concept.

1) Cross-layer energy optimization: To guarantee the en-
ergy efficiency of UAV networks, the energy consumption has
to be optimized at three different layers: (i) the network layer,
(ii) the data link layer, and (iii) the physical layer [73]. In
the network layer, there is a crucial need to design energy-
aware routing protocols to optimize the whole UAV network
lifetime where several parameters should be considered, such
as the density of UAVs, intermittent connections, scalability,
QoS, and overhead. Also, UAVs that have low energy levels
have to be spared from any data transmissions and relying
only on UAVs with high energy levels [74], [75]. As for
the data link layer, the energy-saving can be carried out by
listening to eventual traffic, avoiding collisions and overhear-
ing, and enhancing duty cycles. Several MAC protocols are
used for energy efficiency, e.g., IEEE 802.11 conserves energy
by activating the sleep mode of idle nodes, IEEE 802.11n
conserves energy in multi-poll fashion both in unscheduled
and scheduled modes, while IEEE 802.11e conserves energy
during the data transmission [76], [77]. At the physical layer,
the energy could be saved by optimizing several hardware as-
pects, such as access to physical medium, power control for the
network hardware devices, modulation and demodulation, and
encoding-decoding. Moreover, creating new hardware devices
that are able of modifying the wireless network, according to
the varying traffic demands, shadowing, undefined direction
of communication, varying radiation patterns, and interference
[78], [79].

2) Wireless Power Transfer (WPT): As an innovative mech-
anism to provide a perpetual energy supply for limited-
powered UAVs, the WPT concept has been recently adopted as
an emergent solution. In fact, WPT is based on the radio fre-
quency (RF) transmission in which dedicated energy receivers
(ERs) are deployed in a distributed manner over UAVs to re-
ceive RF signals from energy transmitters (ETs). Nevertheless,
the robustness and efficiency of WPT are restricted due to
the long distances that both often separate ETs and ERs and
cause severe propagation losses of RF signals. To address these
issues, several works have exploited the adjustable mobility
of UAVs in the 3D space [80]–[82]. For instance, it was
demonstrated that moving close to the ETs while ensuring
LoS links, the efficiency of the WPT is significantly enhanced.
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Moreover, it was also proven that using an omni-directional
antenna can maximize the total harvested energy at all ERs.
The same conclusion that works have made is that ETs need to
be deployed in an ultra-dense manner through fixed locations.

D. Interference

The collaboration between UAVs and terrestrial networks
faces many challenges that may hinder its progress [83]. The
interference is a critical problem that significantly impacts
the communication between UAVs and ground entities, which
becomes more severe by the dominated-LoS A2G channel
when UAVs are hovering at high altitudes [84]. Moreover,
the mobility of UAVs can cause a Doppler shift, thus creating
severe interference at higher communication frequencies. Also,
for the uplink and downlink communications between UAVs
and ground BSs, the UAVs may cause interference to adjacent
BSs and receive interference from them, respectively [85].
As a result, the problem of interference can be mitigated
by diversifying frequency spectrum or by enabling efficient
coordination among UAVs, thus requiring a deep study to be
put on the field.

E. Mobility planning

An optimal flight trajectory of UAVs can be defined ac-
cording to the scenario that they are deployed for. Several
constraints have to be considered before defining a planned
trajectory, such as the continuous connectivity, the collisions,
the energy restriction, and the air corridors [86]. Moreover,
some adopted regulations should be taken into account, e.g.,
avoiding some prohibited zones, such as airports, regional
borders, and certain residential areas. To accurately define such
trajectories, certain information related to movements of UAVs
should be considered, such as the speed and location [87].
As a concrete example, UAVs can be used to carry BSs to
serve users located at a particular ground location, and at the
same time, UAVs have to reduce their speeds to ensure a good
wireless connectivity [88]. In addition, UAVs can also adapt
themselves to the users’ mobility in a cooperative manner in
order to reduce handover, improve energy consumption, and
avoid collisions. Consequently, this needs a deep study to be
able to define a near-optimal path for UAVs to every situation.

F. 3D beamforming

To reduce the inter-cellular interference, 3D beamforming
can be a suitable solution to support a high number of GUs
at different altitudes and elevation angles [89]. Indeed, ground
BSs are equipped with directional antennas with transmission
power and antenna patterns, which do not allow them to serve
all GUs located in a 3D space. As a result, BSs needs to
be equipped with the required equipment in order to both
easily communicate with hovering UAVs and improve the
interference mitigation capacity by using the elevation angles
that separate UAVs. The high altitude of UAV-carried flying
BSs allows to easily distinguish any GUs regardless of their 3D
positions. Moreover, the UAV-to-ground channel characteris-
tics, which provide high LoS communications make UAV-BSs

the most appropriate candidates to employ 3D beamforming
[90]. It is worthy to note that 3D beamforming is receiving
an outstanding interest in classical cellular networks [91].
This is because it is possible to find two GUs with different
elevation angles, thus making 3D beamforming more effective
for such kind of networks. Consequently, a lot of efforts
should be dedicated to adopting such techniques to improve
the performances of different kinds of terrestrial networks.

G. Network security

A crucial challenge of UAV networks is to ensure their
security, as they present a multitude of vulnerabilities, such
as malicious attacks, unauthorized intrusion, or even physical
attacks [92]. Moreover, the problem of confidentiality is an-
other critical security weakness of such networks, particularly
if there is important information to be collected [93]. Indeed,
in the case when a given UAV is diverted or has its control
stolen, it can probe critical information from the authenticated
network by using it as a gateway. All these challenges are still
an outstanding problem and can be explored more deeply.

H. Payload

Payload defines the maximum amount of weight that a UAV
can transport, which has a direct effect on the endurance
capabilities, communication, coverage, and an operational
altitude of the UAV [94]. The more payload that a UAV can
carry, the more accessories can be carried. These accessories
can be in the form of sensors for reconnaissance, video
cameras for monitoring, mobile phones for assisting cellular
communications, or even BSs for providing cellular services
[95]. Consequently, the payload of UAVs, and especially LAUs
should be investigated in accordance with many issues that
may come up.

I. Altitude

The operational altitude of UAVs can be determined ac-
cording to the environment where they are deployed. Indeed,
the altitude of UAVs in an urban area comprising high-rise
buildings has to be higher than that of UAVs deployed in sub-
urban environments [96]. This is because GUs require higher
LoS connectivity and path-loss reduction while minimizing
shadowing and reflection phenomenons. The altitude can be
also determined based on the number of existing UAVs with
the aim to maximize the coverage of ground networks or to
achieve a given task [97]. As a result, attention should be
focused on the definition of the appropriate altitudes of UAVs.

J. Aerial (UAV) User Equipment (UAV-UE)

UAVs can be deployed in a variety of applications ranging
from surveillance [98], remote sensing [99], package delivery
[100], and virtual reality applications [101]. Indeed, in most
cases, UAVs are acting as UAV-user equipment (UAV-UE)
demonstrating their capacity to flexibly move and optimize
their trajectory to rapidly achieve their tasks. Often, UAV-UEs
are required to establish LoS connectivity to terrestrial BSs
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to guarantee a certain high-speed data access while avoid-
ing inter-cell interference that can occur. Moreover, different
challenges that face UAV-UEs need to be considered, such as
their restricted-energy capacity, their communication channel
conditions with ground BSs, and their continuous and high
mobility introducing new design considerations.

K. Aerial (UAV) Base Station (UAV-BS)

UAVs are envisioned to be used as flying aerial BSs or UAV-
BSs to both provide cost-effective wireless communications
to selected areas and support the connectivity of terrestrial
wireless networks [102]. Indeed, UAV-BSs have the ability to
adjust their altitudes and movements, avoid obstructions, and
always look for establishing LoS communication with GUs.
Different kinds of UAVs can be adopted as UAV-BSs, such as
LAU-BSs for providing short-term connectivity to given ge-
ographical areas or temporary events (e.g., stadium, festivals,
concert) and HAU-BSs for ensuring long-term coverage to a
specific zone (e.g., rural environments).

III. UAV-UGV COORDINATION

The cooperation between multiple unmanned systems has
recently attracted the attention of the scientific community
worldwide and developers. Indeed, this kind of systems is
equipped with special sensors, communication systems, data
processing units, and automatic control, with the aim to
autonomously perform tasks without human interaction [103].
In this section, we are interested in the cooperation between
UAVs and Unmanned Ground Vehicles (UGVs) in order to
exploit the advantages provided by each type of nodes and
overcome the specific constraints of the others during the ac-
complishment of a specific task. Nevertheless, some challenges
are worth mentioning, as follows:

• Addressing the energy constraint of UAVs by using
UGVs as energy sources, and vice-versa.

• Guiding UGVs between target points using UAVs.
• Tracking mobile targets by UAVs while considering their

surroundings.
• Adjusting the mobility of UAVs according to the move-

ments of UGVs.
The following subsections discuss the major contributions
proposed in this field and Table IV portrays a summary of
these UAV-UGV contributions.

A. Path Planning

As illustrated in Fig. 3, when UGVs are deployed in com-
plex or hostile environments, it will be extremely difficult to
progress normally. Therefore, the hovering of one or multiple
UAVs above UGVs and overseeing their surroundings can help
them to both find the optimal path between two points and
guide them across the path [104]. In the case when UAVs
want to track a given object (e.g., tracking a UGV for a safe
landing), they estimate the trajectory of this object based on
the intercepted images while it is moving [105]. We discussed
the major contributions adopting this kind of techniques.

UAV-UGV coordination as a new network architecture is
becoming increasingly popular, which paved the path for
the emergence of an important number of applications. To
elaborate, Ropero et al. [106] proposed a hybrid cooperative
system composed of both UGV and UAV. The idea behind this
system is to allow UGV and UAV to reach all target points by
considering UGV as a moving recharging station to address
the restricted-energy capacity of the UAV. As for the UAV, it
is used as a system to both help reaching the target points
and address the UGV functionality constraints. Moreover, to
optimize the traveling distance, a strategy combining combina-
torial classic techniques and modern evolutionary approaches
is formulated. However, the environmental constraints are
neglected, which is not realistic and can disturb the right
functionality of this scheme. To overcome this problem, Lakas
et al. [107] proposed an approach considering the existing
ground obstacles. In fact, it is based on a UAV incorporating a
camera and collecting images of the surrounding areas with the
aim to assist the UGV to reach its final destination while avoid-
ing existing obstructions on the ground. Moreover, a vision-
based algorithm is used to recognize passages, obstacles, and
roads, in order to compute a near-optimal path over them
leading the UGV to its final destination. At the same time,
the UAV follows the progress of the ground vehicle towards
the destination by monitoring and following its movement.
The trajectory generation is based on an improved version of
the A* algorithm [108]. However, applying such a technique
requires high processing by the UAV, and thus consuming
more energy.

To both reduce the energy consumption and perform effi-
cient cooperation between UAVs and UGVs, Arbanas et al.
[109] proposed a distributed system of control dedicated to
complex missions. Two kinds of controls are considered by
this system: (i) Low-level control and (ii) High-level control.
The low-level control includes several tasks, such as mapping,
path planning for both UGVs and UAVs, landing UAVs onto
UGVs, and picking up lightweight UGVs using UAVs. The
high-level control includes distributed ad hoc tasks in order
to achieve the missions and the communications between
UAVs and UGVs. To provide an accurate ground map, Li et
al. [110] proposed a path planning scheme using UAV-UGV
cooperation. UAVs are deployed to identify obstructions on
the ground using vision sensors in order to build a map. The
latter is used for path planning of UGVs. However, the authors
supposed that UAVs are flying at the same altitude. To track
a moving target, Yu et al. [111] proposed a cooperative path
planning based on both UAVs and UGVs. The purpose of this
work is to track mobile targets in urban areas and to evaluate
the performances of the proposed algorithm by varying the
degree of occlusions. The different states of the target are
modeled using a dynamic occupancy grid updated periodically
by the Bayesian filter. However, the communications between
UGVs are omitted, which can enhance the performance of the
proposed scheme.

Findings: As discussed in this subsection, it is evident
that path planning is a promising technique for efficiently
accomplishing UAV-UGV coordination towards several kinds
of missions. Consequently, we summarize the lessons learned
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Fig. 3: UAV-UGV path planning.

as follows:
• The cooperation between UAVs and UGVs can perform

several kinds of missions and improve the performances
of the whole system. For instance, UAVs can guide
UGVs to both avoid obstructions and reach their final
destinations. Also, UGVs can be considered as moving
recharge stations helping UAVs to surpass their energy
restriction.

• The majority of path planning contributions neglects the
existing obstructions and the limited energy capacity of
both UAVs and UGVs.

• The mobility of UAVs and UGVs is partially investigated.
Moreover, the exchange of information between each
other is omitted in the majority of cases.

B. Intelligence Surveillance and Reconnaissance

To avoid exposing humans to danger, Intelligence, Surveil-
lance, and Reconnaissance (ISR) missions are exploited to
perform coordinated acquisition of accurate information in
real-time in order to support the activities of a human operator
[112]. Indeed, ISR missions can involve UAVs and UGVs
cooperating with each other to obtain situational awareness
with the aim to accomplish the tasks in an efficient way
(c.f., Fig. 4) [113]. In the following, five major contributions
proposed in the literature are discussed.

A pioneering work is proposed by Tokekar et al. [114]
in which a system based on UAV-UGV coordination tries to
gather information about nitrogen level over a farm with the
aim to enhance a fertilizer application. In this scenario, the
UGV can carry the UAV that has to take aerial images of
many points of interest such that the UAV does not consume
any energy. Moreover, the UGV is able to pick up the UAV
over any geographical position and at the appropriate time
based solely on its speed, its direction, and its location. This
work has shown that it cannot be adapted with multiple UAVs
and UGVs. To take into account this case, Ghamry et al. [115]
proposed a cooperation strategy between multiple UAVs and
UGVs for forest surveillance and fire detection. This strategy
uses leader-following formation algorithms applied in both
UAVs and UGVs. Indeed, the UGVs are exploited to carry

the UAVs to the area of interest, in which UAVs take-off and
begin the surveillance mission. In the case when a UAV detects
a fire, it transmits the location of the fire to the leader UGV
that will generate the reference path to be followed for UAVs
in order to continuously monitor the spread of fire. It was
shown that in the case of communication loss between UAVs,
this system can be out of service. To monitor operations in
humanitarian demining, in [116], the UGV is equipped with a
vision system with the aim to detect the hovering UAV based
on its high brightness LED. This information is exploited to
send different commands to the UAV. This strategy allows
the UAV to autonomously follow the UGV using a vision
tracking algorithm. However, the energy consumption of both
UGV and UAV are not considered by this system. Another
interesting UAV-UGV cooperation is proposed in [117] where
a set of UGVs equipped with sensors follow a preplanned
path and scan the points of interest. Equipped with a system
for visual relative localization and a bottom camera, UAVs are
launched to perform the inspection only when it is impossible
to reach a given location of interest by UGVs. However, the
specific use case of this system can be considered as its main
drawback. To supervise wildfire fighting, the work in [118]
proposed a cooperative framework for hierarchical UAV-UGV
coordination. This work is adapted for wildfire detection and
fighting wherein the topmost level, an airship is used as a
centralized controller to carry out mission planning and task
assignment for UAVs and UGVs. Nevertheless, an unrealistic
assumption is considered in which the airship is supposed to
be always operational, which is not reasonable under certain
conditions.

Findings: The key lessons learned from this subsection are
listed below:

• UAVs and UGVs can significantly improve the com-
pletion time of a given mission if they are efficiently
exploited and coordinated with each other.

• The task assignment for UAVs and UGVs needs to be
carefully studied to accomplish a given mission in an
efficient and accurate way.

• The deployment of a robust communication strategy
between UAVs and UGVs is of major concerns.
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Fig. 4: UAV-assisted intelligence surveillance and reconnaissance.

C. Formation Control

The use of UAVs and UGVs creates a coordinated group
regarding the missions that they plan to accomplish in a timely
way [119]. Nevertheless, this kind of collaboration involving
different dynamic mobility models has many challenges in
communications and formation control [120]. To address these
issues, different techniques have been adopted to keep the
members of the coordinated group within a certain geometric
form (c.f., Fig. 5). In the following, we provide the major
contributions that have been made in this way.

Sometimes, the mobility of both UAVs and UGVs needs
to be formed and controlled with the aim to perform a given
mission in a timely manner. For instance, to track and control
crowds, Minaeian et al. [121] proposed an algorithm combin-
ing both a GIS localization and vision-based crowd detection
for a cooperative UAV and a set of UGVs. The key idea
behind this work is to use UGVs to convert the detected target
locations into their GIS coordinates. This work has proven its
efficiency when using a group of UGVs rather than a single
UAV. However, localization can be further enhanced. Similarly,
the authors of [122] proposed coordination between a swarm

of UGVs with a single UAV. The UGVs are organized based
on different functions that are designed around the location
of the UAV. This allows UGVs to travel on the constructed
surface that controls the overall geometry of the group and the
spacing of individual UGVs. It was shown that this system is
able to function only under a small number of UGVs. Brandao
et al. [123] proposed a distributed control scheme based on
a leader-follower concept comprising a single UAV and a set
of UGVs. The objective of the scheme is to allow the UAV
to perform the mission of tracking the current centroid of the
ground formation. However, the ground formation tracking can
fail in case of obstacle avoidance. To handle this issue, Barnes
et al. [124] proposed a coordinating and controlling strategy of
hybrid unmanned systems moving as a swarm. In this strategy,
one or more UAVs are used to coordinate groups of UGVs
in which UAVs can guide the group of the UGVs to control
their overall formation, and vice versa. As a drawback, this
scheme did not consider the energy consumption and external
conditions during the swarm formation.

Findings: In summary, the main lessons learned from this
subsection include:
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Fig. 5: UAV-assisted formation control.
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TABLE IV: Summary of contributions to UAV-UGV coordination.
Density and Mobility of

UAVs
Types of ground

nodes
Deployment
environment Objective Advantage Drawback

Path planning

Ref. [106] Single UAV/Mobile Single UGV Exploration area
Overcoming the energy constraint of
the UAV by considering the UGV as a
recharge station following it.

Generated a near optimal coordinated
path plan to reach all targets.

Did not consider weather conditions
and environmental constraints.

Ref. [107] Single UAV/Mobile Single UGV Post-disaster area
Assisting the UGV by cooperatively
plan its trajectories to reach the target
destination

Successfully mapped the explored area
for the UGV by using multiple
techniques.

A high processing is required in the
UAV, thus consuming more energy.

Ref. [109] Single UAV/Mobile Single UGV Unknown
environment

Using UAV to provide obstacle-free
trajectories for the UGV.

Enhancing energy consumption by
using an efficient planning method.

Did not support multiple UAVs and
multiple UGVs during the planning
path.

Ref. [110] Single UAV/Mobile Multiple UGVs Disaster area
Providing an accurate ground map to
obtain an efficient path planning for
UGVs

Obtained a less costly path for UGVs
compared with traditional techniques.

Considered only 2D trajectories of
UAVs.

Ref. [111] Multiple UAVs/Mobile Multiple UGVs Urban area Tracking a moving target using a
cooperative path planning

Designed efficient methods to track
different movements of a specific
target.

Did not consider the communications
between UGVs.

ISR

Ref. [114] Single UAV/Mobile Single UGV Agriculture area
Predicting the status of crops by using
intercepted data from aerial and
ground nodes

Maximized the number of visited
points by the UAV while considering
its restricted-energy capacity.

Neglected the case of multiple UGVs
and UAVs.

Ref. [115] Multiple UAVs/Mobile Multiple UGVs Forest area Detecting fire
UAVs communicated with the UGV
leader to minimize their consumed
energy.

Did not handle connectivity between
UAVs in the case of detecting fire.

Ref. [116] Single UAV/Mobile Single UGV Mined area Monitoring operations in humanitarian
demining

Successfully tracked the UAV under
different conditions.

No measures taken to allow the UAV
to land on the UGV (e.g., to recharge
its battery).

Ref. [117] Single UAV/Mobile Single UGV Indoor environment Periodical monitoring of an indoor
environment

Proposed two techniques of landing
system and active helipad, which
provided good performances.

Cannot be adapted to inhospitable
areas that are exposed to different
constraints.

Ref. [118] Multiple UAVs/Airship
Mobile/Static Multiple UGVs High-risk areas Wildfire fighting using a hierarchical

UAV/UGV platform

Designed a near optimal mission and
coordinated the tasks of each UGV in
an efficient manner.

Assumed that the airship is always
operational, which is not reasonable
under certain conditions.

Formation control

Ref. [121] Single UAV/Mobile Multiple UGVs Border area Tracking and controlling crowds
Efficiently detected motion for UAV,
human for UGV, and real world
localization using UGVs.

The landmark assignment method
needs to be enhanced for a robust
localization.

Ref. [122] Single UAV/Mobile Multiple UGVs Outdoor
environment

Guiding a swarm of the UGVs to
control their overall formation using a
UAV as a leader robot

Demonstrated the effectiveness of the
adopted swarm function.

The precision of this strategy is only
demonstrated with a small number of
UGVs.

Ref. [123] Single UAV/Mobile Multiple UGVs Large area Tracking the centroid of UGVs’
formation

The ground formation is followed
using only the vision system as an
exteroceptive and interoceptive sensor.

Did not consider the loss of ground
formation tracking during obstacle
avoidance.

Ref. [124] Multiple UAVs/Mobile Multiple UGVs Outdoor
environment

Protecting a convoy of UGVs using a
UAV swarm

Several kinds of functions are used for
controlling UAV and UGV swarm
formation, obstacle avoidance, and the
overall swarm movement.

Did consider environmental parameters
during the swarm formation.

• To keep a set of coordinated UGVs within the same
group, UAVs can act as flying references. Indeed, a
selected UAV can freely move around a given area while
controlling the movements of a group of UGVs. Such
coordination requires reliable communications between
UGVs and the UAV.

• Different obstructions can distort the formation control
of UGVs, and especially when no planning path is made
beforehand.

• Different selection methods need to be carefully investi-
gated in order to select the appropriate UAVs and UGVs
that are responsible for their respective control formation.

Open Research Challenges

To coordinate UAVs and UGVs, several optimization prob-
lems raised during the definition of control inputs for this
unmanned system. Indeed, the control inputs need to be
organized, processed, and shared, in order to optimally achieve
the goals in a timely and accurate way according to the task
goal. Therefore, the optimization problems can be classified
into three categories: (i) path planning, (ii) monitoring and
reconnaissance, and (iii) formation control. For instance, in
the first category, the ignorance of several factors is distin-
guished, such as the surrounding environment, high processing
consuming more energy for unmanned vehicles, the definition
of the required number of UAVs and UGVs, the definition
of optimal altitude of UAVs, and sometimes the communica-
tion between UGVs is omitted. In the second and the third
categories, inhospitable areas, a robust localization, and the
loss of ground and aerial formation tracking. Consequently,
the aforementioned challenges need to be deeply investigated
and explored.

IV. UAV ROUTING

During the last decade, the assistance of terrestrial networks
by UAVs has attracted increased attention from researchers
[125]. Indeed, the use of UAVs has presented a flexible
capability to be deployed to assist terrestrial networks when
they suffer from poor connectivity [126]. Also, UAVs can
both reach and cover areas that are inaccessible by terrestrial
nodes [127]. However, this kind of UAV assistance application
presents important challenges for researchers to consider as
follows:

• Overcoming the frequent fragmentation of vehicular net-
works by using UAVs as communication bridges.

• Placing UAVs at the appropriate places to efficiently serve
communicating vehicles.

• Finding immediately alternative solutions based on UAVs
when the network on the ground disconnects occasionally.

• Overcoming the restricted-energy capacity of UAVs while
serving terrestrial networks.

In this context, several UAV-assisted routing solutions have
been proposed in the literature, and especially those supporting
VANETs and other kinds of terrestrial networks. In this
section, we describe the most relevant UAV-assisted routing
solutions for VANETs and ground networks. Table V shows
a summary of the existing major routing contributions using
UAVs to improve the routing process of terrestrial networks.

A. VANET

Being characterized by the high mobility, frequent topol-
ogy changes, and recurring fragmentation, VANETs provide
multiple complex challenges to data routing [128]–[130]. To
handle these issues, UAVs can be quickly deployed to assist
VANETs as relays and forward data packets among vehicles
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Fig. 6: UAV-assisted routing in VANETs.

when the communication between vehicles on the ground is
not possible [131], as shown in Fig. 6. Moreover, UAVs can
provide reliable LoS links with ground vehicles, which makes
them a suitable option to serve VANETs.

Deploying UAVs over terrestrial networks, particularly
VANETs, is becoming increasingly common to overcome the
limitations of communications between vehicles. For instance,
the authors of [132] proposed a reactive routing protocol dedi-
cated to VANETs considering four separate phases to establish
communication between two communicating nodes. Firstly, a
discovery process is used (i.e., broadcasting a route request
(RREQ) packet) to discover all possible paths based on static
size routing packets in order to limit the overhead. Secondly, a
decision process is taken to select the most appropriate routing
path based on its degree of connectedness and unicastly send
a route reply (RREP) packet back to the source. Thirdly,
a data delivery process based on several techniques is used
to reliably transmit data packets to their right destinations.
Finally, a maintenance strategy is used to recover suddenly
disconnected paths by finding alternative solutions. However,
the adopted discovery strategy may generate a high overhead,
and especially in the high density of vehicles. In the same way,
the work in [133] proposed flooding technique that instantly
respond at each disconnection occurring in the network while
avoiding existing obstructions. Indeed, a set of UAVs are
deployed to play the role of alternative solutions in the case
when there is no connected routing path on the ground between
the communicating nodes. In addition, the routing paths are
established on the basis of the longevity and regulation of
each path using the expiration time and the amount of traffic,
respectively. Nevertheless, the adjustable mobility of UAVs
could be further optimized to place them at the appropriate
locations according to the ground disconnections. Another
strategy is adopted by the work proposed in [134]. Indeed,
a UAV-assisted routing solution is proposed for VANETs with
the aim to maximize the throughput under delay constraints.
This maximization strategy is performed in order to find an
optimal delivery strategy for data dissemination by improving
the transmission rate. Moreover, a polynomial time approxima-
tion technique is used in conjunction with the latter strategy
to get at an approximate solution. This network is modeled

as an edge-weighted graph where the vertices are a set of
vehicles and UAVs and the edges are a set of weighted edges
that indicate the transmission rate and the transmission delay
of each edge. The optimal path is the one that has a maximum
transmission rate and a restricted transmission delay.

As a further advance, UAVs can be also used as Store-Carry
and Forward (SCF) nodes to assist ground vehicular networks
in order to improve the connectivity and that in the presence
of non-cooperative vehicles. For instance, the work in [135]
developed a mathematical model in order to analyze the impact
of non-cooperative vehicles over the connectivity performance
of a VANET. Indeed, when vehicles are grouped into multiple
disconnected clusters. Data packets cannot transit to another
cluster until their carrying vehicles become members of that
cluster, and especially when there are non-cooperative vehicles
between these two clusters. In the contrast of [135], the work
presented in [136] studied the impact of deploying UAVs in the
sky to assist a fully-collaborative VANET on the ground. For
this purpose, several mathematical models are developed in
order to reduce the dependency on the density and connectivity
of ground vehicles. In this work, there are two different sets
of UAVs flying in the two directions of the road, respectively.
This guarantees that at any time, there will be k UAVs flying
from a source vehicle to a target destination, which can act
as SCF nodes for the ground vehicles moving in that same
direction. To avoid the high delay introduced by the use of
the SCF strategy, the work proposed in [137] considered
two routing components when communication needs to be
established between a pair of source and destination nodes.
The first component is applied to the ground between vehicles
while the second one is applied in the sky between UAVs.
These simultaneous executions are performed to find the
most appropriate way to deliver data packets. For instance,
when a source vehicle wants to send a data packet to a
destination vehicle, a reactive strategy is initiated in the sky
and a connectivity-based routing strategy is performed on
the ground. In this protocol, the routing path in the sky is
always favored if, and only if, it is successfully established
because it is rarely confronted with the problem of network
fragmentation.
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Findings: There are many fundamental lessons learned as
follows:

• Self-organizing and flexible UAVs can be full members
of existing VANETs and participate as relays during the
routing process. In the case of intermittent connectivity,
UAVs can also play the role of SCF nodes to bridge
communication gaps between isolated communicating
vehicles.

• Despite promising use cases (i.e., the different adopted
techniques to enhance routing) of UAVs in VANETs, a
number of design challenges are distinguished in each use
case. Indeed, when UAVs act as relays on top of VANETs,
many challenges, such as reducing the induced overhead,
regulating the energy consumption among UAVs, and
defining the appropriate mobility models, need to be
solved.

• UAV-VANET communications are impacted by air-to-
ground and air-to-air communications. Thus, channel
modeling in UAV-assisted VANETs is an important chal-
lenge and can be made using several techniques available
across the literature [53], [138]–[140].

B. Ground Networks

The flexibility of UAV deployment can be a promising
factor to serve different ground entities. For instance, UAVs
can be used as a service recovery after a ground BS damage
in order to provide the required coverage [141]. Also, UAV
communications exhibit important features that can enhance
ground network performance and applications. Indeed, em-
bedded with wireless interfaces and navigation equipment, it
is very easy to organize UAVs in an ad hoc network or multi-
UAV network communicating with each other and assisting
ground networks. For instance, UAVs have the ability to carry
or relay packets between isolated ground clusters comprising
ground nodes (i.e., sensors, laptops, smart-phones, vehicles,
etc.), thus playing the role of a bridge between them, as
illustrated in Fig. 7.

To expound a litter further, the idea of deploying UAVs
over a terrestrial network was put forth, e.g., by the authors of

[142] where they proposed a UAV-assisted routing protocol for
WSNs. This routing strategy assumes that the ground WSN is
organized in the form of clusters and adopts the SCF strategy
to collect information from ground sensor nodes. Moreover,
several performances have been improved, such as the network
lifetime and energy efficiency. However, the authors assume
that only static data traffic loads are considered during data
gathering. In the same direction, the work in [143] exploited
multiple UAVs as a flying relay network in order to recover
the communication gap between isolated ground sensors and a
BS located further away. An algorithm is proposed to maintain
the connectivity of the links, to optimally deploy UAVs, to
reduce the packet losses, and to ensure the data delivery to
destinations. An unrealistic assumption is made by the authors
in which they supposed that the UAV network is considered
to be connected all time. As for disaster management and
coverage recovery scenarios, in [144], a routing strategy is
adopted to make a trade-off between a robust relay technique
and an energy-efficient data collection from sensors to the BS.
It was shown that authors cannot provide a routing hole repair
occurred in UAV networks. When it is a question to support
delay-insensitive applications, the work in [145] combined
two different routing techniques: (i) a DTN routing in the
sky between UAVs and (ii) the traditional routing protocol
Ad hoc On-Demand Distance Vector (AODV) [146] on the
ground. The idea behind this work is to compensate for the
poor connectivity of the network by using UAVs as SCF
nodes to transmit the messages between a pair of ground
source and destination. It was distinguished that a high delay
is introduced by the excessive use of the SCF technique. To
avoid the bandwidth restriction, the work in [147], proposed
a hierarchical routing protocol, which considers a three-level
network structure comprising a ground level network, a mobile
backbone network, and UAV network flying at high altitudes.
This conception allows relaying information between ground
entities, to provide point-to-point wireless links, and to ensure
a successful data transmission between any pair of backbone
nodes. However, the complexity of this architecture required
high processing and a high amount of message exchange.

Sensors 

 

 

 

Mobile ad hoc network 

Multi-UAV network 

VANET Control center 

Fig. 7: UAV-assisted routing in ground networks.
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TABLE V: Summary of contributions to UAV-assisted routing.
Density and Mobility of

UAVs
Types of ground

nodes
Deployment
environment Objective Advantage Drawback

VANET

Ref. [132] Multiple UAVs/Mobile Hybrid
(Vehicles/RSUs) Urban Optimizing VANET routing process Increased both the delivery ratio and

alternatives in case of disconnections

Introduced more overhead during the
discovery process, and especially in
high densities.

Ref. [133] Multiple UAVs/Mobile Hybrid
(Vehicles/RSUs) Urban Increasing the number of alternative

solutions in case of disconnections
Maximized the number of alternative
solutions, and thus the delivery ratio

An important overhead is
distinguished due to the dynamic size
of control packets.

Ref. [134] Multiple UAVs/Mobile Vehicles Urban Performance improvement.
Maximized the throughput while
considering the delay constraint of
data flows.

A high delay is induced due to the
adopted SCF technique between
vehicles.

Ref. [135] Multiple UAVs/Mobile Hybrid
(Vehicles/RSUs) Highway Avoiding non-cooperative vehicles.

Improved the connectivity
performance in the presence of
uncooperative vehicles.

Only restricted mobility of UAVs is
considered.

Ref. [136] Multiple UAVs/Mobile Hybrid
(Vehicles/RSUs) Highway Enhancing the connectivity of ground

vehicular networks

Bridged the communication gaps
between ground vehicles by using
UAVs.

Increased delivery delay when UAVs
have low speeds.

Ref. [137] Multiple UAVs/Mobile Vehicles Urban Finding reliable routing path in the
sky between UAVs

Avoided obstacles on the ground and
ensured a high delivery ratio.

Introduced an important overhead due
to the adopted discovery process.

Ground networks

Ref. [142] Single UAV/Mobile Sensor nodes Hostile area Reducing both energy consumption
and radio frequency interference

The UAV collected data effectively in
WSNs.

Considered only static data traffic
loads.

Ref. [143] Multiple UAVs/Mobile Multiple sensors Harsh area Providing a reliable connection
between ground sensors and the BS

Maintained a connectivity of UAVs as
well as ensuring the relay of data
between sensors and the BS.

The UAV network is considered to be
connected all time, which is not
reasonable.

Ref. [144] Multiple UAVs/Mobile Mobile/Static sensor
nodes Disaster area Providing facilities for quick response

and event detection

Addressed the success of data delivery
ratio and the reliability of aggregated
data.

Cannot provide a routing hole repair
occurred in UAV networks.

Ref. [145] Two UAVs/Mobile Ground nodes Two isolated islands Establishing a connection between two
isolated groups of ground nodes

Increased the data transmission and
recovered links between isolated
clusters.

Did not support delay-sensitive
applications.

Ref. [147] Single UAV/Static Ground nodes Battlefield area
Avoiding bandwidth restriction by
using a two-level heterogeneous
wireless network.

Improved the scalability and
throughput by minimizing the number
of transmissions and by adopting UAV
broadcasting, respectively.

Complex architecture requiring high
processing and a lot of exchanging
messages.

Findings: It is worth noting that the lessons learned from
this subsection are listed as follows:

• Optimizing the routing process over any kinds of terres-
trial networks is a key design consideration as it signifi-
cantly affects the performance of UAV-assisted networks.
The UAV’s placement is an important factor to improve
coverage and network performances.

• While optimizing the UAVs’ placements, other chal-
lenges, such as the appropriate air-to-ground channel, the
defined trajectories, GUs locations, and energy consump-
tion of UAVs.

• The frequent fragmentation of the terrestrial network
should be also considered.

Open Research Challenges

The specific mobility models and the different areas of
movements of UAVs and terrestrial nodes constitute the major
challenges during the design of a routing protocol. Also,
the different channels of communications and the existing
obstructions on the ground can slow down the routing pro-
cess deployed in this heterogeneous architecture. Among the
problems that hinder the transition of data packets between
communicating nodes are the introduced additional delays, the
extra overhead, the energy constraints of UAVs and ground
nodes, and a lot of exchange of messages in the case when a
global knowledge of the topology is required. Consequently,
there is a serious need to design efficient routing protocols
considering all the aforementioned issues to minimize both
the packet losses and the delivery delays.

V. UAV DATA GATHERING

Equipped with smart sensors, on-board wireless
transceivers, and antennas, UAVs are able to sense, collect,
and process data from WSNs or from IoT devices, which
are located at a terrestrial location [148]. Moreover, UAVs
have the ability to be quickly deployed, moved, and relayed

the collected data to a remote central server [149]. However,
many issues need to be addressed at different sides as follows:

• Increasing the amount of data to be gathered.
• Jointly optimizing the trajectory and energy consumption

of UAVs acting as data collectors.
• Efficiently organizing ground sensors in order to reduce

their energy consumption.
• Considering the various obstructions surrounding the

ground sensors and ensuring LoS communications during
data gathering.

Several contributions which have been proposed in the litera-
ture are briefly summarized in Table VI.

A. UAV-WSN Coordination

For a better energy saving of ground sensors, it is preferable
to use UAVs as data collectors having the ability to move
closer to sensors, to collect data from them, and thus saving
the transmission energy of all sensors (c.f., Fig. 8) [150].
Consequently, optimizing the UAV’s trajectory [151], adopting
a short-distance LoS [152], and adopting the appropriate UAV-
to-ground channel model [153], have to be all considered in
designing such kind of cooperation. Various contributions us-
ing the concept of UAV-WSN coordination have been proposed
in the literature and they are discussed in this subsection.

To guarantee that a maximum of data is collected from each
ground sensor by UAVs, the authors of [154] jointly optimized
the wake-up and sleep schedule of ground sensors and the
trajectory of UAVs in order to both efficiently minimize the
energy consumption of all nodes and ensure that the maximum
amount of data are gathered from each ground sensor. It
was shown that the authors assume that UAVs are flying at
the same altitude, which is not realistic. Similarly, in [155],
an energy-efficient data gathering protocol using UAVs is
proposed. UAVs are deployed over WSNs with the aim of
reducing the energy consumption of ground sensors that are
organized into clusters. It is worthy to mention that this
technique has been widely adopted in the context of WSNs
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Fig. 8: UAV-WSN coordination.

[156], [157]. Indeed, this strategy derives the optimal path
for UAVs to collect data only from cluster-heads. However,
the trajectory is not defined according to the energy levels
of ground sensors. Another problem is distinguished during
the data collection from WSNs. Indeed, to ensure energy
efficiency, ground sensors are organized into clusters, which
can generate a high overhead during the formation of such
groups. For instance, the work in [158] presented a framework
for using a UAV as a data collector in WSN. The UAV
uses multi-objective decision to generate the UAV path in
order to balance the energy consumption among sensor nodes
and the UAV. To achieve this goal, a subset of sensor nodes
needs to be defined which will play the role of cluster heads
within the WSN in which the UAV can use as a waypoint
for data collection. However, the cost to form clusters is
not negligible. In the case of emergency events, the authors
of [159] proposed a UAV-assisted data collection for WSN
cluster. This work along with its cloud backend support,
considers both the terrestrial network deployment and the
optimal flying parameters of the deployed UAV. However, the
use of a single UAV can negatively impact the efficiency of
data collection, and especially in a large area. As a further

improvement, Say et al. [160] proposed a data gathering
framework in WSNs in which UAVs are used to collect
data from ground sensors. This work allows for removing
redundant data transmissions between the sensors in order to
both reduce the energy consumption of UAVs and avoid the
contention problem caused by simultaneous data transmission.
Moreover, a priority based transmission is adopted for sensors
to reduce the packet losses, to increase the data throughput,
and to improve the energy consumption of sensors. However,
during the data gathering, the energy levels of ground sensors
are neglected, which can distort the obtained results.

Findings: Three main lessons are learned from this subsec-
tion, which are summarized as follows:

• In order to optimize the UAV-WSN data gathering, sev-
eral parameters and constraints, such as the density of
UAVs, the energy restrictions, and the induced overhead
have to be considered. To collect a maximum amount of
data, the UAV trajectory needs to be optimized according
to both the energy levels of ground sensors and the UAV
itself.

• The wake-up and sleep schedule of ground sensors needs
to be synchronized according to the positions of the UAV
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collector and not with exchanging messages in order to
reduce the overhead.

• An important number of contributions organize the
ground sensors into clusters, but the cost in terms of the
overhead of this organization is important. Consequently,
in order to reduce the degree of induced overhead, reliable
clustering solutions need to be proposed.

B. UAV-IoT Coordination

Due to the restricted capacity of IoT devices in terms of
energy and transmission range, classical multi-hop forwarding
techniques can cause both unreliable wireless links and waste
of their energy resources, leading to low data gathering rates
and reduced network lifetime, respectively [161]. As a result,
it is crucial to effectively address three important challenges:
(i) the definition of appropriate locations such that IoT devices
can effectively save energy, (ii) Finding a way such that IoT
devices’ batteries can be recharged wirelessly and remotely,
and (iii) the proposition of reliable data-gathering techniques
to collect data from IoT devices [162]. To address these
issues, UAVs are considered as the most suitable candidates
to dynamically hover around them, recharge them wirelessly
using harvesting modules [163], collect data, and transfer them
over a long distance to other IoT devices or BSs outside the
transmission ranges of these IoT devices (see Fig. 9). In the
following, the major UAV-IoT coordination contributions are
discussed.

A tradeoff between data collection and wireless energy
transfer in IoT environments is proposed by Arabi et al. [164].
Indeed, this framework is composed of UAV-BSs with energy
harvesting module which serve the ground IoT devices. Due
to their restricted energy, the IoT devices can rely on UAV-
BSs as energy sources in the case when their battery level
under a given threshold. Moreover, UAV-BSs collect data from
IoT devices that have residual energy levels above the defined
threshold to transmit their packets. However, it was illustrated
that the energy consumption of UAV-BSs is neglected. As
an improvement of this work, depleted IoT devices can be

recharged while ensuring an efficient data gathering by UAVs.
Indeed, the same authors in [165] proposed to exploit a UAV-
BS to perform both data gathering and recharging depleted
IoT ground devices. Indeed, the UAV-BS is equipped with an
energy harvesting module having the capability of wireless
recharging. Moreover, the UAV-BS both exploits the radio
frequency emitted by IoT devices to extract energy and collects
data from only those having sufficient residual energy to
transmit their packets. The UAV path is optimized in order
to perform its travel with a minimum of time while improving
the network lifetime. In this work, it was distinguished that
IoT devices are always on a wake-up mode, thus consuming
a lot of energy. Another problem is distinguished in this
kind of coordination is the congestion during the channel
access, which is addressed in [166]. Indeed, the authors
proposed an algorithm which adjusts the speed of UAVs and
collect data efficiently. The communication between UAVs and
ground sensors is supported by the existing cellular networks.
Moreover, UAVs have the ability to efficiently update the speed
of ground sensors according to their density during the data
collection and coverage. However, the channel status in speed
control is not considered by this scheme. To overcome this
problem, the work in [167] used UAVs to fly over the sensed
area for data collection. Due to the time flight restriction
and movement constraint, UAVs require the smoothest and
shortest paths to perform their given missions. Thus, Traveling
Salesman Problem (TSP) is used to plan the shortest path,
while for smoothing the path, Bezier curves are used to convert
the paths that are flyable. As a shortcoming, the residual
energy of ground sensors and the data gathering time are not
considered.

Findings: Important lessons learned can be extracted from
this subsection as follows:

• UAV-IoT data gathering requires addressing various prob-
lems pertaining to the energy consumption of IoT devices
and UAVs, wireless battery charging management, and
appropriate trajectories of UAVs for data collection.

• Defining both a near-optimal density of UAVs to perform
data collection and a reliable strategy for data exchange

TABLE VI: Summary of contributions to UAV data gathering.
Density and Mobility of

UAVs
Types of ground

nodes
Deployment
environment Objective Advantage Drawback

UAV-WSN

Ref. [154] Single UAV/Mobile Multiple sensors Large area
Optimizing the UAV’s trajectory and
the wake-up schedule to reduce the
energy consumption

Efficiently saved significant energy of
both sensors and UAV, while
guaranteeing that a maximum of data
is collected from each sensor.

UAVs are supposed to be at the same
altitudes.

Ref. [155] Single UAV/Mobile Multiple sensors Dangerous area

Using a UAV as a data mule
collecting data in a clustered WSN
with the aim to save the consumed
energy by sensors.

Minimized the data gathering delay
and reduced energy consumption in
sensors.

The trajectory of the UAV is not
optimized according to the energy
levels of sensors.

Ref. [158] Single UAV/Mobile Multiple sensors Large area
Generating the UAV path such that to
collect data from sensors acting as
cluster-heads.

Decreased the consumed energy
among sensors by selecting only a
subset of sensors to send data.

Generated high overhead during the
election of the cluster-heads.

Ref. [159] Single UAV/Mobile Multiple sensors Disaster area
Using cloud infrastructures to save and
process a large amount of collected
data

Reduced the flying time, the duration
of data collection, and the energy
consumption of sensors and UAVs.

Restricted to a single UAV in a large
area.

Ref. [160] Single UAV/Mobile Multiple sensors Sensor area
Removing redundant sensors and
minimizing transmission distance to
reduce the energy consumption.

Increased both the network
performance and optimized energy
consumption.

Did not consider the energy levels of
sensors during the data transmission.

UAV-IoT

Ref. [164] Single UAV/Mobile IoT devices Island Collecting data and charging depleted
IoT devices.

Brought more gain in terms of
collection-recharging tradeoff when
using the principle of low battery first.

Did not consider the case when the
UAV has a low residual energy level.

Ref. [166] Single UAV/Mobile IoT sensors Harsh environment
Increasing the data gathering
efficiency while reducing the
congestion during the channel access

Provided accurate and efficient data
collection and avoided any congestion
problem.

Did not consider the channel status in
speed control.

Ref. [167] Multiple UAVs/Mobile Multiple sensors City area
Achieving a faster data collection
while improving the delivery ratio and
achieving a low energy usage

Decreased considerably the consumed
energy and effectively controlled
UAVs to their final destinations.

The energy of ground sensors and the
data collection time are not
considered.

Ref. [165] Single UAV/Mobile IoT devices Harsh environment Recharging depleted IoT devices and
ensuring an efficient data collection

Provided good performance in terms
of data collection and recharging
energy under different scheduling
policies.

IoT devices are always on a wake-up
mode and did not sleep during the
data collection, thus consuming a lot
of energy.
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between UAVs to relay data with other IoT devices
located far away.

• Multiple IoT devices can generate interference issues
with UAVs and other IoT devices, thus channel access
management needs to be carefully investigated.

Open Research Challenges

Due to their flexible mobility, UAVs are often deployed over
a given region in order to be optimally monitored. Due to the
complexity of surrounding obstructions and bad weathers that
permanently prevent the LoS between UAVs and the monitored
targets, ground sensors are deployed to collect information
about the area of interest and transmit them to the closest
UAV. However, several issues are distinguished in this kind of
UAV assistance paradigm, such as the definition of the optimal
altitude of UAVs, the optimal number of UAVs to be deployed,
the optimal trajectory of UAVs according to the energy levels
of UAVs and ground sensors, and the appropriate channels to
communicate and avoid interference problems. Consequently,
it is very important to perform deep analysis to enumerate
other additional issues and to propose suitable data gathering
approaches.

VI. UAV MONITORING

To facilitate the tasks of emergency services and homeland
security organizations on the ground, a set of UAVs equipped
with cameras and different other sensors are deployed in the
sky, monitoring a given geographical area, and collaborating
with different ground entities in a real-time [168]. To guarantee
that intercepted images by UAVs respect a certain threshold
of visibility and quality, several metrics should be considered,
such as the efficiency of the camera, the visibility angle, and
the altitude of UAVs [169]. However, to completely cover a
given area, a number of important objectives should be clearly
formulated as follows:

• Accurately defining the density of UAVs to be deployed
while considering their energy consumption and other
maintenance costs [170].

• Avoiding the excessive consumption of energy by UAVs.
• Enhancing the movements of UAVs in order to increase

their monitoring coverage.
• Designing efficient computing resources in order to

gather, process, and store a huge amount of data.
To this end, a significant number of techniques have been
proposed, which are summarized in Table VII.

A. Traffic Monitoring

To monitor a high volume of road traffic and the accidents
that it may subsequently provoke, UAVs are considered as
a viable and less-time consuming solution to provide an
eye-in-the-sky to the problem [171] (see Fig. 10). Indeed,
several proposed contributions, taking into account the energy
constraints, the communication between UAVs, the traffic load
to monitor, and the adequate trajectory to take, are discussed
in the following subsections.

To perform the monitoring task while ensuring the energy
efficiency, the scheme proposed in [172] aims to use a set of
UAVs as LoRaWAN gateways to enhance the energy efficiency
of an Intelligent Transportation Systems (ITS) monitoring
network. Indeed, UAVs are deployed over specific areas where
the traffic load is high based on the area-stress modeling
technique for the sole purpose of conserving energy. As for
shortcomings, this work neglected the backhaul formed with
UAVs and LoRaWAN switches. Similarly, the authors of
[173] proposed a technique of road traffic monitoring using
UAVs in order to address the issues of managing vast road
networks. Indeed, this technique analyzes both real-time traffic
of vehicles on the ground based on terrestrial sensor networks
and graph theory to model the road network. Also, different
security issues are analyzed, e.g., a vehicle without RFID
entering a specified area is considered as a potential security
risk. It is worthy to note that vehicles are not considered as
communicating entities, which can enhance the monitoring
purpose. To perform the monitoring mission accurately, a
group of UAVs can be allocated. For instance, in [174], the
authors considered the use of UAVs for traffic monitoring.
This technique uses a combination of inventory routing and
the capacitated arc routing problem for road traffic monitoring.
For instance, when an edge (i.e., a road segment) is monitored
multiple times, it has a negative impact on the performance
of the system. However, the density of UAVs needs to be
critically analyzed according to the scale of traffic that should
be monitored. To avoid the problem of excessive energy
consumption and the permanent deployment of UAVs, the
work in [175] proposed dynamic UAV-based monitoring by
both formulating the first deterministic arc routing problem
and obtaining its stochastic dynamic policy. Moreover, this
work uses a programming algorithm based on Monte Carlo
squares simulations so that UAVs can improve monitoring
satisfaction.

Findings: Various learned lessons from this subsection are
summarized as follows:

• The use of UAVs to perform traffic monitoring introduces
new challenges. For instance, the connectivity between
UAVs needs more investigation in order to reliably trans-
mit traffic information to the human operator [176].

• Since existing vehicles are not considered communicating
entities in the majority of contributions, there is a need
for designing UAV-vehicle cooperation to provide more
accurate information about traffic.

• A mathematical modeling should be elaborated to extract
an accurate relationship between the density of traffic and
the density of UAVs that are required to be deployed.

B. Environment Inspection

As shown in Fig. 11, the monitoring of complex environ-
ments is an important application in which the basic func-
tionality is to recognize and track multiple static or moving
targets [177]. This kind of applications has some challenging
properties, such as the restricted flight zones [178], the event
rate [179], and the risk areas [180] (e.g., high populated
area). However, there is a serious need to equip UAVs with
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the required devices and various types of loads to efficiently
accomplish the task. In the following, the major contributions
in this field are described and discussed.

Another use case where UAVs can be deployed for in-
spection and monitoring is the indoor/outdoor environments.
For instance, Yue et al. [181] proposed a distributed system
to detect trespassing UAVs and their approximate positions
based software defined radio (SDR) transceivers and wireless
acoustic sensors. A machine learning algorithm is integrated
with the SDR transceivers to decrypt the telemetry protocols
of the UAV in question. Based on the decrypted information,
UAVs can send control commands in order to eliminate the
intruder UAV. However, in the case when intruder UAVs are
using an unknown protocol, they cannot be detected. Another
interesting monitoring framework using UAV-based networks
is proposed in [182]. This framework is deployed for smart city
monitoring using public transportation and city infrastructures
in order to support the battery charge and communications of
UAVs. Nevertheless, it was shown that the energy restriction
capacity of UAVs is not considered. In order to track multiple
moving targets using UAVs, the work in [183] used a cooper-
ative network system of multi-UAV monitoring. Indeed, this
system is based on both the animal colony perception and

moving small target recognition techniques using the fusion
of multiple data sources. Moreover, due to the complexity of
the monitored area, this work adopts appropriate algorithms
based on machine learning. However, the problem of energy
consumption always persists. Furthermore, the main problem
with ISR missions is how to find routes that allow UAVs to
collect data packets of a set of task locations and transmit
them directly to the control station (BS). In [184], a centralized
path planning problem is formulated for gathering data while
minimizing the delivery delay and satisfying the cycle length
constraints of each task. Nevertheless, the authors have shown
that the lower bounds for computational efficiency need to be
strengthened.

Findings: A notable number of lessons learned from this
subsection are summarized as follows:

• Given the restricted on-board energy of UAVs, the energy
efficiency requires careful consideration. Indeed, the less
energy consumption of UAVs, the more flight time is, and
the more monitored areas will be.

• Two different monitoring techniques can be used for
environmental inspection: (i) Interception of messages
and (ii) camera-based surveillance. Both techniques have
their own challenges that require careful studies, such
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Fig. 11: UAV-assisted environment inspection.
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TABLE VII: Summary of contributions to UAV monitoring.
Density and Mobility of

UAVs
Types of ground

nodes
Deployment
environment Objective Advantage Drawback

Traffic monitoring

Ref. [172] Multiple UAVs/Mobile Multiple sensors and
vehicles Urban area Monitoring in IoT-ITS with an energy

efficient perspective

Provided energy efficient surveillance
by using UAVs as LoRaWAN
gateways.

Did not consider the backhaul formed
with UAVs and LoRaWAN switches.

Ref. [173] Single UAV/Mobile Multiple sensors Urban area Analyzing real-time traffic and
security issues.

Provided real-time and quick
responding to several security scenario
situations.

Did not consider vehicles as
communicating entities, which can
improve monitoring.

Ref. [174] Multiple UAVs/Mobile BS/Vehicles Urban area Allocating a group of UAVs for roads’
monitoring

Provided an effective decision-making
method for solving the UAV
scheduling problem.

Cannot support large scale traffic due
to the limited number of UAVs that
can be deployed.

Ref. [175] Multiple UAVs/Mobile Vehicles Urban area Systematically deploying UAVs over
multiple periods for road monitoring

Effectively succeeded in real-time
monitoring using the different
proposed techniques.

The energy consumption of UAVs is
not considered during the monitoring.

Environment inspection

Ref. [181] Single UAV/Mobile SDR transceivers/BSs Sensitive area Detecting trespassing UAVs using
three techniques

Provided an integrated framework for
amateur UAV surveillance.

Cannot detect unwelcome UAVs
transmitting data with an unknown
protocol.

Ref. [182] Multiple UAVs/Mobile
Vehi-

cles/RSUs/Surface
buoys

Urban area Supporting continuous monitoring in
smart city and extensive ocean

Provided efficient monitoring
management in both environments.

This work did not consider the energy
restriction of UAVs and the
near-optimal trajectories to save
energy.

Ref. [183] Multiple UAVs/Mobile Sensors Complex area
Recognizing and tracking multiple
moving targets using UAVs and
sensors

Provided a high accuracy monitoring
and good network performance.

The energy of movements and
processing are not considered by this
scheme.

Ref. [184] Multiple UAVs/Mobile Singe BS Not specified Satisfying the revisit period of each
task.

Well-suitable for a quick on-board
re-planning.

This strategy needs to strengthen the
lower bounds for computational
efficiency.

as the similarity of adopted frequencies, the transmission
range of UAVs, and the congestion problem.

• When the monitoring is based on the mounted camera, a
huge amount of data needs to be processed, stored, and
transferred to a human operator or BS for analyzing. This
requires, e.g., a robust cloud computing concept [185],
[186].

Open Research Challenges

To ensure near-optimal monitoring of a given area, an
efficient mechanism of UAV placement needs to be ensured.
This mechanism is based on the energy levels of UAVs and
the areas that are most likely to be monitored. In addition,
the mobility of UAVs, as well as the intermittent connectivity
with the ground BS, are required to be guaranteed. If in
the case when the surveillance is based on video streaming,
UAVs have to transfer a large amount of data flow to the
BS, which exposed to different interference problems with
existing terrestrial cellular networks. Otherwise, UAVs can
exploit their wireless communication devices to detect, e.g.,
missing victims or explore a given region using sensors. The
UAV-assisted monitoring field is still at the infant stage of
research and more investigations and results can be done.

VII. UAV CELLULAR COMMUNICATION

Recently, UAVs have witnessed significant enhancements in
terms of payload, energy consumption, and design [187]. As a
result, it will be more practical for UAVs to incorporate differ-
ent kinds of communication equipment for several purposes,
such as extending the coverage of existing terrestrial cellular
networks, serving congested GUs, and assisting ground BSs
in their functioning [188]. To efficiently perform this incor-
poration, it is a mandatory condition to consider different
constraints that are listed as follows:

• Jointly optimizing the placement and trajectory of UAVs
according to the requirements of GUs and terrestrial
networks.

• Improving access to the shared spectrum with terrestrial
cellular networks.

• Minimizing the energy consumption of UAVs.

• Increasing the number of served GUs while enhancing
different metrics, such as throughput, latency, and packet
losses.

In the following, different contributions related to each con-
straint are discussed and they are summarized in Table VIII.

A. Placement Optimization

In order to maximize the capacity and the coverage of
existing cellular networks, strategic placement of UAVs needs
to be considered [189]. Moreover, in order to provide the
required QoS and performance, the minimum number of UAVs
to deploy needs to be defined [190]. UAVs can act both as
relays of information between the different ground BSs and
as connectivity support for cellular users (c.f., Fig. 12). In the
following, different major contributions trying to optimize the
UAV placement are discussed.

As known to all, the optimal placement of UAVs acting as
aerial BSs constitute a key solution to provide a near-optimal
coverage of a given area. For instance, the work proposed
in [191] studied the strategic placement of a set of UAV-BSs
over a large scale ground network composed of ground BSs. To
increase the coverage of ground BSs using UAV-BSs, this work
is based on a stochastic geometric approach. However, as for
GUs, this system only has the ability to cover GUs uniformly
distributed. To improve the 5G network coverage over a given
area, the work in [192] designed a novel placement strategy
of cooperative UAVs based on demand areas. The strategy
is able to provide a notable performance enhancement of
network metrics, such as the throughput, the communication
delays, and the deployment cost. However, the mobility of
GUs is not supported. When it is the case to provide cov-
erage to other UAVs, Mozaffari et al. [193] proposed both
a new concept of three-dimensional (3D) cellular networks
and 3D cell associations for UAV user equipment (UAV-UE).
Moreover, a framework for network planning, mobility man-
agement, routing, resource management, and multiple access
are considered for UAV-BSs. Nevertheless, the authors omitted
the mobility patterns of UAVs and their energy consumption.
To enhance the performance of ground cellular networks,
a Q learning technique has been applied in [194] to both
find the appropriate 3D positions for UAV-BSs and ensure a
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Fig. 12: Placement optimization UAV-assisted cellular networks.

required QoS according to the mobility of GUs. Furthermore,
this technique has the ability to both maximize the aggregate
throughput of the ground networks and efficiently achieve
enhanced short and long term cache hit rate compared with
other caching techniques in the literature. Despite its support
for the mobility of GUs, this system cannot support a highly
mobile GUs, such as vehicles, UAVs, or even running humans.
In order to serve and improve the coverage of a particular
region and its respective GUs, the work in [195] designed a
heuristic framework based on a particle swarm optimization.
This technique tries to find the near-optimal number of UAV-
BSs along with their respective positions and altitudes in order
to both avoid interference with other entities and cover a high
number of GUs. However, there is no ground BS, which can
put this system into question when UAVs are out of service.

Findings: The placement optimization study allowed us to
summarize multiple lessons learned during this investigation
as follows:

• The near-optimal placement of UAVs needs to be defined
according to the non-uniform distribution of GUs and
their mobility.

• The trajectories of UAVs, as well as their energy con-
sumption have to be considered during their deployment
over a partially covered region by existing cellular net-
works.

• A robust networking model between UAVs needs to be
carefully investigated in order to effectively extend the
coverage of a given cellular network.

B. Mobility Optimization

The trajectory of UAVs has to be thoroughly studied in order
to satisfy their mission requirements and at the same time
fulfilling the optimum throughput for the ground terrestrial
networks and GUs [196]. In addition, the UAV trajectory can
be flexibly defined based on the locations of ground BSs as
well as the distribution of GUs in order to both ensure optimal
and complementary coverage of the associated ground BSs
and minimize the interference that may occur between these
entities (c.f., Fig. 13). Several contributions are proposed in
this field and they are discussed as follows.

By achieving a trade-off between complexity and network
performance, the authors of [197] optimized the trajectory of
UAVs under a defined communication QoS requirement with
ground cellular networks. The idea behind this technique is to
minimize the mission flying time by using convex optimization
techniques and graph theory. Not surprisingly, the initial and
final locations of UAVs and their speeds are not discussed in
this work. Similarly, Lyu et al. [198] also studied a mobility
optimization employing a hybrid network architecture. This
architecture uses UAV-BS to fly over the ground BSs cell edge
for data offloading. Also, to increase the common through-
put of all cell-edge users, the UAV trajectory, the spectrum
allocation, and the user partitioning are jointly optimized.
However, this technique cannot deal with different isolated
groups of GUs. To increase a ground network throughput and
to increase the spectral efficiency of the UAV-BS link, the work
in [199] investigated the mobility models of UAV-BSs using
an iterative optimization algorithm in which UAVs periodically
update their positions. The authors show that larger system
throughput is performed by freeing up the movement of UAV-
BSs. Nevertheless, a user’s association scheme needs to be
carefully studied. Another promising approach is proposed
in [200] to study the optimal UAV-BSs placement and the
provided service time by considering the GUs density and their
location. Moreover, this deployment can offload a significant
amount of data to GUs. It was shown the total in-service time
of GUs is significantly increased. However, the trajectories
of UAVs are not well investigated, which can be crucial to
serving optimally GUs. While Fotouhi et al. [201] proposed
a distributed scheme considering the mobility of the UAV-
BS, the energy efficiency issue, the mobility of GUs, and the
interference signals. The main goal of this work is to find the
appropriate mobility model for the UAV-BS inside its limited
small cell boundaries to enhance the packet throughput for
cell-edge users. It was demonstrated that the spectral efficiency
is efficiently increased while keeping energy consumption at
an acceptable level.

Findings: In summary, three main lessons learned from the
mobility optimization of UAVs are listed as follows:

• To efficiently optimize the mobility of UAVs, various
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mathematical models are required to be leveraged, such
as Optimization and game theories, machine learning, and
stochastic geometry.

• The coordination between multiple UAVs is a mandatory
condition to generate near-optimal trajectories to cover
the maximum of the surface.

• Different factors need to be considered during the design
of a given trajectory, such as the spectral efficiency, the
interference issue, transmission power, and obstructions.

C. Energy Efficiency

The restricted-energy capacity of UAVs is among the main
critical challenges of UAV cellular communications [202].
Indeed, in order to increase its lifetime, the UAV network has
to demonstrate its capacity to guarantee an energy-efficient
functionality by adopting several techniques ensuring a well-
regulated energy consumption between UAVs (c.f., Fig. 14).
In this context, multiple proposed energy saving contributions
are discussed as follows.

To assist communication between two pair of communi-
cating nodes located on the ground, the authors of [203]
jointly optimized the communication time allocation and the
trajectory of UAVs in order to maximize both the spectrum

and energy efficiency. Moreover, to enhance its backhaul
links and end users, this work considered a UAV, single
end user, and backhaul in isolation. The authors affirm that
the spectrum, the energy efficiency, and the trajectory, are
optimized. As a drawback, they display a high delivery delay
when the communicating nodes are separated by a large
distance. To create an energy-efficient relay network, the
proposed work in [204] exploited the cooperation of multiple
UAVs to increase the ground network coverage by relaying
data packets from ground sensors to a remote BS using time
division multiple access (TDMA). Moreover, a cooperative
movement of UAVs is adopted to simplify the design of the
energy-efficient UAV network. In this work, the computational
complexity is reduced, but a crucial challenge is neglected,
such as the fragmentation of the UAV network. To both
overcome this issue and increase the energy efficiency with
equity constraints, a game theoretic data gathering technique
is proposed in [205]. This work considered multiple UAVs
flying in a circular trajectory and collecting data from a set of
ground sensors organized in the form of clusters. The cluster
heads are the only responsible to send data to the hovering
UAVs based on the allocated time slots. The authors assume
that UAVs have static trajectories, which is a drawback against
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the environmental conditions and the urgent needs of GUs.
While the authors in [206] designed a relay selection technique
based on the channel conditions for energy-constrained UAV-
to-ground communication systems. Moreover, this strategy can
be efficiently deployed without impacting the required QoS.
It was shown that the relay mechanism between UAVs is not
exploited.

Findings: An important number of lessons can be learned
from the analysis performed above, and especially on how to
optimize the energy consumption of UAVs. As a consequence,
a brief summary is listed below:

• Many optimized techniques can be adopted for the energy
efficient deployment of UAVs, such as the trajectory, the
communication time allocation, the processing, and the
relay mechanism [207].

• Information related to energy levels has to be shared
between UAVs to have a global vision about energy
consumption and which UAV has to be replaced.

• The optimal placement of recharge stations can be also
investigated [208].

D. Spectrum Sharing and Access

As illustrated in Fig. 15, the communications between UAVs
and ground BSs are conducted through a dedicated A2G
channel that is exposed to different surrounding constraints,
such as interfering with other ground BSs [209]. Indeed, the
performance of the UAV-assisted cellular network channel
can be impacted by the probability of LoS, the altitude of
UAVs, and the elevation angle between UAVs and ground BSs
[210]. Moreover, it is shown that the radio propagation channel
can be distorted by the interference of neighbor cells and
shadowing effects [211]. As a consequence, many works are
performed with the aim to address spectrum efficiency using
different techniques [212]. Also, other works are proposed
to study both the different access techniques to the shared
spectrum and the common problems encountered.

To study more deeply the performance of aerial radio
connectivity using simulations, the authors in [213] selected
rural areas with a focus on path loss modeling for both up-
link and downlink connections. Several techniques have been

considered by the UAV, including the antenna beam selection
and interference cancellation based on both the selection of
the serving BS’s location and the interference suppression
at the receiver, respectively. As a result, the overall system
performance has been enhanced for both ground and aerial
users. Also, it was illustrated that the interference mitigation
scheme provided good potential. However, a crucial degrada-
tion of the network performance is distinguished when a higher
penetration of connected aerial vehicles is required. Another
work is proposed in [214] with the aim to analyze the feasi-
bility to provide LTE connectivity for UAVs. Also, this work
studied both the wireless connectivity requirements of UAVs
and their propagation characteristics using measurements and
ray-tracing simulations. Nevertheless, it was shown that the
increasing number of UAVs leads to high aerial interference,
and thus decreasing the network spectral efficiency. Moreover,
HAUs cannot be covered due to the limited LTE coverage. To
surpass this problem and to maximize the cellular coverage,
the authors in [215] studied the coverage probability of UAV-
BSs while paying attention to channel modeling combining
LoS and non-LoS path loss components. Moreover, this work
models downlink inter-cell interference to the A2G aspects.
However, nothing is done towards the trajectories of UAV-BSs
to optimally increase the coverage of such networks. Another
strategy is used in [216], where the authors investigated
two multi-UAV relaying approaches of maximizing the data
rate in multiple dual-hop links and multi-hop link, in which
optimal UAV hovering positions were derived. The authors
have omitted the impact of the surrounding environment and
the different physical constraints. The work in [217] proposes a
multi-layer UAVs hierarchical based on several types of UAVs.
The main purpose of this architecture is to integrate UAVs
in 5G and beyond networks by studying the feasibility laser
power transfer and radio frequency/microwave-based wireless
power transfer. As a drawback, the interference induced by
this architecture and the optimization of the 3D deployment
of UAVs are omitted.

Findings: The main lessons learned from this subsection
are as follows:

• Several techniques can be used during channel access,

 

UAV 

Cell 1 Cell 2 

Wired connection 

Interfering cells 

Fig. 15: Spectrum sharing and access in UAV-assisted cellular networks.



JOURNAL OF NETWORK AND COMPUTER APPLICATIONS, VOL. XX, NO. XX, XXX 2020 23

TABLE VIII: Summary of contributions to UAV cellular communication.
Density and Mobility of

UAVs
Types of ground

nodes
Deployment
environment Objective Advantage Drawback

Placement optimization

Ref. [191] Multiple UAV-BSs/Static BSs Urban area Providing a complementary supply for
terrestrial networks using UAV-BSs

The adopted placement strategy improved the
network performance and its spatial regularity.

This strategy did not consider the non-uniform
distribution of the users.

Ref. [192] Multiple UAV-BSs/Mobile BSs Not specified Effectively placing UAV-BSs according to the
demand areas

Improved the network throughput and
decreased the network delays. Mobility of GUs is not considered.

Ref. [193] Multiple
UAV-BSs/UAVs/Mobile None Large area Integrating UAV-BSs and cellular connected

UAVs using 3D cellular networks.
Reduced the latency of cellular connected
UAVs and improved spectral efficiency.

The energy and the mobility limitations of
different kinds of UAVs are not considered.

Ref. [194] Single UAV-BS/Mobile BSs/GUs Urban area Obtaining better performance of ground cellular
networks by optimally placing the UAV-BS

Provided high QoS by considering the
movement of GUs.

The high mobility of GUs is not supported by
the UAV-BS deployed in this strategy.

Ref. [195] Multiple UAV-BSs/Mobile Multiple GUs Multiple regions Defining the minimum number of UAV-BSs
and their optimal 3D placements Satisfied the QoS requirements of the network.

No ground BSs is assumed to exist, which is a
disadvantageous factor to satisfy the majority
of GUs.

Mobility optimization

Ref. [197] Multiple
UAV-BSs/UAVs/Mobile Multiple BSs/GUs Suburban area Optimizing the trajectories of UAV-BSs to their

mission completion time.
Jointly optimized complexity and network
performance.

The maximum speed and the initial and final
positions of UAV-BSs are not discussed.

Ref. [198] Single UAV-BS/Mobile Single BS/Multiple
GUs Not specified Increasing the throughput of GUs by jointly

optimizing the UAV’s trajectory

Optimized throughput of GUs only with a
single UAV-BS compared to conventional
cellular networks.

This strategy did not perform well when
different groups of GUs are located in distant
isolated areas, respectively.

Ref. [199] Multiple UAV-BSs/Mobile Multiple GUs Urban area Studying the mobility model of the UAV-BSs
in order to serve GUs

Performed a larger system throughput by
freeing up the movement of UAV-BSs.

A complex user association scheme should be
carefully investigated, which requires a global
network knowledge.

Ref. [200] Multiple UAV-BSs/Mobile Multiple GUs Not specified Studying the deployment problem of UAV-BSs Increased the total in-service time of all GUs. The trajectories of UAV-BSs are neglected,
which can be crucial to serving optimally GUs.

Ref. [201] Single UAV-BS/Mobile Single GU Urban area Serving areas of urgent demand using UAV-BS Increased the spectral efficiency while keeping
the energy consumption at the same level.

The different existing obstructions on the
ground are omitted.

Energy efficiency

Ref. [203] Single UAV/Mobile Multiple GUs Less-infrastructure
area

Assisting the communication between a ground
pair of source and destination

Increased the spectrum and energy efficiency
and optimized the UAV trajectory.

Increased the delay of delivery in the case
when the distance between the communicating
nodes are very large.

Ref. [204] Multiple UAVs/Mobile Single BS/Sensors Rural area Extending the network lifetime while ensuring
a high delivery ratio.

Reduced the computational complexity with
negligible degradation of the network.

Did not consider a severe fragmentation of the
UAV network.

Ref. [205] Multiple UAVs/Mobile Sensors Hostile environment Maximizing the energy efficiency in ground
networks.

Provided a near optimal performance in terms
of energy efficiency and throughput.

Static trajectories of UAVs, which cannot
support urgent needs in the ground networks.

Ref. [206] Multiple UAV-BSs/Mobile Multiple GUs/BSs Urban area Extending the lifetime of the battery operated
aerial-terrestrial communication links

Showed efficient and reliable performance
according to the energy consumption.

Did not exploit the relay mechanism between
UAV-BSs.

Spectrum sharing and access

Ref. [213] Multiple UAV-BSs/Mobile Multiple GUs/BSs Rural area Investigating the performance of aerial radio
connectivity using simulations

The interference mitigation scheme provided
good potential.

The network performance degraded when it is
required to maintain for higher penetration of
connected aerial vehicles.

Ref. [214] Multiple UAVs/Mobile Multiple BSs Rural area Feasibility of providing LTE connectivity for
UAVs

Enhanced the LTE connectivity towards UAVs
while protecting the performance of GUs. High altitude UAVs cannot be covered.

Ref. [215] Multiple UAV-BSs/Mobile Multiple BSs Urban area
Maximizing the cellular coverage by
investigating the optimal altitude and density of
UAV-BSs

Successfully increased the coverage of
UAV-assisted cellular networks while
considering the different physical constraints.

The trajectories of UAV-BSs are not
investigated to optimally increase the coverage
of such networks.

Ref. [217] Multiple
UAV-BSs/Static/Mobile Multiple BSs Urban area Integrating of UAVs into the next-generation

wireless communication networks

Demonstrated the efficiency of both laser
transmission power and the propagation
attenuation

The security of UAV communication and
interference cancellation are not investigated.

Ref. [216] Multiple UAVs/Mobile Multiple BSs Suburban area
Using UAVs as mobile relays to enhance the
end-to-end ratio based on their optimal
placement

Using the multiple hop strategy is better for
large distances between source and destination.

The optimal placement of UAVs is studied
without considering the impact of the
surrounding environment.

including antenna beamforming selection, interference
mitigation, propagation characteristics, communication
range, and channel modeling.

• When adopting one of these techniques, various issues
may be raised, such as the degradation of network
throughput, the high aerial interference, the restricted
coverage, and the negligence of surrounding environ-
ments and physical constraints.

• The spectrum sharing and channel access show all their
importance and they deserve to be well investigated in
order to avoid other problems that may be raised on
different sides [218].

Open Research Challenges

To provide a full connectivity coverage of a given region
that is partially covered by ground BSs, it is a mandatory
condition to address several problems, such as the required
density of UAVs and the backhaul connectivity of UAVs and
their GUs. Moreover, in the case when UAV-BSs are deployed,
other important issues have to be considered, such as the high
mobility of both GUs and UAVs, the energy constraint of
UAVs and GUs, the vulnerable frequency when UAV-BSs,
GUs, and BSs communicate at the same time, the scalability
of the network when new UAVs or GUs join it. As a result,
it is imperative to make an accurate analysis of such UAV
assistance to traditional cellular networks.

VIII. UAV-IOT NETWORKS

Many cases of IoT networks’ deployment have been wit-
nessed in different contributions across the literature in which
UAVs are involved to overcome both their restricted capacities
and the different constraints that may face. Indeed, different
challenges are distinguished in such kind of UAV-IoT coordi-
nation, which are listed as follows:

• The inability of IoT devices to communicate with other
distant devices due to their restricted coverage caused by
their battery-limited capacity [219].

• The limited energy capacity of UAVs to serve IoT devices
all the time.

• The high latency induced during the communication
between UAVs while serving IoT devices.

• The definition of the appropriate density of UAVs to
deploy to optimally serve IoT devices.

• The minimization of energy consumption of IoT devices.
To overcome these challenges, different related contributions
are proposed in the literature, which are both discussed in the
following subsections and briefly summarized in Table IX.

A. Emergency

In emergency situations or natural disasters, a communica-
tion solution has to be deployed to connect the control center
and victims in order to provide the evacuation guidance, the
rescue assistance, and the situational awareness [220]. Indeed,
an emergency communication network comprising UAVs and
IoT devices has to be established with the aim to provide the
required wireless coverage in order to both connect all victims
to the network and facilitate the intervention of rescue teams
(c.f., Fig. 16). Several contributions have been proposed in this
application.

In the case of an emergency situation, any collected infor-
mation by UAVs is crucial and needs to be sent quickly and
reliably to the relevant services. For instance, in [221] pro-
posed a routing protocol with a bounded delivery delay with
the aim to guarantee that rescue information can be delivered
in time when a disastrous event happens. This protocol uses
three main features: (i) time division packet delivering, (ii)
hierarchical UAV clustering, and (iii) real-time estimation of
the delivery delay. However, when it comes to communication,
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the batteries tend to be rapidly exhausted. Thus, the necessity
to enhance this protocol with an energy-efficient mechanism.
To extend the wireless coverage of UAVs in disaster scenarios,
the work in [222] combined a multi-antenna transceiver model
and a multi-hop D2D communication to ensure a reliable
transmission for IoT networks. This system demonstrates a
good network performance in terms of throughput and delivery
delay. As a disadvantage, no measures are taken against the
energy restriction capacity of UAVs. With the aim of evacu-
ating victims from a disaster event to a safe area, Aljehani et
al. [223] proposed a multi-UAV system integrating machine-
to-machine (M2M) communication for disaster response. Two
kinds of missions are carried out by UAVs: (i) Tracking
mission and (ii) Scanning mission, which are based on image
and high computational processing, respectively. The aim of
these two missions is to control UAVs and distinguish valuable
data at the same time. Moreover, a real-time evacuation map
is made from intercepting images of areas and pedestrians.
Nevertheless, the efficiency of this system highly depends on
the walking speeds of victims. In the same way, the authors of
[224] proposed an evacuation guidance system using Agent-
based IoT. As a drawback, this system does not have the ability
to both perform the evacuation guidance based on unexpected
events and neglect the cooperation of UAVs.

Findings: The learned lessons are outlined as follows:
• UAV-IoT coordination is crucial and vital is some emer-

gency situations. Indeed, a robust network model needs
to be conceived while considering the delay-sensitive
nature of this kind of applications. Moreover, important
measures have to be taken against packet losses.

• The coverage must be extended to optimally scan the
whole disaster region. This can be done by defining the
appropriate density of UAVs to be deployed [225].

• The energy efficiency of UAVs has to be considered in
such kinds of applications.

B. Smart Cities

Different applications involving UAVs and IoT devices are
proposed to perform different missions in a city environment
with the aim to enhance the quality of citizens’ life. For

instance, these applications can manage different fields, such
as transportation systems [226], agriculture [227], emergencies
[228], health-care [229], smart home [230], and others (c.f.,
Fig. 17). This management requires multiple interconnected
mobile or stationary devices in order to provide efficient
infrastructure and services at a reduced cost. A lot of research
work has been done in this way.

In [231], an air quality monitor system is proposed us-
ing UAVs and ground nodes, which are all equipped with
sensors. This system comprises four different layers: (i) the
presentation layer is used for providing a Graphical User
Interface (GUI), (ii) the processing layer is used to process
the gathered data, (iii) the transmission layer is used for full-
duplex communications, and (iv) the sensing layer is used for
collecting data. Moreover, to support these layers, three tech-
niques are adopted to enhance the latency of data uploading,
to optimize the deployment of nodes for maximizing collected
data, and to balance the energy consumption among nodes.
However, the coverage provided by UAVs is restricted only
for a limited surface. While in [232], the authors proposed
an intelligent IoT platform using UAVs to provide various
smart city services, such as smart transportation systems, smart
home, smart UAV, and other future services according to
the consumer needs. This platform comprises four physical
components: (i) the UAV, (ii) the client, (iii) the operator, and
(iv) the cloud server. Moreover, this platform is enabled based
on M2M communications and the multi-agent system concept.
Nevertheless, the energy consumption consideration is missing
in this system. Another UAV-IoT network is considered by
the authors of [233] in which a UAV-based IoT platform
used for data offloading in mobile edge computing while
enhancing the energy consumption of UAVs is proposed.
Nevertheless, this platform did not consider the case of energy
consumption during simultaneous applications. Moreover, the
use of one Mobile Edge Computing (MEC) node does not
support the required computational performance. To increase
the data collection efficiency, in [234], the authors optimized
the transmission power and duration of all devices of UAV-
aided data collection for maritime IoT. In addition, UAVs are
effectively deployed to achieve flexible and dynamic coverage
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of the ground network. As an inconvenience, the deployment
of a single UAV for data collection may constitute a crucial
issue.

Findings: UAV-IoT coordination in the context of a smart
city is becoming a hot topic, and numerous lessons learned
can be extracted from this subsection as follows:

• A robust and reliable architecture has to be carefully
studied and simulated before putting it on the field.
Indeed, the different communicating entities, the network-
ing model, and the task assignment have to be all well-
investigated.

• Since there is a huge amount of data can be generated, a
robust computational model can be used by exploiting the
existing infrastructures. For instance, a cloud computing
platform can be easily defined by exploiting ground BSs.

• Multiple challenges can be also distinguished from this
UAV-IoT coordination, such as energy consumption, the
trajectory of UAVs, and the required density of UAVs to
be deployed.

C. Industry and Agriculture

Due to their fast deployment, their controllable flexibility,
their easy programmability, and their capacity to be deployed
in complex environments, UAVs are considered as the most
appropriate devices to embed visual inspection and communi-
cation devices in different sectors, such as industrial fields
[235], [236] and agricultural areas [237]–[239]. Moreover,
UAVs can intercept data and images from both IoT devices
and the field, respectively. All this information is sent to a
control entity to manage the production and to ensure the
right functionality of the different equipment (c.f., Fig. 18).
Multiple contributions involving UAVs and IoT devices have
been proposed, which are targeted especially the two different
production sectors.

Aiming at collecting data in an agricultural area, the work
in [240] proposed FarmBeats. This system is an IoT platform
dedicated for agricultural purposes. This architecture enables
data collection from a variety of sensors, cameras, and UAVs,
in order to provide automated water intervention. This can
ensure that services and information are available offline and

in the existing cloud. However, the complexity of this system
is considered as its main drawback. Similarly, the authors of
[241] presented a UAV-aided solution based on IoT concepts
to provide the necessary improvement of crop quality in
the agriculture field. However, the use of a single UAV has
been always a crucial issue due to the risk that can cause
to the whole network in the case of its failure. In the case
of indoor monitoring in industrial environments, in [242],
a safe navigation system for micro UAVs based on WSNs
has been proposed. This system is deployed in the industrial
IoT environments with the aim to detect dynamic and static
obstacles. Three different components have been considered in
this system: (i) UAVs equipped with tracking controller, (ii)
a central controller, and (iii) a group of sensors to detect any
kind of obstacles. Based on all this information, each UAV
can generate a safe path that is tracked to its destination.
However, the adopted centralized architecture is not efficient
in case of failure of the central controller. Always in the
industrial environments, Zhou et al. [243] investigated how to
deploy energy efficient Industrial Internet of UAVs (IIoUAVs)
for power line inspection in smart grid. The decreasing of
energy consumption is formulated as a joint optimization,
which involves both large-scale optimization of time, such
as frequency regulation, speed control, trajectory scheduling,
and small-scale time optimization, such as relay selection and
power allocation. As a drawback, the mobility optimization of
UAVs for collision avoidance is not considered. Scilimati et al.
[244] proposed an IoT-enabled robotic system using UAVs to
interact with the surrounding environment (i.e., monitoring)
and collect data from sensors. For this purpose, this system
composed of an IoT device connected to the UAV that is
monitoring the specified area, where the IoT network is
deployed to gather data from the environment. The specific
use case of this system does not allow it to be adapted to
outdoor environments.

Findings: The exploitation of UAVs in the agricultural and
industrial sectors faces many challenges. In this subsection,
many lessons are learned and can be summarized as follows:

• Due to these specific use cases, a complex architecture is
distinguished at each proposed application. This is why
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the flexibility of the architecture is of major concerns.
• The data collection is used in the majority of contribu-

tions proposed for this scope. Therefore, all challenges
resulting in this kind of applications have to be consid-
ered.

• Due to the restricted areas that need to be covered, some
parameters, such as speed control, trajectory scheduling,
and obstacle avoidance, have to be well regulated.

D. WSN and Monitoring

There is a case when IoT devices play an exclusive role
of sensors with the objective to perform remote sensing of a
specified environment [245]. UAVs can be deployed in such
environments to help IoT devices to go beyond their limits
and perform their assigned tasks efficiently (c.f., Fig. 19).
Moreover, many monitoring use cases have been distinguished
in UAV-IoT networks, such as gathering collected images from
IoT devices, monitoring existing UAVs to avoid collisions,
and monitoring existing IoT infrastructure [246]. Indeed, the
major tasks of UAVs are to collect IoT data and to relay
them to the adequate entity while considering the different
constraints that may arise. This offers a global knowledge
and a smooth operating of such networks. Several UAV-WSN
coordination and monitoring contributions are proposed across
the literature.

More specifically, the work in [247] proposed both a coali-
tion model and an algorithm derived from basic geometry ded-
icated for remote sensing missions using UAVs. By planning
paths of equal length, it supposed that all UAVs are moving at
the same and constant speed in order to ensure simultaneous
arrival. This can perform remote sensing and monitoring in a
timely manner, thus decreasing the mission time. However, the
environmental conditions are not considered, which can impact
the mobility of UAVs. Another kind of remote sensing is
accomplished by the work in [248], which proposed an aerial
sensing framework over an IoT infrastructure. To provide
a navigation ability to remote users in a given area, this
framework uses the UAV multimedia perception system. This
can be done by using virtual reality (VR) and augmented
reality (AR) devices over the intercepted data. As a drawback,

a high delivery delay and bandwidth are required due to a large
amount of data that can be sensed. Over a given area, UAVs
can also support IoT services. For instance, Gaur et al. [249]
proposed a scheme connecting IoT with UAVs to disseminate
sensor data to the cloud infrastructures. This system provides
effective data management by efficiently collecting, filtering,
and delivering data on demand for cloud services. Moreover,
a vertical handover technique is also adopted between the dif-
ferent modes of communication in order to enhance reliability
and minimize cost. However, the intermittent connectivity of
the UAV network and the non-balanced energy consumption
of UAVs constitute the main drawback of this system. To
overcome these drawbacks, Yoo et al. [250] investigated the
flying path optimization for UAV-assisted IoT sensor networks
based on a location-aware multi-layer map. Various functions
have been considered, such as flight time, energy consumption,
and sensor density. Moreover, the links between IoT devices
and UAVs have been facilitated using some features of genetic
algorithms. The major drawback of this system is the limited
and little surface that can be covered by UAVs.

As for monitoring purpose, UAVs can be considered as the
appropriate candidates to perform this kind of task. Aiming
at this, Bushnaq et al. [251] proposed an aerial data collec-
tion scheme over a delimited region using a UAV. Instead
of routing data through several other relays, the UAV has
the ability to fly over the area of interest and collect the
required data. In particular, the area is divided into multiple
sub-regions on which the UAV flies over to gather samples
from selected nodes. To this end, an optimization problem
is formulated to define the optimal number sub-regions, the
hovering locations, the hovering time at each location and the
path traveled between hovering locations so that an average
number of samples are gathered from the area in a minimum
amount of time. In [252], an approach for round-the-clock
surveillance supported by UAVs. This approach provided an
IoT-based automated landing system with constant monitoring
of installations. The latter system is composed of four kinds of
software: (i) the console server, (ii) communication protocol
for UAVs, (iii) landing zone firmware to control both wireless
charging and active gripper, and (iv) application of mobile



JOURNAL OF NETWORK AND COMPUTER APPLICATIONS, VOL. XX, NO. XX, XXX 2020 27

users intercepting the UAVs video from the server in real-time.
However, environmental conditions can distort the functioning
of this system. When the purpose of monitoring is dedicated
to track amateur UAVs, Ding et al. [253] proposed the
incorporation of UAV communication systems and cognitive
radio, which is referred to as cognitive UAV architectures.
This is beneficial to allow the coexistence of UAVs with
ground mobile devices and amateur UAVs functioning in the
same frequency band. However, the deployed architecture is
very complex and not cost-effective. In order to reduce the
movements while accomplishing a near-optimal monitoring,
Kim et al. [254] proposed a monitoring model dedicated to
multi-domain IoT environment. This model is assisted by
reinforcing barriers with collision-avoidance using UAVs. In
reality, the energy consumption of UAVs is not considered,
which affect the right functionality of this approach.

Findings: Using WSN for monitoring purpose has shown
all its importance. Moreover, a number of lessons are learned
during our study of this kind of applications, which can be
summarized as follows:

• Remote sensing using communications and surveillance
using a camera are the most used techniques to perform
UAV-WSN monitoring.

• Since this kind of applications can be deployed in outdoor
environments, the surrounding conditions, such as bad
weathers, obstacles, complex areas (e.g., mountains) have
to be considered.

• Many technical challenges can be distinguished, such as
the allocated bandwidth, the limited processing capabil-
ities, the intermittent connectivity of the UAV network,
and the energy consumption of UAVs and ground nodes.
All these challenges need a deep study to design a robust
monitoring scheme.
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Fig. 19: WSN in UAV-IoT networks.

TABLE IX: Summary of contributions to UAV-IoT networks.
Density and Mobility of

UAVs
Types of ground

nodes
Deployment
environment Objective Advantage Drawback

Emergency

Ref. [221] Multiple UAVs/Mobile Multiple sensors Disaster area Performing reliable and on-time transmission
of rescue transmission

Improved the overall system in terms of
delivery ratio and delay.

The energy consumption of UAVs is not
considered.

Ref. [222] Multiple UAV-BSs/Mobile IoT devices Disaster area Providing emergency coverage for IoT devices
on the ground

Demonstrated a good performance of the
system in place.

Did not save energy for the limited batteries of
UAV-BSs.

Ref. [223] Multiple UAVs/Mobile IoT devices Disaster area Establishing alternative routes for evacuating
victims

Helped victims to be evacuated efficiently to a
safe area. Depended on the walking speed of victims.

Ref. [224] Multiple UAVs/Mobile Single UGV/Multiple
IoT devices Disaster area Defining an evacuation plan based on the

situation of the environment

Provided satisfactory performance of this
system in terms of evacuation routes and
network performance.

Did not perform evacuation guidance under
unexpected events and neglected the
cooperation of UAVs.

Smart cities

Ref. [231] Single UAV/Mobile Multiple BSs Urban area Monitoring air quality based on aerial and
ground sensing

Aerial and Ground sensor devices are used to
balance between the energy consumption and
the data accuracy.

Cannot provide a complete service in a wide
urban area.

Ref. [232] Multiple UAVs/Mobile Multiple BSs/IoT
devices

Urban/Agricultural
area

Solving multiple issues within the smart city
implementation

Provided a significant benefit of reduced cost
in different services and sectors.

The restricted-energy capacity of UAVs is still
an open issue.

Ref. [233] Multiple UAVs/Mobile Multiple IoT
devices/BSs Urban area Transmitting IoT services from high altitudes

Demonstrated a high computation offloading
while saving energy consumption and
improving the response time.

The use of one MEC node for supporting
computational performance.

Ref. [234] Single UAV/Mobile Multiple IoT devices Urban area Investigating the potential gain of UAV-assisted
data gathering over IoT devices

Adapted well to the rigorous energy constraints
as well as the large-scale of the IoT network.

The deployment of a single UAV can be an
issue to cover a wide geographical area.

Industry & Agriculture

Ref. [240] Multiple UAVs/Mobile Multiple IoT
devices/BS Agricultural area

Agriculture IoT platform enabling seamless
data collection from various sensors, cameras
and UAVs.

Ensuring that services are available offline and
in the Cloud. The complexity of the platform design.

Ref. [242] Multiple UAVs/Mobile Multiple sensors Industrial area Detecting static and dynamic obstacles in an
indoor industrial environment

Provided a good monitoring performance in a
large indoor industrial area.

A centralized architecture is adopted, which
can fail at any time.

Ref. [243] Multiple UAVs/Mobile Multiple BSs Industrial area Power line monitoring in smart grid Demonstrated its energy consumption
efficiency.

The trajectories of UAVs are not optimized and
collision avoidance is not considered.

Ref. [241] Single UAV/Mobile Multiple sensors Agricultural area Monitoring crop management Collected data required in precision agriculture. The use of a single UAV to monitor a wide
agricultural field.

Ref. [244] Single UAV/Mobile Multiple IoT devices Industrial area UAV-assisted environmental monitoring Provided a good performance of data
collection. Cannot be adapted in outdoor environments.

WSN & Monitoring

Ref. [247] Multiple UAVs/Mobile None Urban area Monitoring and achieving remote sensing Decreased the mission time. Collision avoidance and environmental
conditions are not considered.

Ref. [248] Multiple UAVs/Mobile Single BS Rural area
Delivering multiple VR/AR immersive
communication sessions for remote users based
on UAV IoT aerial sensing

Increased the end-to-end performance across
the VR/AR sessions delivered to the users.

Required both high bandwidth and an
important delay due to a large amount of
sensed data.

Ref. [249] Multiple UAVs/Mobile Multiple IoT
devices/sensors Not specified Delivering IoT services using UAVs The seamless handover is addressed between

Wi-Fi and satellite network.
The high energy consumption of UAVs and the
intermittent connectivity of the UAV network.

Ref. [250] Single UAV/Mobile Multiple IoT
devices/sensors Not specified Defining a near optimal flying path for the

UAV while considering different factors
Derived the desired optimum path while
satisfying the existing constraints

The energy restriction of the UAV did not
allow it to cover a wide area.

Ref. [251] Single UAV/Mobile Multiple IoT devices Not specified Aerial data gathering from a finite spatial field
via a UAV

Minimized the traveling and the hovering time
during the data collection.

Considered only a small region for data
aggregation.

Ref. [252] Single UAV/Mobile Single BS Military area Monitoring using a UAV Validated a robust landing system with
charging purpose. Environmental disturbances are not considered.

Ref. [253] Multiple UAVs/Mobile Multiple
sensors/Single BS Not specified Monitoring amateur drone Efficiently detected amateur drones. A complex architecture and not cost effective

infrastructure.

Ref. [254] Multiple UAVs/Mobile Multiple IoT devices Harsh area Reducing the movement of UAVs under a
collision-avoidance condition

Provided a good network performance in terms
of data sensing.

There is no measurement taken against the
energy restriction of UAVs.
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Open Research Challenges

Different IoT devices can be integrated with UAVs to enable
several IoT applications with the aim to exploit networking,
computing, and caching technologies. Nevertheless, additional
features can create unexpected issues that cannot be addressed
through the classical approaches designed for low-rate IoT
systems, such as the inefficient data collection, the high energy
consumption of UAVs and IoT devices, the environmental
disturbances. As a consequence, robust schemes will need
to be designed for providing efficient services to users while
keeping a certain level of networking performance.

IX. UAV DISASTER MANAGEMENT

The disaster management is decomposed of three steps:
(i) Pre-disaster supervision, (ii) Search and Rescue (SAR),
and (iii) Recovery (Post-disaster assistance) [255]. In the
first step, UAVs play a key role to allow emergency teams
reaching inaccessible areas and discovering them based on
captured information. Moreover, UAVs support early detection
of disasters using real-time monitoring so that the effect of
the disaster can be efficiently mitigated [256]. In the second
step, when a disaster is unavoidable (e.g., Earthquake), UAVs
can access and respond effectively to emergency requests by
monitoring the target area, tracking possible missing victims,
and providing time-critical rescue aids [257]. The last step
allows UAVs to put in place an emergency communication
infrastructure to support recovery and to help rescue teams
to be deployed accurately in the area of interest [258]. All
these steps are illustrated in Fig. 20. However, there exist some
challenges remain and some have grown insignificance. In the
following, we list the major ones:

• Defining the adequate number of UAVs to be deployed
to efficiently perform the rescue missions in a timely
manner.

• Ensuring robust connectivity between UAVs and the
central controller in order to reliably exchange crucial
information.

• Efficiently replacing damaged ground infrastructures by
using UAVs.

• Jointly optimizing the placement and mobility of UAVs
according to the requirements of the rescue missions.

As a consequence, several contributions involving UAVs have
been developed in the last five years, which are summarized
in Table X.

A. Pre-Disaster Supervision

The aerial assessment provides the most effective and timely
knowledge of the situation in a given area [259]. This is
because UAVs have the ability to travel quickly to affected
areas and to easily take pictures and videos on the current
situation. Indeed, UAV systems were required to be deployed a
long time ago to anticipate any eventual disasters. In addition,
other networks can be hybrid-connected with UAVs, such as
IoT networks or WSNs to ensure that any information would
be intercepted and processed in time.

In order to perform a real-time assessment of disaster events,
Erdelj et al. [260] proposed a hybrid system incorporating the
sensing capacities and the visual capturing abilities of WSNs
and multi-UAVs systems, respectively. Moreover, WSNs act as
detection systems that trigger the launch of UAVs following a
disastrous event. With this approach, the density of UAVs that
required to be deployed is not defined accurately. As a further
advance, the authors of [261] proposed a hybrid system com-
posed of WSN and UAVs dedicated to disaster management.
This system uses inundation monitoring and alarm technology
by incorporating smartphone data with sensors for improved
situational awareness. Moreover, a networking model is used
for relaying information between the different nodes, but their
energy constraints are not considered. To monitor different
disaster areas, in [262], a system deploying a multi-UAV
network in civilian monitoring applications is proposed. In this
system, different kinds of UAVs are used, such as micro UAVs,
Quadcopters, and fixed-wing UAVs, which are all equipped
with special sensors to monitor different natural disasters, such
as earthquakes, floods, and volcanoes. Moreover, collected
data is processed by modules exclusively designed for this
purpose. As a drawback, the complexity of the adopted archi-
tecture during the processing of collected data is very high.
In contrast, Asadpour et al. [263] demonstrated an experiment
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Fig. 20: UAV-assisted disaster management.
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of the feasibility of UAV communication in disaster scenarios.
To find victims, two different use cases are distinguished for
UAVs. First, UAVs establish a wireless link by intercepting
beacons from smartphones of victims, where UAVs do not
require to have a LoS with the devices of victims. Second,
UAVs provide aerial images in real-time, which are relayed
using the existing multi-hop UAV network. Consequently, this
system is considered to be based on a flexible network that
can be adapted to any kinds of rescue applications.

Findings: Three main lessons can be learned from the pre-
disaster management using UAVs as follows:

• To ensure a good preparedness towards any disaster
events, an important number of measures should be taken
into account, such as the required density of UAVs to
monitor the area, a robust networking model to relay
information to the closest human operator, and a high
processing and storage performance needs to be guaran-
teed.

• The flexibility and ease of installation of the designed
architectures which can be adapted to any kinds of
situations.

• The environmental conditions have to be considered to
ensure and transmit accurate information defining the
status of the area that is supervised.

B. Search and Rescue

In SAR missions, the main challenge for researchers is to
decide which UAVs are allocated to search tasks and which
UAVs are allocated to rescue tasks within a certain time
frame [264]. The UAVs in charge of search tasks can use
two techniques: (i) Monitoring using mounted cameras and (ii)
Search using embedded wireless communications devices on
both UAVs and missing victims. Moreover, other techniques
are jointly optimized to allow successfully achieving those
tasks, such as the energy-efficiency [265], position and path
optimization [266], and resource allocation [267].

Based on the assumption of the unlimited energy capacity of
UAVs, in [268], a multi-objective path planning using multiple
UAVs is proposed, which is dedicated for Search and Rescue
(SAR) missions. A given mission is performed by following
two steps: (i) a search step performed by using cooperative
UAVs to both detect targets and relay this information to
BS and (ii) a time-to-complete step carried out by a genetic
algorithm minimizing both the discovery time of targets and
the duration to set up a communication path. As a result,
this system reduces significantly the mission completion and
communication recovery times. Silvagni et al. [269] proposed
a UAV application for SAR missions during avalanches in the
mountains. This work includes a body detection technique by
using avalanche sensors equipped onto UAVs to communicate
with beacon transmitters carried by survivors. Moreover, UAVs
are equipped with different kinds of cameras, such as normal
day cameras and thermal night cameras with the aim to make
the detection more efficient. As a drawback, UAVs are not
able to track victims that are not visible. Based on a different
technique, Kurdi et al. [270] proposed a bio-inspired algorithm
based on locusts for task allocation in multi-UAVs systems

during search and rescue missions. Two different phases are
conducted by this algorithm: (i) the search phase and (ii) the
rescue phase, which are assigned to two different groups of
UAVs collaborating with each other and reporting back any
updates to the BS in order to efficiently achieve the search
and rescue objectives. As an advantage, the communication
with BS is not required for all UAVs. However, a deep study
needs to be performed to define accurately the number of
UAVs to be deployed. By gathering aerial images in a real-
time manner, Sun et al. [271] proposed a method of camera-
based target detection and positioning system for search and
rescue missions. This method is incorporated in UAVs in
order to be able to perform the identification of objects and
their geographical coordinates in a real-time. Moreover, UAVs
send the collected images and their locations to the ground
BS. Since a huge amount of data can be collected, UAVs
need more computational and storage capacities. To top it off,
Scherer et al. [272] proposed a modular architecture using a set
of autonomous UAVs for search and rescue missions. Based
on the mission requirements, this system incorporates ground
image collection, GPS-based navigation, payload delivery,
and different autonomy levels, all implemented in a low-
cost platform. Moreover, this modular architecture provides
certain fault-tolerance capabilities and some exciting future
expansion opportunities. The LoS between UAVs and BSs
are required to avoid any communication loss between them.
Oubbati et al. [273] proposed a framework that leverages
cooperative UAVs to facilitate the intervention of rescue teams
on board emergency vehicles in the accident zones in urban
environments. Indeed, UAVs have the ability to detect any
accidents in road segments, inform the rescue teams about
their exact locations, and plot the quickest path to intervene.
However, there is a need to deploy an important of UAVs to
cover all road segments, which is not a cost-effective solution.

Findings: Search and rescue missions show many challeng-
ing issues that are summarized as follows:

• The completion time of SAR missions is a critical pa-
rameter because in the majority of cases it is a question
of human lives to rescue in a timely manner.

• Replacing damaged infrastructures by UAV-BSs is an
important part of SAR missions in order to connect
missing victims, detect their locations, and thus facilitate
their rescue.

• The loss of communications between UAVs, the human
operator, and the victims has to be avoided by studying
robust mechanisms of communication.

C. Recovery

Generally, after a disaster, an important part of the com-
munication infrastructure becomes damaged and dysfunctional
[274]. In this case, the rapid deployment of a secondary
communication infrastructure becomes a mandatory condition.
Indeed, due to their flexibility and adjustable mobility, UAVs
are considered as the best solution to provide emergency
connectivity to rescue teams, to victims, and to control servers.
This allows coordinating emergency responses and aid efforts
to successfully perform SAR missions.
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TABLE X: Summary of contributions to UAV disaster management.
Density and Mobility of

UAVs
Types of ground

nodes
Deployment
environment Objective Advantage Drawback

Pre-disaster optimization

Ref. [260] Multiple UAVs/Mobile Multiple sensors Disaster area Defining a complete disaster
management system

Identified the issues and challenges
related to disaster management.

The exact number of UAVs to be
deployed is not defined.

Ref. [261] Multiple UAVs/Mobile Multiple sensors/BSs Disaster area networking assistance first
response to disaster management

Designed a networking model for
relaying information between
different nodes.

The energy consumption of UAVs
is not considered.

Ref. [262] Multiple UAVs/Mobile Multiple BSs Disaster area Monitoring different natural
disaster areas

Accomplished the surveillance
mission in an efficient way.

The complexity of adopted
architecture during the processing
of intercepted data.

Ref. [263] Multiple UAVs/Mobile Single BS Forest area
Creating an ad hoc multihop
network of UAVs to reconnect
isolated smart-phones.

Providing a flexible network
supporting rescue applications.

The unlimited flight duration of
UAVs without considering their
energy restriction.

Search & Rescue

Ref. [268] Multiple UAVs/Mobile Single BS Disaster area

Minimizing the mission completion
time, including the search task
time and the communication
recovery time

Considerably reduced the SAR
mission time.

Any restriction is assumed about
the energy consumption of UAVs.

Ref. [269] Single UAV/Mobile Single BS Mountainous area searching and rescuing of missing
victims on snow and in woods

Obtained a flexible movement over
the mountains without provoking
other avalanches.

Did not function correctly when
the victims are fully covered by
snow.

Ref. [270] Multiple UAVs/Mobile Single BS Disaster area
Allocating tasks in multi-UAV
SAR mission using a bio-inspired
algorithm

The communication with the BS is
not required for UAVs during the
mission.

The optimal number of UAVs is
not studied.

Ref. [271] Single UAV/Mobile Single BS Disaster area
Identifying target in real-time and
gathering aerial images for further
mapping purposes

Demonstrated the reliability of this
system in terms of target
identification.

Since the captured images are
processed, the UAV required more
computational capacity.

Ref. [272] Multiple UAVs/Mobile Multiple BSs Disaster area

Providing a real-time video
monitoring from a UAV to
multiple BSs using a wireless
communication infrastructure

Robust to individual failures of BSs
and also expandable to add more
UAVs.

The communication is lost between
UAVs and BSs when there is
non-LoS.

Ref. [273] Multiple UAVs/Mobile
multiple

vehicles/single
emergency vehicle

Urban area
Plotting the fastest paths for
emergency vehicles to intervene in
the accident areas.

Significantly minimized the
intervention time of rescue teams.

The coverage of the whole area
requires a high density of UAVs.

Recovery

Ref. [275] Multiple UAVs/Mobile Multiple BSs Urban area Replacing damaged communication
infrastructures by UAVs

Provided a good network
performance in terms of throughput
and fairness.

The energy consumption is not
well covered in this scheme.

Ref. [276] Multiple UAV-BSs/Mobile Multiple BSs Disaster area Optimally placing UAV-BSs to
replace damaged infrastructures

Improved the throughput of
coverage.

The trajectories of UAV-BSs are
neglected, which can increase
energy consumption.

Ref. [277] Multiple UAV-BSs/Mobile Multiple GUs Disaster area Deploying UAV-BSs in emergency
communication scenarios

Improved network throughput
during temporary event.

The altitude, direction, speed, and
the environmental constraints are
not considered during the
deployment of UAV-BSs.

Ref. [278] Multiple UAVs/Mobile Single BS Disaster area
Providing emergency
communication infrastructures
using UAVs

Provided a feasible solution for
emergency communications.

A limited number of UAVs can
increase the energy consumption of
UAVs.

In recent years, many research endeavors have been con-
ducted on how to use UAVs as a recovery mechanism. More
explicitly, in [275], UAVs are exploited to replace, or com-
plement the affected communication infrastructure during a
disaster event. Indeed, the flexibility of deployment of UAVs
is crucial to serving as aerial BSs improving the coverage
of a given area. For this purpose, an optimization problem
is illustrated to provide the most appropriate coverage that
increases user throughput, while ensuring fairness in the
different parts of the affected geographical area. However,
this scheme does not cover the energy consumption of UAVs.
Similarly, in [276], UAV-BSs aim to explore disaster-affected
areas with the objective to be rapidly deployed, efficiently
provide coverage, and recover communications. A genetic
algorithm is proposed to optimize the appropriate locations
of UAV-BSs in order to increase network throughput and to
replace damaged infrastructures. Nevertheless, the trajectories
of UAV-BSs are omitted, which can enhance the network
coverage as well as the energy consumption of UAV-BSs.
The same drawback is distinguished in [277], which illustrated
that UAVs have the ability to serve as a flying GSM network
for providing communication and network coverage to GUs
within their ranges. Each UAV is equipped with both a GSM
station and a software-defined radio equipment, which are
used when there is a failure in the infrastructure of cellular
networks. However, the mobility information of UAVs is
neglected during the deployment of UAV-BSs. In order to
provide a reliable emergency communication solution, Tuna
et al. [278] deployed a set of UAVs to establish a recovery
communication system for rescue missions after disastrous
events. Three subsystems are incorporated in each UAV to
perform multi-hop relay communications, formation control,

and communications with ground BSs.

Findings: Many recovery strategies are studied in this
subsection, and therefore many lessons are learned as follows:

• UAVs acting as aerial BSs play a key role to recover lost
communications due to a disaster event and act as a sub-
stitution network. Indeed, several optimization problems
can be distinguished, such as the energy consumption of
UAVs, the optimal trajectories, and the multi-hop relay
communications.

• The optimal coverage of a given area needs to be well
investigated according to different physical and environ-
mental constraints.

• The flexibility of the proposed architecture to any kinds
of situations has to be considered during the conception
phase.

Open Research Challenges

In a disaster situation, UAVs are deployed to monitor areas,
to detect victims, and recover communications when existing
infrastructures are damaged. However, due to their restricted
flying time, UAVs are not able to supervise the disaster
area all the time. Moreover, the optimal number of UAVs
to perform the disaster management task and the strategy of
communication between UAVs are required to be carefully
defined according to the surrounding environment and the
nature of the mission. As a result, reliable networking models
to communicate, self-learning mechanisms to monitor the area,
and the initial optimal placement of UAVs, are all in need of
more deep studies to overcome the distinguished issues.
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X. UAV COMPUTING

Real-time applications and certain latency-sensitive services
need intensive computing, thus requiring a high computation
capacity, storage, and battery lifetime. With the restricted
capacities of UAVs, MEC is a promising technology to handle
the aforementioned challenges [279]. Indeed, it exploits the
computation capabilities of mobile devices to MEC servers
located at the edge of the wireless networks, such as ground
BSs with the aim to save energy of mobile devices (e.g., UAVs,
IoT devices, etc.) and to provide low-latency services. Another
promising technology is Fog Computing, which aims to extend
the capacity of the edge devices in order to enhance QoS,
to support mobility, and to adapt to the heterogeneity of the
network [280]. Finally, another paradigm can be deployed in
which collaborative UAVs and their respective resources can
be used as mobile cloud computing systems [281]. Indeed, it
provides offloading opportunities for users to perform heavy
tasks, such as object recognition or augmented reality applica-
tions [282]. These three technologies are illustrated in Fig. 21.
However, to reliably put on the field these three concepts of
computing, several challenges need to be addressed as follows:

• Enhancing the computation offloading at the edge.
• Ensuring a fair allocation of processing load among Fog

nodes.
• Maximizing the computational capacity of the whole

cloud computing system.
• Minimizing the latency, as well as the processing delays

by incorporating efficient mechanisms.
In Table XI, a set of major contributions dedicated to UAV
computing is briefly summarized.

A. Edge Computing

In order to increase the computation capability of UAVs in
a cost and energy effective manners, MEC has been adopted
to save energy for mobile nodes and to make computation
in a low time possible [283]. Since UAVs can offload their
intensive computation tasks to ground BSs (i.e., the edge of the
network), this helps to increase the application time of UAVs
and extend their operation horizon. MEC has been adopted in
various contributions that are discussed in the following.

To maintain a sustainable offloading task, Zhou et al. [284]
studied UAV-enabled wireless powered mobile edge comput-
ing system. This system assumed that energy transmitters and
cloudlet are incorporated on UAVs with the aim to transmit
energy to several GUs in order to perform task offloading
and local computing. Moreover, an energy efficient system has
been proposed under the constraints of the size of the input
data and the energy recovery model. The two main benefits are
distinguished: (i) the computation offloading is enhanced and
(ii) the energy consumption is well-regulated between UAVs.
Nevertheless, the use of a single UAV to make MEC can be
considered as its main drawback. In another use case of UAVs,
Kalatzis et al. [285] proposed a UAV-enabled early forest
fire detection application based on edge and fog computing
principles. This hierarchical architecture, taking advantage of
the potent and rich resources of cloud and fog computing,
respectively. Moreover, it exploits the sensing abilities of
UAVs. All these principles have demonstrated that the adopted
Fog computing scheme performed interesting results with the
considered scenarios. However, an unfairness allocation is
distinguished in the processing load among Fog nodes. In order
to deal with the restricted computation resources, offloading
computing from UAVs and mobile edge computing in UAVs
have been explored in [286] with the aim to enhance the traffic
management among UAVs. However, this study considers only
a single UAV. Similarly, the research work presented in [287]
proposed a mobile edge computing configuration where UAVs
are served by their associated ground BSs for an efficient
computation offloading. Moreover, this work tries to reduce
the completion time of UAVs’ mission by optimizing the UAV
trajectory, the computation offloading, and the connection to
the mobile network. Nevertheless, the energy constraints of
UAVs are neglected during the functioning of this scheme. To
overcome this restriction, Zhou et al. [288] proposed a UAV-
enabled mobile edge computing system considering a wireless
power transfer. The deployed UAV is composed of both an
energy transmitter and a mobile edge computing server to
supply user equipment with energy and to provide them mobile
edge computing services, respectively. By using alternating
algorithms, the computation rate maximization problems are
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addressed both by binary and partial computation offloading
modes. As a drawback, the operational time of UAVs limits
considerably the computational performance.

Findings: As discussed in this subsection, numerous learned
lessons can be listed as follows:

• To provide computation offloading opportunities to GUs,
UAVs need to have a high processing capacity and an
efficient energy consumption strategy in order to act as
MEC nodes.

• The operational time and the density of UAVs constitute
a crucial challenge to be investigated so that to improve
the computational capacity of the whole UAV-assisted
system.

• A fairness allocation in the processing load has to be well
investigated [289].

B. Cloud and Fog Computing

Cloud Computing is a promising technique that offers
a cost-effective solution for a large amount of data to be
processed with a reduced time [290]. Nevertheless, there is
a round-trip communication time between the users at the
edge and cloud servers along with induced network conges-
tion, which is tolerated by some latency-sensitive applica-
tions in certain situations where data processing and decision
making are quickly required. To overcome this limitation,
Fog Computing leverages computation resources (e.g., mobile
computing devices) carried by end users at the edge of the
network [291]. This can facilitate processing data of users and
provide the feedback in a real-time manner. In the following,
a discussion of the major contributions adopting Cloud and
Fog Computing paradigms in the context of UAV-assisted
networks.

To protect UAVs acting as Fog nodes against GPS spoofing,
He et al. [292] proposed two schemes to support the security of
UAVs. The first scheme is dedicated to detecting GPS spoofing
using both inertial measurement unit (IMU) and monocular
camera of the UAV. The second scheme uses an image local-
ization approach in order to support UAV autonomous return
using error reduction. As a disadvantage, the centralized nature
of this scheme by using both a single BS and one UAV. UAVs
acting as Fog nodes can also support some IoT applications to
enhance some network performance metrics. For instance, the
authors of [293] proposed another work using UAVs as mobile
fog nodes to better serve IoT applications in a smart city. This
work provides Fog computing capabilities, mobility, flexibility,
and dynamically provision features to assist IoT applications in
any places and in many scenarios. However, the Fog comput-
ing complexity adopted by this work can be considered as its
main weaknesses. To avoid the problem of complexity, Chen
et al. [294] proposed an intelligent monitoring system in urban
areas using the Fog computing paradigm. The latter paradigm
is used to get real-time processing in decision making and
traffic tracking applications. Moreover, a UAV plays the role
of a sensor to monitor, e.g., the vehicles on the roads and the
captured images are sent the ground BS. Due to the restricted
computing capacity of the ground BS, the intercepted images
are firstly sent to Fog computing nodes. As a drawback, the

efficiency of this system is completely restricted by using
a single UAV acting as a Fog node. Similarly, the work in
[295] proposed Fog computing-based monitoring system for
transport surveillance. Indeed, this system is able to track
vehicles and their speeds in a real-time using single tracking
algorithm. However, the monitoring purpose of this system is
limited only to one vehicle.

Thus far, many research works have focused on incorpo-
rating cloud computing in UAVs to increase network per-
formance in terms of storage and processing. In [296], a
mobile cloud computing system based on UAVs is designed.
This system investigates the energy-efficient path planning
of UAVs and provides computation offloading opportunities
to ground mobile stations having restricted processing capa-
bilities. However, mobility and interference among GUs are
not supported by this system. A similar work is proposed by
Jeong et al. [297]. They adopted a UAV-based moving cloudlet
in which UAVs are equipped with a computing processor
offload providing computation offloading to ground mobile
devices. Indeed, the aim of this work is to minimize the energy
consumption of mobile devices by optimizing the bit allocation
for uplink/downlink communication in the condition of a
predetermined UAV path. As an inconvenience, this neglects
the joint local computation and offloading optimization. When
the aim of using UAVs is to design cost-effective applications
in a timely way, a UAV-cloud platform is proposed in [298]
where UAVs can act as servers whose resources (e.g., sensors
or smart object) can be exploited by application programming
interfaces (APIs). This platform allows users to monitor and
request UAV missions. However, there is no consideration of
the energy constraints imposed by UAVs. In the case when
there is a need to support a large amount of data, the problem
of limited resources of UAVs needs to be addressed. Indeed,
the authors of [299] proposed a UAV-based cloud system for
disaster sensing applications in intermittently connected envi-
ronments. This system comprises client units hosted on UAVs
and a server unit hosted on the remote cloud infrastructure
providing service-oriented resource support. Indeed, a set of
UAVs is deployed to capture a large amount of video data
requiring real-time processing. To improve the performance of
this system, data scheduling and processing, video acquisition,
and network state measurement, are all considered. In the
end, each data is sent to the server and treated by the cloud
infrastructure. Nevertheless, the use of a single UAV does not
satisfy the monitoring mission requirements.

Findings: Cloud and Fog computing are considered as the
hot topics of the moment. Indeed, in this subsection, we have
discussed various techniques and schemes and a lot of lessons
have been learned, which are summarized as follows:

• UAVs can act as Fog nodes, which can cooperatively
accomplish processing tasks, and thus enhance some
network performance metrics. However, in many of these
contributions, we have distinguished a centralized nature
by using a single UAV acting as a Fog node [300].

• UAVs can be used as a cloud platform, making processing
and storage tasks with the aim to surpass the restricted
capacity of GUs and permanently assist them.

• Several issues are distinguished according to the nature
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TABLE XI: Summary of contributions to UAV computing.
Density and Mobility of

UAVs
Types of ground

nodes
Deployment
environment Objective Advantage Drawback

Edge computing

Ref. [284] Single UAV/Static Multiple GUs Not specified
Overcoming the limited computation
capacity of GUs by adopting MEC
and wireless power transfer concepts

Enhanced the computation offloading
and optimized the energy consumption
of UAVs.

Using a single UAV to perform MEC.

Ref. [285] Multiple UAVs/Mobile Single BS Forest area Address the challenges imposed by the
early forest fire detection use case.

The adopted Fog computing principle
demonstrated the most balanced
results among the executed evaluation
scenarios.

The processing load is not fairly
allocated with Fog nodes.

Ref. [286] Single UAV/Mobile Single BS Not specified Managing UAVs in the uncontrolled
airspace

MEC technology is adopted to
enhance the traffic management of
UAVs.

Can be used only with a single UAV.

Ref. [287] Single UAV/Mobile Multiple BSs Not specified Offloading computational tasks to
some BSs on the ground

Showed significant performance gain
in terms of mission completion time.

The energy consumption of the UAV
is not considered.

Ref. [288] Single UAV/Static Multiple IoT devices Not specified
Enhancing both the computational
capacity and the operational time of
IoT devices

The allocating resources is
significantly improved.

The computational performance is
restricted by the operational time of
the UAV.

Cloud and Fog computing

Ref. [292] Single UAV/Mobile Single BS Airport area Detecting GPS spoofing against UAVs
acting as Fog nodes

Demonstrated its effectiveness to
detect GPS spoofing.

Relied on both a centralized
infrastructure and a single UAV.

Ref. [293] Multiple UAVs/Mobile Multiple sensors/BS Industrial area Supporting some IoT applications by
using Fog computing and UAVs

Provided low latency, efficient
communication, and localization
services.

The architecture of the adopted Fog
principle is complex.

Ref. [294] Single UAV/Mobile Multiple Fog nodes Urban area Processing real-time monitoring
information using Fog computing

Can handle multiple multiple
monitoring targets without using a
complex algorithm for multi-target
monitoring.

The use of a single UAV limited
considerably the efficiency of this
system.

Ref. [295] Single UAV/Mobile Multiple Fog
nodes/BS Urban area Urban monitoring solution based on

Fog computing
Detected and tracked a suspicious
vehicle immediately. Tracked only one moving target.

Ref. [296] Single UAV/Mobile Multiple GUs Infrastructure less
area

Offering computation offloading
opportunities to GUs using a
UAV-based cloud computing

Optimized the bit allocation and the
cloudlet’s trajectory to save energy of
GUs.

Did not support multiple moving
interfering GUs.

Ref. [297] Single UAV/Mobile Single GU Not specified
Providing offloading opportunities to
the GU based on a UAV-based cloud
computing

Enhanced the energy consumption of
the GU and its computation
performance.

Neglected both the offloading
optimization and the joint local
computation.

Ref. [298] Multiple UAVs/Mobile Multiple ground
nodes Urban area Reducing the time and cost to develop

applications using distributed UAVs
Demonstrated high performance with
the broker layer.

Did not consider the energy
constraints of UAVs.

Ref. [299] Single UAV/Mobile Single BS Disaster area
Addressing the problem of limited
resources of UAVs and network using
cloud-supported UAV

Supported a large amount of
intercepted video and processed it in a
real-time.

A single UAV is not always sufficient
to satisfy the monitoring application
requirements.

of applications in which UAVs are deployed for, such as
the cloud and fog computing complexity, the density of
UAVs, and the restricted capacity of UAV resources.

Open Research Challenges
To reduce the latency of many delay-sensitive applications,

the computing time needs to be reduced. To do so, sev-
eral paradigms of computing have emerged, such as mobile
edge computing, fog computing, and cloud computing, which
provide an important processing and computing capabilities
to mobile/static users, thus reducing significantly their en-
ergy consumption and the delays of computation. However,
many problems arise when the aforementioned paradigms
of computing are supported by UAVs, such as their limited
energy capacity and their high mobility. This can decrease the
computing session continuity for ongoing computing tasks of
mobile/static users. This is why researchers have to explore
more deeply these challenges and to enhance the functionality
of existing approaches.

XI. UAV SECURE COMMUNICATION

UAV-assisted systems are exposed to a lot of cyber and
physical attacks targeting their communication strategies, their
wireless devices, and their movement behavior. In the cyber
side, UAV-assisted systems are vulnerable to different vector
attacks that are summarized as follows:

• The eavesdropping attacks, which are targeting their wire-
less communication links between UAVs and between
UAVs and ground BSs with the aim to expose private
data to attackers [301], [302].

• The jamming attacks directly disable or weakens the
communication links within UAV networks. Indeed, the
transmission and the reception of messages are disturbed
by an opponent transmitting with sufficiently high power
on the frequency of the targeted technology [303], [304].

• The false data injection attacks consist to modify the
exchanged data, causing several damages, such as taking
control of UAVs by deviating them from their paths,
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interfering with ground BSs, disseminating false informa-
tion (e.g., weather conditions, false events, etc.) to their
neighbors [305]–[307].

• Recently, various other attacks on UAV networks have
also emerged, such as UAV spoofing [308], adversarial
machine learning attacks [4], routing attack [309], and
grey and black hole attacks [310].

In the physical attacks, UAVs can be pushed to enter in
collision with other UAVs by modifying their trajectories and
altitudes. Moreover, physical attacks can be in the form of
targeting physical channels by generating interference in order
to create artificial noise to distort the transmitted messages
[311].

To develop efficient and robust security mechanisms, multi-
ple challenges both in the cyber and physical sides should be
considered as follows:

• Detecting and countering cyber attacks require the con-
sideration of different UAV constraints, such as the mo-
bility, delivery delays, and energy efficiency.

• Knowing the mechanism of a maximum number of at-
tacks allows to efficiently design the appropriate security
scheme.

• Modeling appropriately channel communications permits
to better take control of the situation in the case of attacks.

• Avoiding eavesdropping attacks whenever it is possible
by proposing efficient physical security schemes.

Fig. 22 illustrates the different use cases of cyber and physi-
cal security mechanisms in UAV-assisted networks. Moreover,
Table XII summarizes the major contributions handling phys-
ical and cyber attacks.

A. Cyber Security

Different security mechanisms are designed to deal with
different cyber attacks. These mechanisms have to guarantee
message privacy [312], to prevent external intruders from
entering the network [313], and to authenticate nodes [314].
Moreover, the misbehavior of nodes should be monitored using
detection techniques. In this subsection, a set of contributions
involving UAVs and dealing with cyber attacks is discussed.

To elaborate, Sanjab et al. [315] proposed a zero-sum
network interdiction game to address the cyber-physical se-
curity threats to UAV communication systems. This scheme
considers the scenario of a vendor and an attacker, where
the vendor lookup to find the path for UAVs between two
different point locations, while the attacker aims to find the
optimal attack locations along the path transited by UAVs
causing a cyber or physical damage with the aim to increase
the travel time of UAVs. As a result, this game can ensure
the cyber security of the UAV delivery system. However,
due to processing tasks and verification, it increased the
delivery time. To be able to detect any malicious anoma-
lies targeting the network, in [316], a hierarchical intrusion
detection scheme (IDS) is proposed, which is implemented
on both UAVs and ground BSs. The aim of this work is
to classify monitoring UAVs and threats to detect malicious
activities by combining behavior-based detection and rule-
based attack. Therefore, based on these two mechanisms, each

UAV has the ability to act as an observer to hear all traffic in
the neighborhood in order to detect any malicious activities.
Moreover, a high level of security is demonstrated with a
high detection rate. Nevertheless, the functionality of such an
approach is restricted only for predefined mobility of UAVs.
In another work where the minimum secrecy rate among GUs
can be increased, Lee et al. [317] proposed a UAV-assisted
secure communication using cooperative jamming, where each
UAV communicates with multiple GUs using a time division
multiple access (TDMA) protocol to ensure that a transmitted
message is intended for one scheduled GU at each time slot.
Moreover, by optimizing the UAVs’ trajectory, the transmit
power of UAVs, user scheduling, and the knowledge of the
eavesdropper’s location, the minimum secrecy data rate is
maximized. In return, this scheme does not support real-
time applications. Unlike existing traditional content cache and
equal probability content cache strategies, the work in [318]
proposed a probabilistic cache strategy to enhance the security
performances of heterogeneous networks comprising GUs and
UAVs acting as relays. This can effectively enhance the secure
cache throughput, but further improvements are required.

Findings: The lessons learned from this subsection can be
outlined as follows:

• To detect and counter malicious activities, several cyber-
security techniques have been used. However, they result
in numerous other challenges, such as additional delivery
delays, the mobility of UAVs, and the energy consump-
tion [319].

• Due to the reduced number of contributions, designing
UAV-assisted security strategies is still at the infant stage
and requires a lot of research.

• Before a wide deployment of UAVs over our heads,
the investigation of all kinds of attacks, as well as
the different vulnerabilities of UAV-assisted networks,
becomes mandatory.

B. Physical Security

To overcome physical attacks, such as loss of radio commu-
nication [320], misbehavior mobility [321], collisions [322],
and others, it is necessary to take security measures in order
to ensure the safe hovering of UAVs over a given area. Several
contributions are proposed in this side, which are discussed as
follows.

In [323], Wang et al. have enhanced significantly the secrecy
rate by employing secure mobile relaying systems comprising
UAVs in the presence of a ground eavesdropper. It was shown
that this work can optimize the transmit power of the relays
and mobile devices. In addition, the relaying scheme has
proved its efficiency to enhance the secrecy. However, in the
case when a single UAV is used, an important delay is intro-
duced. Since there is important information exchanged within
the UAV network, any malicious attackers can compromise
it. In [324], an authentication algorithm is proposed using an
encrypted communication channel in order to protect UAVs
from cyber and physical attacks. This promising scheme has
the ability to regain control of a compromised UAV using a
second channel security system. Though, the physical security
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TABLE XII: Summary of contributions to UAV secure communication.
Density and Mobility of

UAVs
Types of ground

nodes
Deployment
environment Objective Advantage Drawback

Cyber security

Ref. [315] Single UAV/Mobile Multiple attackers Not specified Improving the security of UAV
delivery systems

Ensured the security of the UAV
delivery system using various
techniques.

Introduced additional delays in
delivery time.

Ref. [316] Multiple UAVs/Mobile Multiple BSs Disaster area Detecting malicious anomalies
targeting the network.

Demonstrated a high level of security
with a high detection rate.

Random mobility of UAVs are not
supported.

Ref. [317] Two UAVs/Mobile Multiple GUs Not specified Increasing the minimum secrecy rate
among GUs

Reduced the secrecy rate among
ground devices.

The delay-constrained applications are
not supported.

Ref. [318] Multiple UAVs/Mobile Single BS Not specified Ensuring the security of content
transmission Increased the secure cache throughput.

The transmission reliability and
network security need to be further
improved.

Physical security

Ref. [323] Single UAV/Mobile Multiple GUs Urban area maximizing the secrecy rate of a
four-node system

Enhanced the secrecy by using an
efficient relaying scheme.

The use of a single UAV can
introduce an additional delay.

Ref. [324] Single UAV/Mobile Single BS Not specified Maintaining the control of UAV in
case of physical attacks

Designed a second channel security
system to regain the control of the
UAV.

Did not ensure physical security when
a UAV was already compromised.

Ref. [325] Single UAV/Mobile Single BS Border area
Ensuring the safety of the information
transferred by the radio connection
link of the UAV

Detected the vulnerabilities of the
security system in place.

The security equipment of transferring
data is not sufficient.

Ref. [327] Multiple UAVs/Mobile Single BS Not specified
Neglecting spoofing signals by
monitoring the distribution of signal
strength

Surpassed GPS spoofed attacks and
controlled efficiently the UAVs

Did not consider other kinds of
physical attacks.

Ref. [326] Multiple UAVs/Mobile Single BS Not specified
Enhancing the reliability and security
of wireless communications using a
cognitive radio technology

Effectively detected lost links and
jamming.

The energy constraint is omitted in the
conception of this system.

Ref. [328] Multiple UAVs/Mobile Single BS Urban/Disaster areas
Overcoming the problem of
eavesdropping by exploiting physical
layer security mechanisms.

Successfully alter the signal received
from the eavesdroppers.

The robustness of connectivity
between UAVs are neglected.

Ref. [329] Single UAV/Mobile Two GUs Urban area

Using a friendly jammer to assist
secure communications between a
couple of communicating GUs in the
presence of eavesdroppers.

The secrecy performance of the
network is significantly enhanced.

The energy efficiency is not
considered in this scheme.

Ref. [330] Multiple UAVs/Mobile Single BS/Single GU Not specified

Ensuring the security of mmWave
communications against multiple
eavesdroppers by using UAV relays
and jammers.

The secrecy outage probability is
significantly enhanced.

The power allocation between the
different kinds of UAVs is omitted.

is not guaranteed when a given UAV is already stolen or out
of service. To ensure the security of exchanging information
through the radio connection link of UAVs, Rudinskas et al.
[325] conducted a study of threats and security mechanisms
of UAV networks. This helps to identify the vulnerabilities of
such networks in order that appropriate secure communication
solutions can be deployed to counter them. As an inconvenient,
it is not sufficient to cover all kinds of vulnerabilities on
different sides. Similarly, to enhance the security and reliability
of communication links and the exchange of packets in UAV
networks, Reyes et al. [326] suggested using a cognitive radio
system as a security solution. This can effectively detect lost
links and jamming. Nevertheless, any measures are considered
against the energy limitations of this system. GPS spoofing
attacks are another kind of attacks that can be overcome. For
instance, the authors of [327] investigated how GPS spoofing
attack can target the GPS coordinates of UAVs. Indeed, this
kind of attacks aims to distort the position calculation of
a UAV by jamming its communications. To overcome this
attack, this work monitors the distribution of signal strength
and by ignoring a spoofed signal. However, the specific use
case of this approach can be a disadvantageous factor.

Furthermore, the physical layer has also exploited the dif-
ferent characteristics of wireless channels in order to allow
target destinations to successfully receive source information
and avoid eavesdropping attacks. For instance, the work in
[328] introduced physical layer security approaches dedicated
to UAV networks with the aim to avoid the information leakage
problem due to eavesdropping. Indeed, two application cases
of UAVs (i.e., UAV-BS and UAV-UE) are considered in which
an artificial noise along with the source signal are injected
to significantly alter the received Signal-to-Interference-plus-
Noise-Ratio (SINR) at the eavesdroppers. However, due to
both the high mobility of UAVs and the need to maintain
close communication links with GUs, the link connection with
the neighboring UAVs is frequently disconnected. Also, to
enhance the physical layer security of a legitimate link, the

work in [329] focuses on optimizing the UAV deployment
and jamming power allocation. Moreover, a friendly UAV
jammer is deployed to transmit artificial noise to improve
communication security of the UAV network where the lo-
cation of the ground eavesdropper is unknown. Nevertheless,
due to the introduced jamming, the UAV can quickly exhaust
its battery, and thus causing a UAV failure that disturbs
the whole system. The authors in [330] have investigated
the physical layer security of the millimeter-wave (mmWave)
communication system in which a source BS transmits sig-
nals to a target destination (GU) through predefined UAV-
relays and UAV-jammers all embedded with a directional
antenna. Moreover, the authors suppose that there are multiple
randomly distributed eavesdroppers on the ground in which
their channel qualities are negatively impacted by the existing
UAV-jammers, and thus significantly enhancing the secrecy
the communication. However, the power allocation between
jammer and relay are not investigated.

Findings: Three main lessons are learned from the afore-
mentioned discussion:

• Various external threats are distinguished, which have
a formidable strength to annihilate the existing UAV
network.

• Protecting the network of any external intruders is of
major concerns and require a deep investigation.

• A careful investigation of all kinds of physical attacks
needs to be carried out before designing any physical
security solutions [331].

Open Research Challenges

The UAV networks are exposed to different malicious
attacks due to their dynamic topologies and their open links.
The security issues become more serious when UAV networks
are deployed to assist terrestrial networks, where they can face
two different other kinds of attacks, such as eavesdropping
and ground-air physical attacks. Different security mechanisms
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TABLE XIII: Open research challenges of UAV assistance paradigm.

Open challenges Problem(s) Proposed solution(s) Recommended reference(s)

UAV-UGV Coordination

• A complex surrounding environment.
• A high consumption of energy.
• The required number of UAVs and

UGVs.
• The loss of connectivity between

unmanned vehicles.

A robust UAV-UGV coordination system
can be designed considering the different
issues and based on a centralized server.

Refs. [332]–[334]

UAV Routing

Important delivery delays are frequently
distinguished due to the use of UAVs as
SCF nodes. In addition, other factors
related to both UAVs’ characteristics and
network topology are neglected

Developing a routing strategy, reducing the
packet losses, the delivery delays, and the
energy consumption of UAVs.

Refs. [128], [335]–[338].

UAV Data Gathering

• The optimal altitude of the UAV(s)’
collector(s).

• The optimal density of UAVs.
• The energy-efficient trajectory of

UAVs.
• The reliable channel for

communications and interference
avoidance.

Different UAV-assisted data collection
schemes can be proposed according to
both the needs of users and the nature of
ground sensors.

Refs. [339]–[342].

UAV Monitoring

• The optimal placement of UAVs.
• The energy consumption of UAVs.
• The mobility of UAVs.
• The weak connectivity between

UAVs and BS.

There is a wide opportunity to design new
monitoring mechanisms handling these
issues in an efficient way.

Refs. [343]–[346].

UAV Cellular Communication

The mobility of both UAVs, UAV-BSs, and
GUs are not well-studied. In addition, the
initial optimal placement of different kinds
of UAVs and how they interfere with
ground BSs are in need of more
investigation.

Although there is an important number of
research works, more research efforts are
required to deeply study the aerial network
topologies and its integration into cellular
networks.

Refs. [347]–[350].

UAV-IoT Networks

Very little work has been done in this
domain of research. Thus, integrating
UAVs as IoT devices can be a promising
approach to satisfying several services.

A new UAV-IoT platform standard can be
developed, which can be flexible to
different kind of tasks.

Refs. [351]–[354].

UAV Disaster Management

• The restricted flying time of UAVs.
• Unreliable networking models.
• Inaccurate density of UAVs to be

deployed.
• The intermittent connectivity with

ground BS.

A novel UAV disaster management scheme
could be proposed comprising different
components, addressing the different issues
(e.g., self-learning mechanisms using
autonomous UAVs).

Refs. [207], [355]–[357].

UAV Computing

Several issues are distinguished when
computing paradigms are supported by
UAVs, such as their energy restriction and
their high mobility.

Developing new mechanisms of UAV
computing considering the distinguished
issues

Refs. [358]–[361].

UAV Secure Communication

• The additional delays due to the
extra processing in UAVs.

• The energy constraints of UAVs.
• The high mobility of UAVs.
• The vulnerabilities of the

communication channel.

Designing security mechanisms that
consider all the challenges aforementioned
in this manuscript.

Refs. [26], [329], [330],
[362].

are proposed to deal with both cyber and physical attacks to
counteract malicious attacks. However, these proposed security
mechanisms provoke other issues, such as the additional delays
in delivery time and the energy constraints, which are due
to the extra processing carried out in UAVs. Consequently,
designing timely security strategies and novel encryption tech-
niques, operating at highly dynamic topologies is of major
concerns.

XII. CONCLUSIONS AND RESEARCH CHALLENGES

The integration of UAVs into the airspace is becoming a
reality, leading to the emergence of an important number of
UAV-assisted applications. Each application has its own char-
acteristics, features, and competitive advantages. To clarify the
difference between these applications, in this comprehensive
survey, we have made the following key contributions:

• We have compared the proposed surveys with this survey
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based on different crucial points in order to identify the
different novelties of our own survey.

• We have proposed a novel taxonomy which mentioned
the majority of use cases of the UAV assistance paradigm.

• We have classified the different UAV assistance
paradigms into nine categories that are the most studied
in the literature.

• We have investigated the use cases of UAVs as assistants
for different purposes.

• For each use case, we have identified the issues, applica-
tions, and key open challenges. Moreover, we particularly
explored its requirements, its main objective, and its
advantage and drawback.

• In each category, we carried out a brief comparative study
between the proposals in terms of several parameters.

After describing all these UAV-assisted schemes and tech-
niques along with their learned lessons and open research
challenges, it is natural to summarize the main problems that
are only addressed ostensibly in the literature. Indeed, there
are many challenging issues and shortcomings in each UAV-
assisted proposal, which are in need of further investigation
and most of the time they are left as future works or barely
looked at by the authors. For instance, each kind of applica-
tions should carefully consider the different constraints related
to the use of UAVs and how to overcome them. Also, since
UAVs have to be deployed over a given area, the surrounding
environment, as well as the wireless interaction with other
devices, have to be considered. This allows us to outline future
opportunities for researchers who want to embark on a deep
study in the UAV assistance paradigm. In this section and
for each category, we identify a number of the main open
issues, proposed solutions, and recommend some interesting
references. In the following, a summary of this discussion is
presented in Table XIII.

As a final conclusion, the UAV assistance paradigm is still
at the infant stage of research and need more investigation to
reach a complete stage of research. As future work, we are
currently planning to investigate deeply the concept of visible
light communication and its deployment in UAV networks.
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“UAV-assisted reactive routing for urban VANETs,” in Proceedings of
the Symposium on Applied Computing, 2017, pp. 651–653.

[132] O. S. Oubbati, N. Chaib, A. Lakas, P. Lorenz, and A. Rachedi, “UAV-
assisted supporting services connectivity in urban VANETs,” IEEE
Transactions on Vehicular Technology, vol. 68, no. 4, pp. 3944–3951,
2019.

[133] O. Sami Oubbati, N. Chaib, A. Lakas, S. Bitam, and P. Lorenz, “U2RV:
UAV-assisted reactive routing protocol for VANETs,” International
Journal of Communication Systems, p. e4104.

[134] X. Fan, C. Huang, B. Fu, S. Wen, and X. Chen, “UAV-Assisted Data
Dissemination in Delay-Constrained VANETs,” Mobile Information
Systems, vol. 2018, 2018.

[135] W. Fawaz, “Effect of non-cooperative vehicles on path connectivity
in vehicular networks: A theoretical analysis and UAV-based remedy,”
Vehicular Communications, vol. 11, pp. 12–19, 2018.

[136] W. Fawaz, R. Atallah, C. Assi, and M. Khabbaz, “Unmanned aerial
vehicles as store-carry-forward nodes for vehicular networks,” IEEE
Access, vol. 5, pp. 23 710–23 718, 2017.

[137] O. S. Oubbati, A. Lakas, F. Zhou, M. Güneş, N. Lagraa, and
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