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Abstract. The gravitational force has been considered as one of the most important factors leading to

composition variation of multicomponent chemical species mixture in many industrial processes and natural
phenomena. This has been largely studied through experimental and numerical modeling, especially in

chemical processes and petroleum reservoir engineering. The modeling and simulation of dynamical process

of composition variation under gravity is fundamentally important to understand the evolutionary process of
petroleum reservoir formation and initial state. This work presents the dynamical modeling of composition

variation in the framework of the modified Helmholtz free energy coupling with the realistic equations of state.

An efficient, easy-to-implement, thermodyanmically consistent, and robust numerical scheme is proposed for
the dynamical model. This scheme is rigorously proved to be unconditionally stable. The implementation

is straightforward based on the single-component system and is not required to choose a reference species

for multicomponent fluids. For the multicomponent system of huge number of species, the proposed scheme
allows to numerically compute the system of partial differential equations in a random order, which is called

”unbiased scheme” in this work. The current scheme is computationally efficient and saves computer memory.

Several numerical examples are conducted to verify the properties of the scheme.

1. Introduction

In the petroleum reservoir engineering, an accurate calculation of the initial distribution of hydrocarbon
mixture in the reservoir is one of the necessary and essential preliminary conditions for a successful produc-
tion optimization plan development; it also indicates the reservoir connectivity and design suitable recovery
schemes, in particular if the compositional variation results in changing phase behavior with depth. There
are numerous observed factors that influence the distribution of components in the reservoir among which
gravity plays one of the most significant roles, in particular for the thermodynamic systems that extend over
a large domain or are near the critical point (see [36, 41, 49, 54] and references therein).

Due to its importance, there has been a great deal of study on mathematical modeling and numerical
simulation of compositional grading phenomenon in literature. Gibbs [13] as the first researcher formulated
the general equilibrium conditions for multicomponent ideal fluids mixture under isothermal circumstances
considering the gravity effect. Lewis and Randall in [28] then derived the general differential equations
for the distribution of non-reacting ideal fluids under the effect of gravity at equilibrium. Following Lewis
and Randall, Muskat in 1930 [37] analyzed the the equations and obtained barometric formula for ideal
incompressible fluids in a gravity field and also gave the numerical results for a binary ideal solution of liquids.
Sage et al. in [49] derived the general conditions for reversible process of liquid-gas two-phase hydrocarbon
mixture systems at thermodynamic equilibrium in a uniform gravitational field and discussed the composition
variation with elevation. The gravity effect has also been studied for fluids near the gas-liquid critical point
by Moldover et al. in [34]. In [31], Lira-Galeana et al. proposed a continuous thermodynamic framework with
an equation of state to calculate the compositional grading in hydrocarbon reservoirs and they utilized the
method of moments to analytically formulate segregation characteristics by gravity force of the heavy fractions
of the oil. With the the theory for compositional variation in a gravitational field being developed, it has
been applied the the compositional variation in the gravitational field to analyze the gas-oil ratio, saturation
point and condensate gas ratio calculations for some real reservoirs (see [8, 15, 32, 35, 43, 50] and references
therein). Hoier and Whitson in [16] developed a model for non-isothermal compositional grading using
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the theory of irreversible processes. Nikpoor et al. applied a nonisothermal model to study compositional
variation in a petroleum fluid column [40]. Many other scientists have studied many other factors that lead
to the composition of petroleum fluids in subsurface circumstances including: thermal diffusion by Dougherty
and Drickamer in 1955 [6], asphaltene precipitation by Riemens et al. in 1988 [48], capillary forces by Lee
in 1989 in [27] and Wheaton in 1991 [54], biodegradation by Temeng et al. in 1998 [53], genesis by Smalley
and England in 1992 [51], natural convection by Ghorayeb and Firoozabadi in [12], unsteady flux of a water
aquifer partly contacting a reservoir by Hoier and Whitson in 2001 [16], reservoir compartmentalization by
Elshahawi et al. in 2005 [7], and incomplete hydrocarbon migration by Gibson et al. in 2006 [14]. Enormous
research in this area is still active (see [5, 18, 26, 30, 38, 39, 41, 42, 52] and references therein).

All the study reviewed above has been focusing on the prediction of compositional grading features at
steady states based on the framework of Gibbs free energy. Kou and Sun in [20] constructed models that can
dynamically describe the evolutionary process of compositional grading, and it satisfies the energy dissipation
property. The models based on the laws of thermodynamics and multi-component diffusion equations [24, 25,
56] were formulated for laboratory scale (free spaces without solids) and porous media (geophysical scale).
And they designed energy-stable numerical methods to solve the proposed models. In the numerical scheme
they used a correction term to reformulate the Helmholtz free energy density and a convex-concave splitting
of the energy was constructed, which can guarantee the energy decaying property. As long as the correction
term is sufficiently big the convex-concave splitting can always work. However, the added term introduces
some extra errors and is not theoretically studied to guarantee that the errors are minimized. Secondly,
there are usually a large number of species in the hydrocarbon mixture, the proposed numerical methods in
literature might be computationally demanding for the big system.

To overcome the two issues above, we will present some numerical schemes for the dynamical models. The
proposed methods in this work will introduce physics-preserving terms into the Helmholtz free energy density
and energy-decaying numerical and efficient numerical schemes are developed for the models.

The rest of the manuscript is structured as below. In Section 2 and Section 3, we will present the
mathematical models for dynamical compositional grading by gravity. The numerical schemes are constructed
in Section 4. In Section 5, some numerical experiments are shown to verify the proposed numerical schemes.

2. Mathematical models for compositional grading by gravity

2.1. Energy functional for compositional grading by gravity. We consider a closed system including a
mixture of M species with fixed total mole numbers of each component and temperature being constant. We
denote by ni(x)(ni for short) the molar density of species i, (i = 1, · · · ,M) at x ∈ Ω, Ω the computational

domain. Further we let n = (n1, · · · , nM ) and n =
∑M
i=1 ni. It is noticed that there has been some research

on thermodynamic phase calculation under condition of constant volume, moles and temperature in the
literature [10, 11, 17, 19–24, 33, 44, 45, 47]. In this condition the Helmholtz free energy F is naturally
adopted. For compositional grading by gravity the total free energy Ftot is composed of Helmholtz free
energy F and the gravitational potential energy Fg :

Ftot(n) = F (n) + Fg(n)(2.1)

wherein F (n) =
∫

Ω
f(n)dx and Fg(n) =

∫
Ω
fg(n)dx. The Helmholtz free energy density f and gravitational

potential energy density fg are respectively expressed as below:

fg = ρgh(2.2)

where g is the gravity acceleration constant, h is the straight distance from the bottom against the direction
of gravity acceleration and ρ is mass density of the mixture calculated by

ρ =

M∑
i=1

niMi(2.3)

where Mi is molecular weight of species i. When the Van der Waals or the Peng-Robinson equation of state
is applied, the Helmholtz free energy density is expressed by summation of three parts:

f(n) = f ideal(n) + f b(n) + fa(n).(2.4)
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The details of f ideal(n), f b(n) and fa(n) are given in the appendix. From thermodyanmics the definition of
chemical potential of species i is given by

µi(n) =

(
∂f(n)

∂ni

)
T,n1,··· ,ni−1,ni+1,··· ,nM

.(2.5)

The thermodynamic pressure can be computed by

p =

M∑
i=1

niµi − f,(2.6)

which results in the following relationship

∇p =

M∑
i=1

ni∇µi.(2.7)

3. Mathematical models for evolution of compositional grading

In this section, we review two types of dynamical models for compositional grading by gravity. In [20] Kou
and Sun proposed the following model for dynamically describing the evolution of compositional grading of
multicomponent mixture under gravity in free spatial domain and in porous media.

3.1. Dynamical system of compostional grading under gravity. Ignoring the convection, the dynam-
ical process of compositional grading is modeled by the diffusion process in free area

∂ni
∂t

+∇ · Ji = 0, i = 1, · · · ,M,(3.8)

where Ji is the diffusion flux of species i given by

Ji = −Dni
RT
∇ (µi(n(x, t)) + Mi gh) .(3.9)

We consider a closed system, so we impose the following boundary condition

Ji · ν∂Ω = 0, i = 1, · · · ,M,(3.10)

where ν∂Ω stands for the normal unit outward vector to the boundary ∂Ω. And the initial conditions are
provided as below

ni(x, t = 0) = ninit
i (x), i = 1, · · · ,M.(3.11)

In the porous media the diffusion equations become

φ
∂ni
∂t

+∇ · Ji = 0, i = 1, · · · ,M.(3.12)

In porous media the diffusion coefficients must be corrected by the porosity φ and the tortuosity τ (see [3]
and references therein) and therefore the diffusion flux of component i is computed by

Ji = − φ

τ2

Dni
RT
∇ (µi(n(x, t)) + Mi gh) ,(3.13)

which is imposed with the boundary conditions as (3.10) and initial conditions (3.11). Herein we assume
that the porous media is incompressible so that the porosity of the rock is time independent.

In [29] Li and Sun presented a model for modeling the development of compositional grading process as
below

Mi
∂ni
∂t

+ µi(n(x, t)) + Mi gh− Li = 0,(3.14) ∫
Ω

nidx = N t
i ,(3.15)

ni(x, t = 0) = ninit
i (x),(3.16)

whereMi is given parameter and Li is constant function only dependent on time variable. (3.15) is to enforce
the mass conservation of the system.
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3.2. Energy dissipation property of the dynamical systems. The systems presented above are energy
dissipative as described in the following theorems.

Theorem 3.1. (For the proof, see [20].) The three systems (3.8)-(3.11), (3.12)-(3.13) and (3.14)-(3.16) are
respectively energy decaying and mass conservativation, in other words,

dFtot

dt
≤ 0 and

d

dt

∫
Ω

nidx = 0.(3.17)

4. Numerical schemes for the compositional grading models

In this section, we will introduce some computationally efficient, energy-stable and easy-to-implement
numerical schemes for the compositional grading systems in Section 3. The numerical schemes are based on
the property of Helmholtz free energy density. We will consider two types of fluids in terms of the Helmholtz
free energy density: the Van der Waals fluids and the Peng-Robinson fluids. The proposed semi-implicit
schemes are unconditionally energy stable, which might not be guaranteed by fully explicit and fully implicit
temporal discretization schemes [55].

For convenience of analysis, we let nk+ i
M (i = 1, · · · ,M) be a vector of

(
nk+1

1 , · · · , nk+1
i , nki+1, · · · , nkM

)
,

the jth element of which has the property

n
k+ i

M
j =

{
nk+1
j , if j ≤ i,
nkj , if j > i.

4.1. Efficient and energy-stable numerical schemes for the dynamical systems of Van der Waals
fluids. We present the numerical schemes in this section for the systems (3.8)-(3.11), (3.12)-(3.13) and
(3.14)-(3.16) based on Van der Waals fluids.

For the system (3.8)-(3.11) with the Van der Waals model we propose an unconditionally stable scheme
as follows:

nk+1
i −nk

i

δt +∇ · Jk+ i
M

i = 0,(4.18)

J
k+ i

M
i = −Dn

k
i

RT

(
∇µconvex

i (nk+ i
M ) +∇µconcave

i (nk+ i−1
M ) + Mi g∇h

)
,(4.19)

J
k+ i

M
i · ν∂Ω = 0,(4.20)

n0
i (x) = ninit

i (x).(4.21)

For the system (3.12)-(3.13) with the Van der Waals model we give the following time-discrete space-
continuous scheme:

φ
nk+1
i −nk

i

δt +∇ · Jk+ i
M

i = 0,(4.22)

J
k+ i

M
i = − φ

τ2

Dnk
i

RT

(
∇µconvex

i (nk+ i
M ) +∇µconcave

i (nk+ i−1
M ) + Mi g∇h

)
(4.23)

J
k+ i

M
i · ν∂Ω = 0,(4.24)

n0
i (x) = ninit

i (x).(4.25)

For the system (3.14)-(3.16) with the Van der Waals model we propose a scheme as below:

nk+1
i − nki
δt

+ µconvex
i (nk+ i

M ) + µconcave
i (nk+ i−1

M ) + Mi gh− Lk+1
i = 0,(4.26) ∫

Ω

nk+1
i dx = N t

i ,(4.27)

n0
i (x) = ninit

i (x).(4.28)
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In the above systems for Van der Waals fluids, µconvex
i (nk+ i

M ) and µconcave
i (nk+ i−1

M ) are respectively given by

µconvex
i (nk+ i

M ) =
∂f ideal(n)

∂ni

∣∣∣∣∣
n=nk+ i

M

+
∂fb(n)

∂ni

∣∣∣∣∣
n=nk+ i

M

(4.29)

µconcave
i (nk+ i−1

M ) =
∂fa(n)

∂ni

∣∣∣∣∣
n=nk+ i−1

M

(4.30)

Lemma 4.1. For the Van der Waals fluids, ∂f
ideal(n)
∂ni

and ∂fb(n)
∂ni

are both convex with respect to ni, namely,

∂2f ideal(n)

∂n2
i

≥ 0 and
∂2fb(n)

∂n2
i

≥ 0,(4.31)

while ∂fa(n)
∂ni

is a concave function of ni, i.e.,

∂2fa(n)

∂n2
i

≤ 0.(4.32)

Proof. We recall that f ideal = RT
M∑
i=1

ni (lnni − 1), f b = −RTnln(1− bn) and fa = −an2. We have

∂f ideal

∂ni
= RT lnni,

∂2f ideal

∂n2
i

= RT
1

ni
> 0.

Similarly, we have

∂2f b

∂n2
i

= RT

(
2bi

1− bn
+

b2in

(1− bn)
2

)
.

According to the Van der Waals theory (1− bn) > 0, bi > 0 and n > 0, we have
∂2fb

0

∂n2
i
> 0. Finally, first order

partial derivative of fa with ni gives

∂fa

∂ni
= −2

M∑
j=1

aijnj .

And hence second order partial derivative of fa with ni is

∂2fa

∂n2
i

= −2aii < 0.

�

Theorem 4.2. The semi-discrete schemes (4.18) - (4.21), (4.22)- (4.25) and (4.26)- (4.28) are resepectively
energy decreasing for each i, that is, for any time step size δt > 0 the total free energy satisfies

F tot
(
nk+ i

M

)
≤ F tot

(
nk+ i−1

M

)
, i = 1, · · · ,M.(4.33)

Proof. From Lemma 4.1, we conclude that f ideal
(
nk+ i

M

)
and f ideal

(
nk+ i

M

)
are convex functions of nk+1

i .

We have (
∂f ideal

∂ni

∣∣∣∣∣
n=nk+ i

M

, nk+1
i − nki

)
≥ f ideal(nk+ i

M )− f ideal(nk+ i−1
M ),(4.34)

(
∂fb

∂ni

∣∣∣∣∣
n=nk+ i

M

, nk+1
i − nki

)
≥ fb(nk+ i

M )− fb(nk+ i−1
M ).(4.35)

fa
(
nk+ i

M

)
is concave with respect to nk+1

i , and therefore(
∂fa

∂ni

∣∣∣∣∣
n=nk+ i−1

M

, nk+1
i − nki

)
≥ fa(nk+ i

M )− fa(nk+ i−1
M ).(4.36)
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(4.34), (4.35) and (4.36) are equivalently written as(
µideal
i

(
nk+ i

M

)
, nk+1

i − nki
)
≥ f ideal(nk+ i

M )− f ideal(nk+ i−1
M ),(4.37)

(
µb
i

(
nk+ i

M

)
, nk+1

i − nki
)
≥ fb(nk+ i

M )− fb(nk+ i−1
M ),(4.38)

and (
µa
i

(
nk+ i−1

M

)
, nk+1

i − nki
)
≥ fa(nk+ i

M )− fa(nk+ i−1
M ).(4.39)

For the gravitational potential energy density

fg

(
nk+ i

M

)
− fg

(
nk+ i−1

M

)
=
(
nk+1
i − nki

)
Migh.(4.40)

Multiplying (4.18) by δt
(
µideal
i

(
nk+ i

M

)
+ µb

i

(
nk+ i

M

)
+ µa

i

(
nk+ i−1

M

)
+Migh

)
and taking integration over

Ω we have

F tot(nk+ i
M )− F tot(nk+ i−1

M )(4.41)

= F ideal(nk+ i
M )− F ideal(nk+ i−1

M ) +

F b(nk+ i
M )− F b(nk+ i−1

M ) +

F a(nk+ i
M )− F a(nk+ i−1

M ) +

Fg

(
nk+ i

M

)
− Fg

(
nk+ i−1

M

)
≤

(
µideal
i

(
nk+ i

M

)
, nk+1

i − nki
)

+(4.42) (
µb
i

(
nk+1

)
, nk+1

i − nki
)

+(
µa
i

(
nk+ i−1

M

)
, nk+1

i − nki
)

+(
Migh, n

k+1
i − nki

)
= −δt

(
µideal
i

(
nk+ i

M

)
+ µb

i

(
nk+ i

M

)
+ µa

i

(
nk+ i−1

M

)
+Migh, ∇ · J

k+ i
M

i

)
= δt

∫
Ω

∇
(
µideal
i

(
nk+ i

M

)
+ µb

i

(
nk+ i

M

)
+ µa

i

(
nk+ i−1

M

)
+Migh

)
· Jk+ i

M
i dx

= −δt
∫

Ω

Dnki
RT

∣∣∣∣∣∇(µideal
i

(
nk+ i

M

)
+ µb

i

(
nk+ i

M

)
+ µa

i

(
nk+ i−1

M

)
+Migh

) ∣∣∣∣∣
2

dx

≤ 0.

And hence

F tot(nk+ i
M ) ≤ F tot(nk+ i−1

M ).(4.43)

It is straightforward to see that

F tot(nk+1) = F tot(nk+ M
M ) ≤ F tot(nk+ M−1

M ) ≤ · · · ≤ F tot(nk+ 1
M ) ≤ F tot(nk+ 0

M ) = F tot(nk).(4.44)

In a similar way, we can prove that (4.43) and (4.44) hold true for systems (3.12)-(3.13) and (3.14)-(3.16). �

4.2. Efficient and energy-stable numerical schemes for the dynamical systems of the Peng-
Robinson fluids. For the Peng-Robinson fluids, f ideal and fb are the same as for Van der Waals fluids, but
fa is different that we take into account in this section.

Denote
∼
b by

M∑
j=1

bjnj ,
∼
ai by

M∑
j=1

aijnj and
∼
a by

M∑
j=1

M∑
k=1

ajknknj . Let
∼
f (n) = f ideal (n) + f b (n) +

fa (n) + 1
2Kân

2 − 1
2Kân

2, where f ideal (n) = RT
M∑
i=1

ni (lnni − 1), f b (n) = −nRT ln (1− bn), fa (n) =
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∼
a

2
√

2
∼
b

ln

(
1+(1−

√
2)

∼
b

1+(1+
√

2)
∼
b

)
, â =

M∑
i,j=1

√
aiajxixj , and K is a non-negative real constant and its computation will

be given in subsequent sections.

Remark 4.1. Here the term 1
2Kân

2 is similar to −an2 which stands for the energy density fa as in the Van
der Waals fluids but here kij = 0 in the mixing rule. The added term to Peng-Robinson fluids is physics-

preserving and the Helmholtz free energy density is not changed. More advantageously, Â = (âij)M×M =
(
√
aiaj)M×M is positive semidefinite and ai = âii > 0, which plays an important role in the numerical

schemes.

Rewrite
∼
f (n) as

∼
f (n) =

(
f ideal (n) + f b (n) +

1

2
Kân2

)
+

(
fa (n)− 1

2
Kân2

)
.

We give the following lemma.

Lemma 4.3. If K ≥ 0 , then f conv = f ideal (n) + f b + 1
2Kân

2 is a convex function of ni, otherwise stated,
∂2fconv

∂n2
i

> 0.

Proof. It is easy to prove.

∂2f conv

∂n2
i

=
∂2f ideal

∂n2
i

+
∂2f b

∂n2
i

+Kâii,

from Lemma (4.1), ∂
2f ideal

∂n2
i

+ ∂2fb

∂n2
i
> 0 and K ≥ 0, so ∂2fconv

∂n2
i

> 0. �

For the second part of
∼
f 0 we have the following lemma.

Lemma 4.4. If we take

K ≥ max

{
−
bi

(
2
∼
ai
∼
b − bi

∼
a

)
√

2ai
∼
b

3 ln

1 + (1−
√

2)
∼
b

1 + (1 +
√

2)
∼
b

(4.45)

−
2bi

(
2
∼
b
∼
ai

(
1 + 2

∼
b −

∼
b

2
)
− bi

∼
a

(
1 + 3

∼
b − 2

∼
b

2
))

ai
∼
b

2
(

1 + (1−
√

2)
∼
b

)2(
1 + (1 +

√
2)
∼
b

)2 , 0

}
,

then
∼
f
a

(n) = fa (n)− 1
2Kân

2 is a concave function of ni or ∂2
∼
f

a

(n)
∂n2

i
< 0.

The proof is straightforward.
Based on the above analysis, the total Helmholtz free energy density of the Peng-Robinson fluids is written

as summation of two parts:

∼
f (n) =

(
f ideal (n) + f b (n) +

1

2
Kân2

)
+

(
fa (n)− 1

2
Kân2

)
,(4.46)

where K satisfies (4.45).
We propose the following numerical schemes in this section for the systems (3.8)-(3.11), (3.12)-(3.13) and

(3.14)-(3.16) for Peng-Robinson fluids.
For the system (3.8)-(3.11) with the Peng-Robinson fluids we give the time discretization scheme below:

nk+1
i −nk

i

δt +∇ ·
∼
J
k+ i

M

i = 0,(4.47)

∼
J
k+ i

M

i = −Dn
k
i

RT

(
∇∼µ

convex

i (nk+ i
M ) +∇∼µ

concave

i (nk+ i−1
M ) + Mi g∇h

)
,(4.48)

∼
J
k+ i

M

i · ν∂Ω = 0,(4.49)

n0
i (x) = ninit

i , i = 1, · · · ,M.(4.50)
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For the system (3.12)-(3.13) with the Peng-Robinson fluids we give the following time-discrete space-continuous
scheme:

φ
nk+1
i −nk

i

δt +∇ ·
∼
J
k+ i

M

i = 0,(4.51)

∼
J
k+ i

M

i = − φ
τ2

Dnk
i

RT

(
∇∼µ

convex

i (nk+ i
M ) +∇∼µ

concave

i (nk+ i−1
M ) + Mi g∇h

)
,(4.52)

∼
J
k+ i

M

i · ν∂Ω = 0,(4.53)

n0
i (x) = ninit

i .(4.54)

For the system (3.14)-(3.16) with the Peng-Robinson fluids we propose a scheme as below:

nk+1
i − nki
δt

+
∼
µ

convex

i (nk+ i
M ) +

∼
µ

concave

i (nk+ i−1
M ) + Mi g∇h− Lk+1

i = 0,(4.55) ∫
Ω

nk+1
i dx = N t

i ,(4.56)

ni(x, t = 0) = ninit
i .(4.57)

In the above systems for the Peng-Robinson fluids,
∼
µ

convex

i (nk+ i
M ) and

∼
µ

concave

i (nk+ i−1
M ) are respectively

given by

∼
µ

convex

i (nk+ i
M ) =

∂f ideal(n)

∂ni

∣∣∣∣∣
n=nk+ i

M

+
∂fb(n)

∂ni

∣∣∣∣∣
n=nk+ i

M

+K

M∑
i=1

aijnj

∣∣∣∣∣
n=nk+ i

M

,(4.58)

∼
µ

concave

i (nk+ i−1
M ) =

∂fa(n)

∂ni

∣∣∣∣∣
n=nk+ i−1

M

−K
M∑
i=1

aijnj

∣∣∣∣∣
n=nk+ i−1

M

,(4.59)

where K satisfies (4.45).

Theorem 4.5. The semi-discrete schemes (4.47) - (4.50), (4.51)- (4.54) and (4.55)- (4.57) are resepectively
energy decreasing for each i, otherwise stated , for any large time step size δt > 0 the total free energy
satisfies

F tot
(
nk+ i

M

)
≤ F tot

(
nk+ i−1

M

)
, i = 1, · · · ,M.(4.60)

Proof. It can be proved in a similar way as for the Van der Waals fluids. �

4.3. Spatial discretization by Raviart-Thomas mixed finite element methods. The Raviart-Thomas
mixed finite element (RT-MFEM) [24, 25] is widely adopted in discretizing partial differential equations of
flow problems especially in reservoir simulation for its advantages of local mass conservation and accurate
approximation of both scalar and vector functions simultaneously even with lowest-order element [1, 2, 4].
The RT-MFEM is suitable for the time-discrete space-continuous systems described in the above section.

For simplicity the two-dimensional (d = 2) computational domain Ω is divided into triangular meshes.
Let Th represent the partition of Ω. Denote Γh by the interior edges of Th. Denote νe by the unit normal
vector for each edge e ∈ Γh; which is accordant with the outward unit normal vector on the boundary of the
domain. Define

V ≡ H(Ω; div) ≡
{

v ∈
(
L2(Ω)

)d
: ∇ · v ∈ L2(Ω)

}
,(4.61)

W ≡ L2(Ω).(4.62)

Denote (·, ·) and 〈·, ·〉Γ by the inner product in
(
L2(Ω)

)d
or L2(Ω) and L2(Γ), respectively. Because the

Van der Waals and the Peng-Robinson models have the same time-discrete form, for convenience, the space-
discretization will be described in one single formula based on (4.47)- (4.50), when the Van der Waals model
is considered K ≡ 0. We note that (4.55)- (4.57) is not needed to use MFEM for spatial discretization.
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The first step is to formulate a weak formulation of (4.47)- (4.50): to seek n
k+ i

M
i ∈ W and

∼
J
k+ i

M

i ∈ V
such that (

φ
nk+1
i −nk

i

δt , w
)

+

(
∇ ·
∼
J
k+ i

M

i , w

)
= 0,∀w ∈W,(4.63) (

RT
Dnk

i

∼
J
k+ i

M

i ,v

)
=
(
∇∼µi(nk+ i

M ) + Mi g∇h,∇ · v
)
,∀v ∈ V,(4.64) (

n0
i (x), w

)
=
(
ninit
i , w

)
, ∀w ∈W,(4.65)

where
∼
µi(n

k+ i
M ) =

∼
µ

convex

i (nk+ i
M ) +

∼
µ

concave

i (nk+ i−1
M ).

The Raviart-Thomas space of r−th order (r ≥ 0), RTr, of the partition Th is applied to approximate the
subspace Vr(Th)×Wr(Th) of V ×W . For d = 2, it is defined as

Vr(Th) = {v ∈ H(Ω; div) : v|E ∈ Qr+1,r(E)×Qr,r+1(E), E ∈ Th},(4.66)

Wr(Th) = {w ∈ L2(Ω) : w|E ∈ Qr,r+1(E), E ∈ Th},(4.67)

where Qm,n(E) is the space of polynomials of degree less than or equal to m(n) in the first (or second)
variable restricted to E. Finally the RT mixed finite element approximation to the system of (4.47)- (4.50)

reads to seek nk+1
h,i ∈Wr(Th) and

∼
J
k+ i

M

h,i ∈ Vr(Th) such that(
nk+1
h,i −n

k
h,i

δt , w

)
+

(
∇ ·
∼
J
k+ i

M

h,i , w

)
= 0,∀w ∈Wr(Th),(4.68) (

RT
Dnk

h,i

∼
J
k+ i

M

h,i ,v

)
=
(
∇∼µi(n

k+ i
M

h ) + Mi g∇h,∇ · v
)
,∀v ∈ Vr(Th),(4.69) (

n0
h,i(x), w

)
=
(
ninit
h,i , w

)
, ∀w ∈Wr(Th),(4.70)

where
∼
µi(n

k+ i
M

h ) =
∼
µ

convex

i (n
k+ i

M

h ) +
∼
µ

concave

i (n
k+ i−1

M

h ).
Similarly we have the RT-MFEM discretization for system of (4.51)- (4.54)(

φh
nk+1
h,i −n

k
h,i

δt , w

)
+

(
∇ ·
∼
J
k+ i

M

h,i , w

)
= 0,∀w ∈Wr(Th),(4.71) (

τ2
h

φh

RT
Dnk

h,i

∼
J
k+ i

M

h,i ,v

)
=
(
∇∼µi(n

k+ i
M

h ) + Mi g∇h,∇ · v
)
,∀v ∈ Vr(Th),(4.72) (

n0
h,i(x), w

)
=
(
ninit
h,i , w

)
, ∀w ∈Wr(Th),(4.73)

where
∼
µi(n

k+ i
M

h ) =
∼
µ

convex

i (n
k+ i

M

h ) +
∼
µ

concave

i (n
k+ i−1

M

h ).

Theorem 4.6. The fully dicsrete systems of (4.68)- (4.70) and (4.71)- (4.73) are energy decaying saying
that for any large time step size δt > 0

F tot
(
n
k+ i

M

h

)
≤ F tot

(
n
k+ i−1

M

h

)
, i = 1, · · · ,M.(4.74)

Since the proof is straightforward we ignore it here.

5. Numerical examples

In this section, we conduct some numerical experiments to verify the property of our proposed numerical
schemes for multicomponent systems. Since in this work we majorly analyze the effect of gravity on the
molar concentration along the vertical direction, the composition variation on lateral direction is ignored.
Moreover, without loss of generality, all the numerical results are shown for the system of (3.12) and (3.13).
All the relevant data for the species used in the numerical examples are tabulated in Tables 1. The porosity
is homogeneously distributed as 0.25 for all examples below. The gravitational acceleration constant is taken
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as g = 9.81 m · s−2. The homogeneous Neumann boundary conditions for diffusion flux are enforced for all
examples. RT0 finite element is utilized for the spatial discretization for all experiments.

To simulate a two-phase case, we must specify some proper initial conditions, which can be done by stability
analysis. We adopt the algorithm proposed in [46] to set the initial conditions for two-phase systems.

Table 1. Media property parameters and other relevant data

component name symbol Tc(K) Pc(MPa) Tb(K)
methane C1 190.58 4.604 111.63
ethane C2 305.42 4.88 184.55
propane C3 369.82 4.25 231.05
normal pentane nC5 469.7 3.369 309.22
heptane C7 540.1 2.734 371.57
n-decane nC10 617.7 2.099 447.3
nitrogen N2 126.2 3.392 77.5
carbon dioxide CO2 304.4 7.398 194.8

Example 5.1. In this experiment, we consider an ideal gas mixture of nitrogen and carbon dioxide. For
ideal gas mixture at equilibrium, an analytical solution can be obtained. The numerical results are validated
by the analytic solution. In [20] the authors derived the following analytic solution of composition variation
problem for ideal fluids at equilibrium:

ni = ni,0 e
−Migz

RT ,(5.75)

where ni,0 is the molar concentration of species i at reference level. In addition, we can calculate the mole
fraction xi of species i in the mixture

xi :=
ni∑M
j=1 nj

=
ni,0 e

−Migz

RT∑M
j=1 nj,0 e

−
Mjgz

RT

.(5.76)

The temperature is set as T = 320 K. The computational domain is [−500m, 0] which is uniformly cut into
500 elements. Initially the molar densities of both nitrogen and methane are homogeneously set as 20 mol/m3

in the the whole domain. The numerical results of molar density using our proposed numerical scheme is
demonstrated in Figure 1. With time marching the molar densities of these two species are approaching
to a equilibrium state which is exactly given by Eq. (5.75). At t = 0.05 seconds, molar density curve of
the simulated results almost fully coincide with the analytical solution. Accordingly, we compute the mole
fractions of each species at different time steps, which is shown in Figure 2. From the results in Figures 1
and 2, we can observe that the light component (methane) is ”floating” upwards whereas the heavy one is
”falling” downwards as time marches. This verifies the gravity effect on the composition variation. The

Figure 1. Evolution process of molar density
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Figure 2. Mole fractions at different time

total energy for each time step is displayed in Figure 3. To verify the energy decaying property in species
wise we show the energy evolution processes in fractional time step in Figure 3 in blue dash line while the
red line is showing the dissipative process at every full time step. In both view of points we can see the the
total energy is always decreasing with time.
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Figure 3. Left: Total energy at different time steps; right: zoom-in of total energy at last ten time steps.

Example 5.2. In this example, we illustrate an experiment of phase behavior for a system at near-critical
conditions. Carbon hydrocarbon is widely studied for both reservoir engineering and environmental pro-
tection, and therefore it is chosen to be as the component at its critical temperature T = 304.2K. The
computational domain is [0, 2000m] along the vertical direction. The domain is uniformly divided into 400
subintervals. The time step size is taken as dt = 40 seconds, for sake of accuracy, though the scheme is
unconditionally stable. Initially the molar density is given as the density at critical conditions, i.e., 10640.9
mol/m3. The molar density evolutionary process is indicated in Figure 4 and the energy changing with time
is shown in Figure 5. The results show that there is a significant changing of molar density from the bottom
to the top, which results from the influence of gravitational force. The system approaches to an equilibrium
state after 250 time steps running, which is rigorously verified by the evolutionary process of total energy in
Figure 5.

Example 5.3. In this example, we simulate a more realistic mixture of six hydrocarbon species including
both light components and heavy components: methane (C1), ethane (C2), propane (C3), n-pentane (nC5),
heptane (C7) and decane (nC10). Temperature keeps T = 378.2 K during the simulation. The domain size
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Figure 5. Left: Total energy at different time steps; right: zoom-in of total energy at last ten time steps.

is 100 meters and is uniformly split into 100 small intervals. Time step size is taken as δt = 100 seconds.
The molar densities of all species are uniformly set as 500 mol/m3 in whole domain.

To verify the unbiased property of the proposed algorithm, we implement this example in random order
of the species at the same conditions. Totally there are 720 different sequences of species order. Herein we
show the results for six groups of random orders consisting of: (C7, C2, nC10, C1, C3, nC5) in Figures 6 – 8,
(C2, C7, C1, C3, nC5, nC10) in Figures 9 – 11, (nC5, C3, nC10, C7, C1, C2) in Figures 12 – 14, (nC10, C2,
C1, C7, nC5, C3) in Figures 15 – 17, (nC10, C2, C1, C7, nC5, C3) in Figures 18 – 20, and (nC5, nC10, C7,
C1, C2, C3) in Figures 21 – 23.

The molar densities at different time are illustrated in Figures 6, 9, 12, 15, 18, and 21 for the six groups of
orders. Initially the molar densities of all species are the same. From these results we observe that as time
marches, increasingly more light components assemble at top of the subsurface while more heavy species go
to bottom parts of the domain. At convergence there is an apparent interface that divides the fluids into two
phases.

Figures 7, 10, 13, 16, 19, and 22 show the mole fractions for the six groups at different time. The results
of mole fractions further indicate that the light species flow to the top parts the domain while the dense
components sediment to the bottom of the domain due to the effect of gravity.

Figures 8, 11, 14, 17, 20, and 23 show the convergence process of total energy with time for the six groups
of different orders. We still compute the total energy in species-wise at each time step in blue while the total
energy in each full time step is shown in red. These results verify that the proposed schemes are dissipative
in species wise and obviously the total energy is decreasing with time.

From these results in six different groups of order, we have the same molar density distribution (as well as
the same mole fraction distribution) at each time step. The total energy is converging to the same value for
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all these six different groups. And therefore, we can conclude that the proposed scheme is unbiased in order
the species and is more robust.
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Figure 6. Molar density at different time.
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Figure 7. Molar fraction at different time.
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Figure 8. Left: Total energy at different time steps; right: zoom-in of total energy at last ten time steps.

Example 5.4. In this example, we apply the proposed numerical scheme to simulate the phase behavior of
East Painter reservoir, subject to the gravitational effect [9]. The relevant data and parameters are given in
Table 1. The temperature in the reservoir is set as 238K. The computational domain [0,1500 m] is uniformly
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Figure 9. Molar density at different time.
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Figure 10. Molar fraction at different time.

10 0 10 1 10 2 10 3

No. of steps

3.94

3.95

3.96

3.97

3.98

3.99

4

T
o

ta
l 
e

n
e

rg
y

10 9 Total energy evolution

species-wise energy evolution

energy evolution with time

270 275 280 285 290 295 300

No. of steps

3.948524218855

3.9485242188551

3.9485242188552

3.9485242188553

3.9485242188554

3.9485242188555

3.9485242188556

3.9485242188557

T
o

ta
l 
e

n
e

rg
y

10 9Total energy evolutin for last 5 steps

species-wise energy evolution

energy evolution with time

Figure 11. Left: Total energy at different time steps; right: zoom-in of total energy at last ten time steps.

split into 500 subintervals. We show the converged molar densities, mole fractions and the molar density
in Figure 24 and the total energy changing with time is shown in Figure 25. These results provide some
phase behavior properties of East Painter reservoir at the given conditions and further imply the power of
the proposed model and numerical schemes.
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Figure 12. Molar density at different time.
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Figure 13. Molar fraction at different time.
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Figure 14. Left: Total energy at different time steps; right: zoom-in of total energy at last ten time steps.

Concluding remarks

This study has constructed two sets of mathematical models for compositional grading under gravity. One
type of the model can used to model the compostional grading for fluids both in free space and in porous
media. The other type of model is derived from the phase equilibrium condition added by a dynamical term
to simulate the dynamical processes of composition variation under gravity approaching to an equilibrium
state.
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Figure 15. Molar density at different time.
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Figure 16. Molar fraction at different time.
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Figure 17. Left: Total energy at different time steps; right: zoom-in of total energy at last ten time steps.

An computationally efficient and easy-to-implement numerical scheme for multicomponent fluids is devel-
oped. In this scheme only it iteratively solve one nonlinear equation for multicomponent system, which is
computationally efficient and reduces the requirement of computer memory when mixture consists of huge
number of components. The proposed scheme needs not to choose any special component as reference, which
makes the scheme more robust.

Some numerical results are carried out and verify the properties of the scheme. The numerical results are
compared with an exact solution for a simplified problem and are matched well.
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Figure 18. Molar density at different time.
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Figure 19. Molar fraction at different time.
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Figure 20. Left: Total energy at different time steps; right: zoom-in of total energy at last ten time steps.
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Figure 21. Molar density at different time.
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Figure 22. Molar fraction at different time.
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Figure 23. Left: Total energy at different time steps; right: zoom-in of total energy at last ten time steps.

Appendix A. The Helmholtz free energy density of Van der Waals fluids

At constant temperature T , the Helmholtz free energy density as a function of molar density of all species
is expressed as the summation of two parts

f(n) = f ideal(n) + f excess(n)(1.77)
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Figure 24. Left: molar density; middle: total molar density; right: mole fraction.

10
0

10
1

10
2

10
3

10
4

No. of steps

2.3

2.35

2.4

2.45

2.5

2.55

2.6

2.65

2.7

2.75

T
o
ta

l 
e
n
e
rg

y

10
10 Total energy evolution

species-wise energy evolution

energy evolution with time

5445 5450 5455 5460 5465 5470 5475 5480 5485 5490 5495 5500

No. of steps

2.3409204524135

2.34092045241355

2.3409204524136

2.34092045241365

2.3409204524137

2.34092045241375

2.3409204524138

2.34092045241385

2.3409204524139

2.34092045241395

T
o
ta

l 
e
n
e
rg

y

10
10 Total energy evolutin for last 5 steps

species-wise energy evolution

energy evolution with time

Figure 25. Left: Total energy at different time steps; right: zoom-in of total energy at last ten time steps.

where the ideal part f ideal(n) is given by

f ideal (n) = RT

M∑
i=1

ni (lnni − 1) ,(1.78)

and the excess term is expressed as

f excess(n) = −RTnln (1− bn)− an2 = fb(n) + fa(n).(1.79)

where R is the universal gas constant and

n =

M∑
i=1

ni,(1.80)

fb(n) = −RTnln (1− bn) ,(1.81)

fa(n) = RT

M∑
i=1

ni (lnni − 1) .(1.82)

For pure-component systems, a and b of the Van der Waals model can be derived from the critical state
given as:

a =
27R2T 2

c

64Pc
, b =

RTc
8Pc

(1.83)

where Pc and Tc denote the critical pressure and temperature respectively, which can be measured via
experiment. For systems of mixture, they are computed by the mixing rules associating with the property of
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each component in the mixture:

a =

M∑
i=1

M∑
j=1

xixj(aiaj)
1
2 (1− kij), b =

M∑
i=1

xibi(1.84)

where ai and bi are the parameters for the pure-component Van der Waals parameters computed from (1.83)
and xi is mole fraction of component i given by xi = ni

n . kij are the binary interaction coefficients and are
obtained from experimental correlation.

Based on the thermodynamics theory, the pressure p of homogeneous fluids is related to the Helmholtz
free energy density f(n) by

p = p(n, T ) =

M∑
i=1

ni

(
∂f

∂ni

)
− f =

M∑
i=1

niµi − f.(1.85)

Inserting f and µi in terms of the Van der Waals model into (1.85) gives

p =
nRT

1− bn
− an2.

Appendix B. The Helmholtz free energy density of Peng-Robinson fluids

At constant temperature, the Helmholtz free energy density of Peng-Robinson fluids has the same formula
of f ideal (n) and fb (n) as Van der Waals fluids but different fa (n) which is given by

fa (n) =
a(T )n

2
√

2b
ln

(
1 + (1−

√
2)bn

1 + (1 +
√

2)bn

)
.(2.86)

For pure-component fluid systems of Peng-Robinson fluids, the parameters a = a(T ) and b are respectively
given by

a = a(T ) = 0.45724
R2T 2

c

Pc

(
1 +m

(
1−

√
Tr

))2

, b = 0.07780
RTc
Pc

,

where Tr is reduced temperature defined as T
Tc

and all the other parameters except m have the same meanings
as in A. The parameter m is a function of the accentric factor ω of the substance formulated by

m = 0.37464 + 1.5422ω − 0.26992ω2, ω ≤ 0.49,

m = 0.379462 + 1.485030ω − 0.164423ω2 + 0.016666ω3, ω > 0.49.

The accentric factor is computed by the following formula:

ω =
3

7

(
log10

(
Pc

1atm

)
Tc

Tb
− 1

)
− 1,

where Tb is the normal boiling point temperature.
For mixtures, a = a(T ) and b are computed by the same mixing rule of (1.84).
Expressing f and µi in (1.85) in terms of the Peng-Robinson model, we have the following Peng-Robinson

equation of state

p =
nRT

1− bn
− a(T )n2

1 + 2bn− b2n2
.
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