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Abstract

Deep Neural Networks (DNN) have become a powerful, and extremely popu-
lar mechanism, which has been widely used to solve problems of varied com-
plexity, due to their ability to make models fitted to non-linear complex prob-
lems. Despite its well-known benefits, DNNs are complex learning models whose
parametrization and architecture are made usually by hand. This paper pro-
poses a new Evolutionary Algorithm, named EvoDeep, devoted to evolve the
parameters and the architecture of a DNN in order to maximize its classifica-
tion accuracy, as well as maintaining a valid sequence of layers. This model is
tested against a widely used dataset of handwritten digits images. The exper-
iments performed using this dataset show that the Evolutionary Algorithm is
able to select the parameters and the DNN architecture appropriately, achieving
a 98.93% accuracy in the best run.

Keywords: Deep Learning, Evolutionary Algorithms, Finite-State
Machines, Automated Parametrisation

1. Introduction

In many real life applications experts face problems that are complex enough
to be solved with traditional hand-coded algorithms. Furthermore, these prob-
lems may change over time, which forces the latter to continuously adapt them-
selves. That is why learning algorithms are being increasingly adopted in various
applications. Among other learning algorithms, such as logistic regression or de-
cision trees, Deep Learning has acquired importance in recent years due to its
great success when dealing with pattern recognition problems. Deep Learning
methods can be seen as an extension of the classic Artificial Neural Networks
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that take advantage of the current reduced cost of computation, as well as the
new paradigms of parallel and distributed computation.

The features of Deep Neural Networks (DNNs) make them a powerful and
appealing tool to solve problems of different nature and where there is a common
element: complexity. Although there exist many techniques and algorithms
designed to solve problems composed of thousand of features, or where the
relation between inputs and outputs relies on large non-linear equation systems,
these methods have been proved not to be adequate to solve certain kind of
problems. These problems are mainly related to recognition processes, and
they are usually focused on tasks that are solved intuitively by humans [1].

DNNs are currently being used in a wide range of problems of different
nature, mainly due to their capabilities of building strong prediction and clas-
sification systems, and its adapting capacity to non-linear spaces. On the other
hand, the training process is more difficult when it is compared against other
methods as Decision Trees or Support Vector Machines. Another difference with
respect to other Machine Learning methods is the fact that the models gener-
ated are not self-explanatory, thus disallowing to comprehend the knowledge
collected.

As a trade-off to the high precision achieved by Deep Neural Networks,
they should be considered as complex learning models: they are made up of
complex architectures built by a large number of layers and neurons, each of
them being of a different type or having distinct objectives, with many other
parameters affecting the architecture as well, such as activation functions or the
optimiser applied. Developers usually fix these parameters by hand, following a
trial-and-error scheme. There are several approaches in order to speed up and
improve this stage in classical Neural Networks training, many of them relying
on Evolutionary Computation. However, new features and specifications, as
well as an increased complexity, require from new specialised methods related
to Deep Neural Networks.

This paper presents an evolutionary approach for optimising both, the ar-
chitecture and the parameters of Deep Neural Networks in an automated way.
Thus, each individual represents a possible network architecture, including global
parameters such as the optimiser, or the maximum number of iterations, and
a structure where a variable number of different type of layers is defined (that
includes several details, as the number of outputs or the activation function
for each layer). The main objective of this new evolutionary-based approach
is to maximise the accuracy at classifying handwritten digits samples from the
MNIST1 dataset.

Previous literature has also aimed at defining the topology of the network,
at defining an initial set of weights or at fixing training parameters. However,
and to the best of our knowledge, most of these efforts have been made for
classical Artificial Neural Networks. In this research we focus on Evolutionary
Deep Learning, where complex layers structures, specific layers, constrains in

1http://yann.lecun.com/exdb/mnist/
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the layers order and new parameters, must be taken into account to define a
DNN architecture before starting the training process.

The proposed Evolutionary Algorithm aims to optimize almost all the neces-
sary parameters to train a Deep Neural Network. Its design pursues the exten-
sibility of the model to include new features in the future, avoiding parameter
value restrictions, thus allowing individuals to take any possible value within
the previously defined range, and without the necessity of fixing any training
parameter. At the same time, it is also modelled a Finite-State Machine that
determines the possible transitions between different kind of layers, allowing to
generate valid sequences of layers, where the output of one layer fits the in-
put requirements of the next one. The model described is tested on a specific
problem related to the image recognition field, which consists on detecting the
handwritten digit present on a particular image.

The rest of this paper has been structured as follows: the next section (Back-
ground) describes the related Work and some recent contributions related to this
paper; Section 4 describes the Evolutionary Algorithm, EvoDeep, designed to
search for the best parameters of a Deep Neural Network; Section 5 provides
a detailed description related to the experimental setup, which is later used
and analysed in Section 6 (Experimentation); Finally, Section 7 provides some
conclusions and future lines of work.

2. Background

Artificial Neural Networks, as a computational model, are vaguely inspired
on biological neurons that began to spread in the computer science literature
in 1943 when McCulloch and Pitts presented their initial ideas [2]. Since then,
high and lows have appeared in the popularity of Neural Networks applica-
tion [3], mainly due to the report of some deficiencies and limitations of the
initial model [4]. In the nineties, Deep Neural Networks emerged as an improve-
ment of the classic model, adding a large number of neurons and layers to the
network architecture. In the last years, there has been a rising interest in such
improved models [5], primarily due to the development of new programming
frameworks focused on Deep Learning, such as TensorFlow [6] or Theano [7].

Deep Neural Networks provide some advantages over other Machine Learn-
ing methods, such as classical Artificial Neural Networks, in many fields. For
instance, Computer Vision and Image Recognition use currenlty Deep Neural
Networks [8, 9], where images pass through several layers in order to extract,
or manage, a large number of features. Another field of research where this
technique is being increasingly used is at Malware detection, as shown by recent
publications such as DroidDetector [10], Droid-Sec [11] and DroidDelver [12],
which use Deep Belief Networks to detect Android malicious applications.

Moreover, there are evidences on the use of Deep Neural Networks for audio
recognition, as the work by Hinton et al. [13] presents, or the paper by Lee et
al. [14]. Deep Neural Networks have been used in other research fields such as
time series forecasting [15, 16] and video recognition [17], just to name a few.
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Selecting the adequate architecture, parameters and weights of a Neural Net-
work has become a recurring problem that, in turn, is usually solved by using
a trial-and-error methodology. The emergence of deep learning techniques in
the form of Deep Neural Networks makes it necessary to develop new methods
and tools capable of successfully searching combinations of parameters and ar-
chitectures that lead to a good performance of the network. In this sense, the
application of Evolutionary Computation to this matter was studied in detail
by Xin Yao [18]. Evolutionary Computation might be applied to many stages
of a Neural Network training: weights, learning rules and architecture. Our
proposal tackles the layer architecture of the network which is, in fact, the less
automated stage of the training process. This issue introduces two conflicting
designing criteria: a network with low connectivity and a low number of nodes,
which could generate a network architecture with a deficient accuracy to solve
a particular problem. But, on the other hand, an excessive complex network
architecture (with a high connectivity, and very large number of nodes) can lead
to include noise in the model, loosing generalisation ability.

There have been several approaches to tackle the optimization problem of
tuning the parameters and architecture of classic Neural Networks [19]. It is
possible to use an Evolutionary Algorithm in which the individuals include
the number of neurons, however, the number of layers is limited to a specific
value [20]. Other approaches include the architecture definition, which may
be combined with the adjustment of the weights as in [21]. A hyper-heuristic
approach based on Evolutionary Algorithms has also been proposed to adjust
the number of layers, the polynomial type and the number of nodes defined in
each layer of the network [22]. This kind of algorithms have also been used to
improve the efficiency [23] or including connection weights in the evolutionary
search [24].

Another research topic focuses on the codification of the individual and
how it is possible to speed up the convergence of the algorithm using a gram-
mar graph generator as an individual [25], or adjusting the level of granular-
ity [26]. Another approach is focused in NeuroEvolution of Augmenting Topol-
ogy (NEAT) methods, consisting of evolving Artificial Neural Networks by em-
ploying an encoding that helps to represent and discover large scale ANNs, such
as HyperNEAT [27] or SUNA [28]. Evolutionary Algorithms have also been suc-
cessfully employed in different optimisation problems, such as adjusting weights
of a boosting process [29], or to build a classifier for the android malware de-
tection domain [30] among other works focused on this topic [31, 32, 33].

The reader may find in the literature some research specifically related to the
application of Evolutionary Algorithms to optimise Neural Networks architec-
tures and parameters, due to the power of these kind of algorithms to leverage
the possibilities of Neural Networks [34]. For instance, in [35] an Evolutionary
Algorithm was used to optimise the parameters and weights of the Neural Net-
work in a two-step process. In [36], the authors applied the Taguchi method
between the mutation and crossover operators and included the initial weights
definition.

To our best knowledge, there is little work on studying the use of Evolution-
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ary Algorithms to improve Deep Neural Networks beyond using them to evolve
the weights of the network [37]. The main contribution of this paper is to de-
sign and test a new Evolutionary Algorithm capable of performing an integral
optimisation of the parameters and architecture of Deep Neural Networks.

3. Deep Neural Networks

Deep learning leverage computational models composed of a sequence of
processing layers to learn representations of data with multiple levels of abs-
traction [8]. The atomic element of any standard Neural Network (NN) is a
simple mathematical processor called neuron. These neurons are organized in
form of interconnected groups called layers, and a sequence of these layers com-
poses a Neural Network. A DNN is similar to a standard Neural Network and
is able to learn a set of features that will be later used in order to approximate
the objective function.

DNNs are named after networks, because they are typically represented by
composing together many functions. The model is associated with a directed
acyclic graph describing how these functions are composed together.

For instance, a three layer network can be thought of as three functions
f (1), f (2), f (3) connected in a chain to form f(x ) = f (3)(f (2)(f (1)(x ))). The
overall length of the chain gives the depth of the model. In this case, f (1) is
called the input layer of the network, f (2) is called the hidden layer, and f (3)

is called the output layer. Each hidden layer of the network is typically a vector
of values, and its dimensionality determines the width of the model. In short,
a DNN consists of many layers chained in order to approximate some complex
objective function f∗, where layers compose a mapping y = f(x ; θ) and learn
the value of the parameters θ that result in the best function approximation [1].

3.1. Layers

There are multiple types of layers that can be used to design a Neural Net-
work. Keras [38] implements a wrapper allowing to use TensorFlow layers in
a very simple and efficient way [6]. Layers considered in this work (Dense,
Dropout, Reshape, Flatten, Convolution2D, and MaxPooling2D) are described
in detail in the next subsections.

3.1.1. Dense

Densely connected layers are identical to the layers in a standard multilayer
Neural Network. In this kind of layer, every neuron is connected to every neuron
in the previous layer. A “neuron” is a computational unit that takes as input
[x1, x2, x3, . . . , xn, b], where n is the number of inputs of the neuron, b is the
bias, and outputs hW,b = f(WTx) = f(

∑n
i=1Wixi + b), where f : R 7→ R is

called the activation function.
Let l be the number of layers in the network and Ll the set of layers present in

a particular network architecture, where l : 1, 2, 3, . . . , nl. Then, the whole net-
work architecture is defined by (W, b) = (W (1), b(1),W (2), b(2), . . . ,W (n−1), b(n−1)),
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where W
(l)
ij denotes the parameter or weight associated with the connection be-

tween unit j in layer l, and unit i in layer l + 1 and b(i) is the bias of layer
li.

The following parameters of Keras functional implementation of Dense layer
are used in this work:

- init: the initialization mode of the weights of the layer W (l),

- activation: the name of the function used as activation function,

- number of outputs: the number of outputs of the current layer l.

The possible weight initialization methods are: uniform, LeCun uniform [39],
normal, zero, Glorot normal [40], Glorot uniform, He normal [41] and He uni-
form. Finally, the possible activation functions are: softmax, softplus, softsign,
relu, tanh, sigmoid, hard sigmoid and linear.

3.1.2. Dropout

This kind of layer applies dropout to the input. Dropout consists of randomly
selecting a fraction rate of input units and setting them to 0 at each update
during training time, which helps to prevent overfitting. The units that are
kept are scaled by 1/(1− rate), so that their sum is unchanged at training and
inference time.

The functional Keras implementation of this layer takes as input argument
the fraction rate of input units, that will be set to 0.

3.1.3. Reshape

This layer is applied to change the shape of the data. In concrete, it takes as
input 1D data and outputs it in the desired shape (1D-data 7→ ND-data). This
is of utmost importance when dealing with layers as Dense and Convolution2D in
the same Neural Network, as Dense takes 1D data as input and Convolution2D
needs at least 2D data.

3.1.4. Flatten

This layer is complementary to Reshape. It takes multidimensional data
(ND data) and flattens it to one dimension (ND-data 7→ 1D-data).

3.1.5. Convolution2D

Convolution is a mathematical operation that is applied on two functions
with a real-valued arguments. The result is the integral of the point-wise mul-
tiplication of the two functions, as a function of the amount that one of the
original functions is translated. It is typically denoted with an asterisk:

s(t) = (x ∗ w)(t) =

∫
x(a)w(t− a)da (1)
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When using convolution in a Neural Network layer, w needs to be a valid
probability density function so that the output is a weighted average. In addi-
tion, w needs to be 0 for all negative arguments, otherwise it would be looking
into the future.

Convolution layer applies this operator to every element of the input data. In
the case of 2D convolution, which is the one that Convolution2D layer applies,
elements are pixels of the image. In this case, it is necessary to choose the
number of times that the operation will be applied to each pixel (nb filters)
and the size of the neighbourhood (kernel size, specified by nb row rows and
nb col columns).

The functional Keras implementation of Convolution2D takes as input the
following parameters:

- init: the initialization mode of the weights of the layer,

- activation: the name of the function used as activation function,

- nb filter: the number of filters to apply to each element of the input data,

- nb row: the number of rows of the kernel used by the convolution,

- nb col: the number of columns of the kernel used by the convolution,

- border mode: to stablish the behaviour of the operator at the borders
of the image,

- bias: wether to include a bias (i.e. make the layer affine rather than
linear).

The init and activation parameters are the same as were described in Sub-
section 3.1.1, border mode establishes how the filter behaves near the borders
of the image, and takes two values: “valid” and “same”. Whereas, “valid” con-
volution is applied only when the input and the filter fully overlap, yielding a
smaller output than the input, with “same” the area outside the filter when it
is placed near an image border is padded with zeros, yielding an output with
the same size as the input.

3.1.6. MaxPooling2D

Pooling layer is used to reduce the dimensionality of data. To achieve it, a
window is specified and an operator is applied to all elements within this window,
which gives a number as output (Figure 1). There exist several operators which
can be applied to perform the pooling: max, min, average, median, . . .

In Keras implementation, only max and average pooling layers are available,
from which only the former have been used in this work. The parameters used
by this layer are:

- pool size: to specify the size of the pooling,

- strides: to specify the step taken between poolings,
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Figure 1: Max pooling layer detailed. In this case, poolsize = [2, 2] and strides = [2, 2], which
results in the 2-by-2 matrix shown on the right.

- border mode: to stablish the behaviour of the operator at the borders
of the image.

4. EvoDeep: Deep Neural Networks parametrisation using Evolu-
tionary Algorithms

The strengths provided by Deep Learning models are counterbalanced by
their representative complexity and variable architecture. While training a clas-
sical Machine Learning algorithm, such as the well known Random Forest, is a
straight task, where typically only the number of trees has to be adjusted, Deep
Learning requires to define an architecture which is usually problem dependent.
For instance, Deep Learning applied to image recognition, or classification, in-
volves defining several layers in a specified order in charge of applying different
transformations to the data.

This architecture is made by a set of layers, which are distributed with the
goal of laying out the non-linear relationships that solve a specific problem.
Every layer has an arbitrary number of neurons and outputs, as well as dis-
tinct initialization methods, and activation functions. These parameters must
be fixed before the training process of the Neural Network, hence forming a
large search space with the optimal combination of settings being unknown and
dependent to the problem to solve.

The design of a multilayer architecture is limited by different restrictions.
For example, the input shape of a particular layer must fit the output of the
previous one. This can take place when a layer expects a vector as input (i.e. a
typical fully connected layer), restricting the layers which may precede. In this
case, a Reshape layer, which always delivers an output of at least 2 dimensions,
could not be on the left of a fully connected layer. Another restriction to take
into account lies in the parametrisation of each new layer added to the model,
which must also fulfil certain properties. For instance, a Reshape layer expects
a tuple defining the dimensions of the output matrix, which must match the
size of the input vector.

Neural Networks parameters and topology, shape a large search space where
many possible configurations are defined. Since it is expected to maximise the
accuracy of the network in performing a particular task, the selection of the
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proper configuration can be seen as an optimisation process. In this paper, an
Evolutionary Algorithm has been used to lead a meta-heuristic search to obtain
a configuration that maximises the accuracy in a classification task.

Choosing different combinations and configurations of the aforementioned
parameters and layer architectures, will lead to a different performance when
solving, for instance, a classification problem which, in turn, is the most widely
proposed kind of problem when it comes to DNN. The selection of a good set
of parameters, and the layer architecture, should be seen as an optimisation
problem with improving the classifying accuracy as the main goal.

Due to the huge search space that needs to be explored, we decided to use
Evolutionary Algorithms [42], which have shown good performances when deal-
ing with optimisation problems whose search space is very large. In this work,
an Evolutionary Algorithm, named EvoDeep, has been desigend to perform a
meta-heuristic search over the parameters space, looking for the best possible
combination that leads to a good accuracy in a classification problem, while
reducing the time of a process that is commonly done by hand.

Moreover, the use of an Evolutionary Algorithm might find a combination
of parameters and/or a structure of the layers that an expert would not have
used due to her biased knowledge of the problem. For instance, an expert would
not put two kinds of layers one after another because this combination is not
commonly found in the literature. However, it is possible that the Evolutionary
Algorithm finds a layer sequence that contains this combination and has a good
classifying performance.

In our approach, EvoDeep has been designed and implemented as an Evo-
lutionary Algorithm, where each individual represents a specific network archi-
tecture with its respective parameters. The fitness value for each individual
in EvoDeep, is calculated as the accuracy of the network when a classification
problem is solved. The user only needs to define which parameters are going to
make the search space, as well as the range of values they can adopt. We used
numerical sequences, with a given step between values, in order to reduce the
size of the search space. Regarding categorical parameters, such as the activa-
tion function, a list of possible values has to be provided. All the parameters
act as inputs to the individual’s initialization function, which generates a popu-
lation of λ individuals, as well as restrictions to the mutation operator in order
to perform valid variations.

EvoDeep algorithm has been designed following a (µ + λ) scheme, where λ
represents the number of individuals to generate in each generation, and µ indi-
cates the number of individuals selected to generate the next population. Every
generation, the recombination and variation (mutation) operators are system-
atically applied to the individuals with a probability of pR and pV , respectively,
reproducing them when needed to generate λ individuals which are then evalu-
ated. Once every individual has its fitness updated, a roulette selection method
is performed to select individuals proportionally to their fitness values among
the new population, plus the µ individuals selected from the previous generation,
thus allowing to keep individuals with a good performance while maintaining
the diversity of the population, so the algorithm does not stuck into a local
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Figure 2: Breeding pipeline in EvoDeep algorithm.

maximum.

4.1. Generation of valid sequences of layers

In order to include all these restrictions and with the aim of building valid
layers configurations, we have modelled all the possible transitions through a
Finite-State Machine (FSM) in charge of defining possible paths, which are
later used to build the individuals. This FSM, as shown in Fig. 3, takes a
dictionary where each symbol is related to a particular layer type. When gener-
ating individuals, the FSM is used to build all possible paths given a minimum
and maximum length, from which a particular one is randomly chosen. When
crossing and mutating individuals, the FSM is also employed in order to avoid
generating invalid structures or to include new consistent layers in the mutation
operation.

The FSM is initially used to generate the initial population, where all the
individuals are created with a fixed low number of layers, aiming to generate
larger individuals in the course of the evolution if necessary. To this end, an
initial and a final state are marked according to the input and output specifi-
cations. In Figure 3, an initial and final state have been flagged expecting as
input a vector where each position corresponds to a feature, and a vector of
length n as output where n is the number of labels to classify (given that a
One-hot encoding is used to codify the labels). The initial state 0 defines an
empty model where no layer has been added yet. On this basis, only a Dense
or a Dropout layer can be added. This is due to the restrictions on the data
type layers are able to accept as inputs. In this case, the only layers capable of
processing the raw input data (i.e. image as a vector) are Dense, Dropout and
Reshape. The final state 1 can only be reached if the last layer of the model is
of type Dense.

10



0

startstart

7

21 3

4 6

5

d

r
x

d
r

x

c

m

x
r

d

d
x

c

f

m

m
f

c

r
d

Figure 3: State machine that determines the possible transitions between layers. The alphabet
defines each possible layer type: Dense (d), Dropout (x), Reshape (r), Convolutional (c),
Flatten (f ) and MaxPooling (m)

As it can be seen in Figure 3, there are two states which can be reached
by adding a Dense layer, 7 and 1. State 7 forces any path defined by the FSM
to contain at least two layers, a restriction that leads to two possible minimum
paths: Dense or Dropout followed by a Dense layer.

4.2. Individual encoding

Each individual has been encoded in EvoDeep to allow representing all the
parameters needed to train a Deep Neural Network (see Figure 4). Each genome
is made of a set of global parameters which defines the general behaviour of the
network, and a sequence of layers with an arbitrary number of them. Each one
should be of a different type and includes a set of parameters according to its
type. Table 2 shows the parameters in the evolutionary search, the scope where
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Oi NEi BSi

Global parameters

L1 L2 L3 L4 ... Ln

Layers

LT1 NO1 INIT1 ACTi ...

Figure 4: Individual encoding in EvoDeep: any individual is defined by a set of several global
parameters and a sequence of layers, each of them having a certain number of layer parameters.

they are defined (as global or layer parameters) and their range of values. Within
the set of global parameters, Oi defines the optimizer where six different types
have been tested. NEi indicates the maximum number of epochs or iterations of
the training process. However, a dynamic stopping criterion has been applied,
fixing a maximum number of iterations while the maximum accuracy obtained
is not exceeded. BSi states the amount of samples that the Neural Network
receives at a time, updating its weights according to that set of samples.

Regarding layers, each one belongs to a specific type of layer LTi, which
is linked to different parameters. For instance, a Dense layer in Keras imple-
mentation contains a fully connected collection of neurons and implies defining
parameters such as the number of outputs NOi, the initialization function INITi

and the activation function ACTi. Another interesting kind of layer defined in
Keras is the so called Dropout layer, where a fraction Pi of inputs is set to 0,
aiming to avoid overfitting.

It was necessary to design and implement specific evolutionary operators due
to the encoding of the solutions in the algorithm. Following there is a detailed
description of these operators as well as the fitness function that evaluates every
individual.

4.3. Evolutionary operators

The variable size of the individual and the restrictions imposed by a Neural
Network architecture led us to develop specific mutation and crossover operators
which yield valid individuals that were able to train different network models.

4.3.1. Crossover operator

The crossover operator works at two different levels: at the global parameters
level and at the layer level. This is due to the requirements of the encoding
designed, where each individual can be composed of a different number of layers
and where these layers can consist of different parameters depending on their
type. The crossover operation is applied if a cross probability is satisfied.

In the case of the global level, as shown in Figure 5, all global parameters
are crossed following an uniform crossover, where each pair is swapped indepen-
dently based on a probability of 50%. In contrast, a cut and splice crossover
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O1 NE1 BS1

Global parameters:
uniform crossover

O2 NE2 BS2

L11 L12 L13 ... L1n

Layers: cut-and-splice

L21 L22 L23 ... L2m

After crossover

O1 NE2 BS2

O2 NE1 BS1

L11 L23 ... L2m

L21 L22 L12 L13 ... L1n

Figure 5: External crossover: global parameters are swapped with a probability of 0.5; layers
are crossed using cut-and-splice, that is, one cut point for each individual is randomly selected
and then the left part of first individual is concatenated with the right part of the second, and
vice-versa.

is applied over the layers section. It allows to build new configurations of dif-
ferent sizes, allowing to decrease or increase the network architecture. In this
crossover model, two points p1 and p2 are randomly selected while satisfying
1 < p1 < n and 1 < p2 < m, where n and m are the number of layers of
each individual. These two conditions ensure that the first and last layer are
always located in the correct place, since the number of neurons is linked to
the number of features and the number outputs respectively for the first and
last layer. Moreover, cut points are selected in a way that after swapping parts,
the sequence of layers is still valid (see Section 3.1) and the number of layers
does not exceed the maximum number of layers set at the beginning. This is
achieved taking into account the number of layers left to the maximum number
of layers, and restricting the selection of the cut point to be within a safe range
according to the aforementioned number. In other words, the operator selects
both cut points in a way that the number of layers of the left part for the first
individual, plus the number of layers of the right part for the second individual,
and vice-versa, do not exceed the maximum number of layers allowed. This can
be done because the operator selects first one of those cut points so the second
one can be selected fulfilling the aforementioned requirement.
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This global crossover method allows to create two new individuals where each
global parameter is crossed uniformly and two new layer structures are composed
by cutting the parent structures at two random points, provided the probabilities
are satisfied. This only move layers between individuals as a whole without
entering into their specific layer parameters, though. To build individuals where
the internal parameters are also exchanged, a layer level crossover is applied
(internal crossover). Starting from the first layer (see Fig. 6), two analogous
parameters (pi and p′j belonging to two layers Ll and L′l placed in the same
position l of two different individuals) are crossed until the penultimate layer of
the shortest individual is reached, while the last layer of each individual is also
crossed:

l < min(n,m) ∨ l = max(n,m). (2)

This approach aims to cross the maximum number of parameters, even if
they come from different layer types, since there is a number of common pa-
rameters.

L11 L12 L13 L14

L21 L22 L23 L24 L25 L26

Figure 6: Internal crossover: layer parameters that appear on both layers in the same relative
position within the individual might be swapped. Parameters from the last layer of one
individual can only be swapped with parameters from the last layer of the other individual.
If individuals have a different number of layers, then there are layers not affected by the
operator.

4.3.2. Mutation operator

In a same way as the crossover method, the mutation, or variation, operator
has been designed with the encoding of the individuals in mind. It also works
at the two previously mentioned levels: global parameters and layers. At the
first one, every global parameter of an individual is mutated following again
a uniform approach, where each parameter is given a new random value with
a probability of 50% (if the global mutation probability is met). Each new
random value is generated based on the range of values in the case of numerical
parameters, or based on the list of values if it is a categorical parameter.

Regarding the layer level mutation, the method randomly selects a point of
insertion within the sequence of layers and then inserts a valid sub-sequence of
1, 2 or 3 layers obtained from the FSM defined at the beginning of this section
to ensure that the new sequence remains valid. This insertion only takes place if
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the final sequence of layers has at most the number of maximum layers defined
at the beginning of the algorithm.

The internal parameters of each layer are mutated following the same scheme
as global ones, performing an uniform operation parameter by parameter, layer
by layer, allocating new values based on the rules defined by the user.

4.4. Fitness function

Finally, the fitness of each individual in EvoDeep represents a measure about
how good it is, and in our approach it has been defined by the accuracy achieved
after executing a Deep Neural Network whose configuration is determined by
the individual phenotype. This value sets an objective to be maximised, as it is
pursued to obtain an individual able to reach the maximum accuracy possible.
When comparing individuals to detect duplicates, a comparison parameter by
parameter is performed, since the fitness is not a reliable measure as it can vary
between executions of the Neural Network depending on its weight’s initiali-
sation. Finally, although the training process is performed based on the error
performance in the training dataset, at the end of its execution the network
is evaluated in a validation dataset (a portion of the original data randomly
extracted). This allows to calculate the fitness of the individuals based on a set
of data different from the one used to evolve the network weights, and allows
to provide a more realistic value of the evolutionary process. At the same time,
using this validation dataset allows to minimise the possible overfitting effect
produced by the DNN operation.

5. Experimental setup

This section describes the Evolutionary Algorithm parametrisation as well
as the parameters of the Deep Neural Network composing the search space.

5.1. Keras

We used Keras [38], a high-level library for Artificial Neural Networks with
support for both backends Theano and TensorFlow, to execute the Deep Neural
Networks defined by the individuals generated by EvoDeep algorithm. Due
to the capabilities of the library, it is possible to run the experiments using
both Theano and Tensorflow as the execution environment, being the latter the
backend selected for our experimentation.

5.2. TensorFlow

TensorFlow [43] is an Application Programming Interface (API) for defining
and running Machine Learning algorithms developed by Google and available2

under the Apache 2.0 license. The system can be used to express a wide variety

2www.tensorflow.org
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Parameter Description Value

Ngen Number of generations 20
Nstop Early stop generations 5

µ Number of individuals selected
to generate next population

5

λ Number of individuals to create
in every generation

10

pR Recombination probability 0.5
pV Mutation probability 0.5
pL Probability of adding new layers 0.5

Table 1: Parameters used to run EvoDeep.

of algorithms, such as training and inference algorithms for Deep Neural Net-
work models, and is capable of running them on many kinds of systems such
as handheld devices, distributed systems including several machines and GPU
cards. TensorFlow has been used broadly for researching and deploying Ma-
chine Learning systems across many areas, including computer vision, speech
recognition, information retrieval and robotics.

5.3. Evolutionary Algorithm parametrisation

Regarding the parametrisation of the Evolutionary Algorithm, we took into
account the time needed to evaluate every individual that, in turn, is pretty
high. In order to mitigate this problem, we decided to limit the maximum
number of generations to 20, although there is an early stop condition that
avoids unnecessary iterations of the algorithm stopping it when the average
fitness of the population does not change over the last 5 generations. As defined
in Section 4, the algorithm follows a (µ+ λ) generational scheme with µ = 5
and λ = 10. The probability of recombination and mutation has been set as
pR = 0.5 and pV = 0.5, respectively, with the probability of adding new layers
during the variation stage being 0.5 as well. These parameters were empirically
chosen in order to meet a trade-off between the execution time and the accuracy
achieved by the algorithm.

5.4. Deep Neural Network parametrisation

In addition to the parameters of the Evolutionary Algorithm, the deep learn-
ing system has its own parameters that are, in turn, optimised by the former.
Table 2 describes every parameter as well as its range of values or list of categor-
ical values that has been encoded in the algorithm. Global parameters are those
that affect the architecture as a whole while those labelled as Layer parameters
are different for each layer in the architecture. Some of the latter are common
to any kind of layer (LTi, INITi, ACTi) while others are specific to a type of
layer (NOi, Pi, NFi, NROWi, NCOLi, BIASi, BDi, POOLi, STRi).

16



Parameter Definition Scope Values

Oi Optimizer Global Adam, SGD, RMSprop, Adagrad,
Adamax, Nadam

NEi Number of epochs Global Min: 2, Max: 20, Step: 2

BSi Batch size Global Min: 100, Max: 5000, Step: 100

LTi Layer type Layer Dense, Dropout, Convolution2D, Max-
Pooling2D, Reshape, Flatten

INITi Initialization function Layer Uniform, Lecun uniform, Normal, Zero,
Glorot normal, Glorot uniform, He nor-
mal, He uniform

ACTi Activation function Layer Relu, Softmax, Softplus, Softsign,
Tanh, Sigmoid, Hard sigmoid, Linear

NOi Number of outputs of each
layer

Layer (Dense) Min: 10, Max: 500, Step: 20

Pi Fraction of the input units
to drop

Layer (Dropout) Min: 10%, Max: 80%, Step: 10%

NFi Number of filters to apply Layer (Convolution2D) Min: 5, Max: 50, Step: 5

NROWi, NCOLi Rows and columns of the
kernel

Layer (Convolution2D) Min: 3, Max: 15, Step: 2

BIASi Whether to include a bias Layer (Convolution2D) True, False

BDi Behaviour of the operator
at the borders

Layer (Convolution2D,
MaxPooling2D)

Valid, Same

POOLi Size of the pooling Layer (MaxPooling2D) Min: 2, Max: 6, Step: 1

STRi Step taken between pool-
ings

Layer (MaxPooling2D) 2, 3, 4, 5, 6

Table 2: Parameters involved in the evolutionary search, the scope (Global or Layer) in which
they are defined, and range of values evaluated.

5.5. Dataset

In this paper, we have performed several experiments using the well known
MNIST dataset3. This dataset contains a huge number of handwritten digits,
which are centered in a 28x28 pixels pictures. Each pixel is linked to an in-
teger value which ranges from 0 to 255, defining the grey level from white to
black. Many works have used this dataset to train and test new classification
algorithms.

6. Experimentation

This section aims to analyse the performance of the solution proposed in
the previous sections at defining a proper selection of parameters for training a
Deep Neural Network. Furthermore, it also provides details related to the most
profitable configurations, such as the importance of each particular initialisation
function and shows the best individuals found by the algorithm.

6.1. Evolutionary search performance analysis

In first place, different executions of the proposed solution have been run in
order to evaluate its ability to maximise the accuracy in a particular problem.

3http://yann.lecun.com/exdb/mnist/
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Figure 7: Evolution of the average accuracy achieved by the population for 10 different exe-
cutions through the evolutionary procedure.

Ten different executions have been performed, delivering a sorted list of individ-
uals by their fitness, measured as the accuracy in the validation dataset. Results
are shown in Fig. 7. Each line represents a different execution where each point
indicates the average accuracy achieved by the whole population at a particular
generation. The evolutionary search produces a fast convergence, requiring just
one generation to build promising candidates with 90% of accuracy. Although
the maximum number of generations was fixed to 20, in the fifth generation the
accuracy is stabilised and few changes are reported in the following ones. This
result supports an important goal of this paper: to build accurate models in the
shortest possible time.

The results achieved have also been analysed from the perspective of the
evolution of the accuracy throughout the different executions. Fig. 8 draws
this evolution for the best individual found based on its evaluation with each
different dataset. There are two remarkable findings which can be extracted.
On the one hand, validation and test results are very close, which is a fact of
significant importance, given that the first one is used to lead the evolutionary
search, where an improvement in the validation dataset will be linked to an
enhanced test accuracy. On the other hand, the accuracy shaped by the test
dataset is also near to the results showed by the training dataset. These results
can also be seen in Table 3, which shows the summary of the accuracy achieved
by the best individual for each execution. The average accuracy in the test
dataset was 98.42% ± 0.39, which means just 1.32% of difference. The best
value in the test was obtained in an execution with nearly a 99% of accuracy.
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Figure 8: Evolution of the average accuracy achieved by the best individual for each execution
in training, validation and test datasets

Training dataset Validation dataset Test dataset

Minimum 99.23% 97.93% 97.89%
Median 99.80% 98.66% 98.51%
Mean 99.74%± 0.25 98.57%± 0.38 98.42%± 0.39

Maximum 99.99% 99.06% 98.93%

Table 3: Mean, median, minimum and maximum values of the best individual for each exe-
cution in the training, validation and test datasets.

6.2. Parameters configurations analysis

Regarding the importance of each parameter in maximising the outcome of
the model, it has also been studied their distribution among the best individual
delivered by each execution. Fig. 9 shows the distribution for the activation
functions (Fig. 9a), the initialisation functions (Fig. 9b) and the layers types
defined (Fig. 9c). These figures are made based on the number of occurrences
of each possible parameter value in the best individuals, which enables to under-
stand the particularities under the most profitable configurations. Each polygon
drawn in these figures represents the best individual for each execution.

By analysing the distribution of the different activation functions employed
in the evolutionary search (Fig. 9a), it can be seen that the hyperbolic tangent,
the Rectified Linear Unit (ReLU), which has a threshold located at zero and
aims to accelerate the convergence, and the Softplus activation function, which
is a smooth version of the ReLU, are those preferred by the algorithm as they
improve the fitness of the global architecture. There is also a specific individual
where the softsign activation function, based on quadratic polynomials, plays
a key role. In contrast, linear, sigmoid, hard sigmoid and softmax activations
adopt clearly a secondary role, as they are not as frequent among the best
configurations.
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In the case of the initialisation functions (see Fig. 9b), the results show a
significantly different behaviour from that provided by the activation functions.
The individuals distributions are scattered without clear patterns, meaning that
there are not clearly differentiated or promising functions, except for the normal
initialisation function, which is well represented in a subset of the solutions. This
plot also arises that the less helpful for the individuals is the LeCun uniform
function, based on an uniform distribution taking into account the number of
inputs.

Finally, Fig. 9c represents the level of involvement of the different layer
types in building the best individuals. In this case, the fully connected layer
(i.e. Dense) is the most representative layer among all the individuals. This is
to be expected, since this layer is in charge of defining the relations that connect
the inputs with the outputs. Furthermore, there are other two layers that are
used more frequently than the rest: Dropout, which randomly sets the output
of some neuron to 0, and Convolution2D, which is the keystone of convolutional
Deep Neural Networks. In fact, the latter appears on the top 2 architectures,
that is, those individuals that achieved the best accuracies, as it is described in
the following subsection.

6.3. Analysis of the best architectures found by EvoDeep

After analysing the DNN architectures that EvoDeep is able to achieve, the
best two accuracies values, from the final population of each run altogether, we
found that both are mainly made of Dense and Convolution2D layers, which, in
addition and taking into account the results shown on the previous subsection,
points at the good performance achieved by Deep Neural Network architectures
that combines both types of layers.

As shown in Figure 10, best individuals (in terms of accuracy in the valida-
tion dataset) have nearly the same number of layers (7 and 8 respectively) and
a rather similar architecture: both have an initial sequence of Reshape, Convo-
lution and Flatten as well as two Dense layers at the final zone of the sequence.
Although the main difference between them are the Dropout and MaxPooling2D
layers, the global functioning of both architectures is rather similar. Initially,
data is reshaped as a matrix in order to be processed by the convolution layers,
which then extract information and features from the matrix by applying the
filters. After that, the matrix is converted to vectors and then there is some
kind of information summarising in both architectures: by the Dropout layer
in the former, which discard some of the information learned by the previous
Dense layer, and also by the MaxPooling2D layer in the latter, which reduces
the dimensionality of the data.

From the perspective of layers’ parameters, it is noteworthy the size of the
kernel filters applied on both architectures: the former uses a different number
of filters which are, in turn, of different sizes while the latter uses the same
number of filters with a similar size among the three Convolution layers. In
fact, the parameters of the convolution layers in the former architecture are all
distinct, which may suggest that combining very different convolution layers is
better than using the same parameters for them. Regarding the complexity
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Figure 9: Probability of occurrence of the different parameter values.

Dense layers, both architectures have a high number of neurons in them (350
and 410 respectively).

7. Conclusions and Future Work

Deep Neural Networks are able to tackle complex classification problems us-
ing a large number of features that generate s complicated relationships between
them. In contrast to the good performance of DNNs, their specification involves
designing large architectures of layers and setting up their parameters. This pro-
cess is usually made by hand, hence representing a bottleneck in the process of
designing DNNs to solve complex problems. To tackle the previous problem,
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(a) (b)

Figure 10: Best two individuals found by the algorithm, achieving accuracies of 98.67% and
98.93% for (a) and (b), respectively.

this paper presents EvoDeep, a new an automated approach that search for the
the best architecture of layers, as well as their optimum parameters, by means of
an Evolutionary Algorithm. The algorithm is guided by the accuracy achieved
by the DNN using one dataset, the MNIST dataset, but it could be changed to
another one with ease. Furthermore, the algorithm includes a Finite-State Ma-
chine to ensure that all the architectures generated are valid sequences of layers,
as they have restrictions on their inputs and outputs types. The experimental
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results show that EvoDeep is able to build valid DNNs architectures that, in
turn, achieve good accuracies when using the aforementioned dataset.

One of the biggest problems found is the high computational resources
needed to train the DNN, so as future work we are planning to study if it
would be possible to reduce the training time. In addition, it would be interest-
ing to check the algorithm using additional datasets and study its performance,
in a way that it is possible to publish the algorithm as an optimization tool for
Keras and other implementations of TensorFlow.
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