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Abstract

Context: Modern Code Review (MCR) is a widely known practice of software quality assurance. However, the existing
body of knowledge of MCR is currently not understood as a whole. Objective: Our goal is to identify the state of
the art on MCR, providing a structured overview and an in-depth analysis of the research done in this field. Method:
We performed a systematic literature review, selecting publications from four digital libraries. Results: A total of 139
papers were selected and analyzed in three main categories. Foundational studies are those that analyze existing
or collected data from the adoption of MCR. Proposals consist of techniques and tools to support MCR, while
evaluations are studies to assess an approach or compare a set of them. Conclusion: The most represented category
is foundational studies, mainly aiming to understand the motivations for adopting MCR, its challenges and benefits,
and which influence factors lead to which MCR outcomes. The most common types of proposals are code reviewer
recommender and support to code checking. Evaluations of MCR-supporting approaches have been done mostly
offline, without involving human subjects. Five main research gaps have been identified, which point out directions for
future work in the area.
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1. Introduction

Code review is a widely known practice of software
quality assurance. It consists of developers, other than
the author, manually checking code changes before they
are integrated into the main code repository. The goal is
to look for defects or improvement opportunities without
the software execution and before the product delivery,
thus reducing the costs of fixing them later [1]. Due to
the adoption of agile methods and distributed software
development, code reviews are currently done in a less
formal way than in the past, reducing the inefficiencies
of its early form, namely software inspections [2]. The
lightweight variant of code review has been referred to as
modern code review (MCR) [3], which is a flexible, tool-
based, and asynchronous process. The focus is on small
code changes, and reviews happen early, quickly, and fre-
quently, which helps detect defects and problem-solving,
among other benefits [4]. Moreover, because MCR is me-
diated by tools, it is possible to leverage MCR databases
to learn from them and build complementary tools [5, 6].

The increasing popularity of MCR in open source and
industrial projects motivated studies on the practice, re-
sulting in a large and also increasing body of knowledge in
the literature. Due to this, it is a challenge to identify the
main contributions, difficulties, and research opportunities
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related to MCR. Therefore, it is important to gather and
review the existing contributions to be able to understand
the state of the art and guide future efforts.

Our goal in this study is thus to obtain a comprehen-
sive overview of the literature on MCR, which is helpful
for researchers and practitioners to understand what has
already been explored, open questions, and lessons learned
about the practice. To achieve this goal, we present the re-
sults of a broad and in-depth systematic literature review
of research work on MCR. Following a systematic method
to search, select, and analyze relevant studies, 139 (out of
825 retrieved) papers have been investigated. We focus
on answering three research questions, each related to a
different type of study. Each type corresponds to one of
the three main typical types of research contributions in
this context. Foundational studies are those that an-
alyze existing or collected data related to MCR, exploring
various aspects of the practice and deriving knowledge to
improve it. From these studies, we discuss their key find-
ings, which consist mainly of evidence about the practice
in real settings, such as common characteristics, influenc-
ing factors, process variants, and impact of the practice.
Proposals consist of proposed approaches, such as tech-
niques and tools, to support MCR. Learning the proposals
that are currently available allows researchers to under-
stand and address limitations of existing support to MCR
and practitioners to know what is available for them to
improve the MCR practice in particular projects. Lastly,
evaluations are studies to assess a proposed approach
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or compare a set of them. We compile how existing ap-
proaches compare to each other, thus providing evidence
of their effectiveness. Moreover, this analysis also provides
guidance for researchers to understand how to evaluate
their work on MCR. Furthermore, based on our collected
and analyzed data, we derive a new taxonomy of MCR re-
search and identify issues that remain unaddressed. This
paves the way for future work on MCR, which is a prac-
tice that has been largely used to improve the quality of
software systems.

There are previous secondary studies on MCR. Three
systematic mapping studies were done on this topic. Two
[7, 8] aimed at identifying themes that are typically target
of research, while that made by Coelho et al. [9] focused on
refactoring-aware code review. In addition, there are sys-
tematic literature reviews on MCR with a narrower scope
than ours. They cover the MCR benefits [10], the individ-
ual elements that impact on knowledge sharing [11, 12],
and the situational variables influencing sustainability in
MCR [13, 14]. In addition, Doğan et al. [15] conducted
a narrative literature review to investigate the validity of
ground truth data in reviewer recommender studies. Al-
though these secondary studies are relevant contributions
to the field, our review takes a step further by making a
broader and in-depth analysis of the literature and cap-
turing a structured view of their key findings.

We next provide background on MCR. The methodol-
ogy adopted to perform our systematic literature review
is presented in Section 3, followed by the analysis of its
results that are described in Sections 4–6. Insights de-
rived from our study and its limitations are discussed in
Section 7. In Section 8, we conclude.

2. Background on Modern Code Review

The term modern code review (MCR) was first used
by Cohen [16] and became popular by the study of Bac-
chelli and Bird [3]. There are no strict guidelines for
adopting MCR, causing it to be a flexible practice. The
overall idea is that developers other than the author—i.e.
the reviewers—assess code changes to identify both defects
and quality problems and decide whether the changes will
be discarded or integrated into the main project repository.
MCR is mainly characterized by being asynchronous and
supported by tools, occurring regularly integrated with the
routine of developers [3, 17].

To understand how MCR generally works, we summa-
rize in Figure 1 a typical MCR process, capturing tasks
performed to review a code change using well-known code
review tools, such as Gerrit and the pull-request system
of GitHub. Each organization or project can have a cus-
tomized MCR process with particular tools, policies, and
culture. Figure 1 splits the MCR tasks into two phases,
Review Planning and Setup and Code Review, where the
former consists of tasks to enable the review to take place,
while the latter is the phase when the code is assessed and
decisions based on the review are made. These tasks are

Review Planning and Setup

1
Preparation

2
Reviewer
Selection

3
Reviewer

Notification

Code Review

4
Code

Checking

5
Reviewer

Interaction

6
Review

Decision

Modern Code Review

Changed
code

Description of
changed code

Selection of
candidate
reviewers

Invitation of
selected reviewers

Manual checking  Reviewers provide
feedback and

discuss the changes

{	}

Discard of
changed code 

Reject

Integration of
changed code 

Accept

{	}

Adjust the
changed code

Rework

{	}

Reviewers accept,
reject, or request

rework

Follows the software
development process

Figure 1: An overview of the tasks of modern code review.

performed by at least two roles, namely author and re-
viewer. The author is a developer who changes the source
code and creates a review request for it, while the reviewer
(typically also developers) is responsible for reviewing the
code and giving feedback. In particular settings, there
might be other roles, such as maintainer [18] (a developer
responsible for a system’s module and is required to ap-
prove code changes in it) and commenter [19] (who can
provide comments but not make decisions).

The first phase, Review Planning and Setup, consists
of three main tasks. In the first (Preparation), the author,
who has a unit of work to be reviewed, prepares a review
package composed of the changed code accompanied by a
description providing additional details of the change. In
the Reviewer Selection task, suitable reviewers that likely
can or should inspect the review package are selected. Fi-
nally, in the Reviewer Notification task, reviewers receive
a notification inviting them to perform the review.

In the second phase, Code Review, the process of an-
alyzing the code for defects and improvement opportuni-
ties takes place. Each reviewer individually performs Code
Checking, assessing changes and comparing it with previ-
ous versions. They also interact among themselves and
with the author (Reviewer Interaction), writing feedback
comments, annotating snippets of code, or promoting a
discussion to clarify issues. Based on this interaction, re-
viewers make a decision on the review request (Review
Decision), which can be accept, reject, and rework. The
last results in a new review cycle to take place after the
code is updated according to the reviewer feedback.

How each MCR task occurs in a concrete way depends
on the selected supporting tools and customization made
in particular projects. Tools can be used to, e.g., man-
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Figure 2: Main steps of our systematic literature review.

age review requests, select reviewers, visualize and ana-
lyze code changes, register annotations, and manage the
discussions. Additional tools can be used to automatically
assess code changes, check for standards, collect metrics,
indicate potential bugs, and so on. Feedback can be given
in the form of comments or votes, and a vote can be done
in different scales.

The flexibility of MCR allows it to be employed by
teams and organizations in various settings using different
technologies. It has been used in GitHub to review pull-
requests and in industry, assisted by proprietary software
with code review features or well-known code review tools,
such as Gerrit. The MCR flexibility and its tailored adop-
tion in different contexts motivated research to identify
and understand this practice as well as improve it. This
led to many studies, which are surveyed in this work.

3. Systematic Literature Review

To perform our systematic literature review (SLR), we
followed the guidelines proposed by Kitchenham and Char-
ters [20]. We executed three main steps—Review Plan-
ning, Review Execution, and Data Analysis and Synthesis—
which are illustrated in Figure 2. This section details the
protocol followed to conduct our SLR and the results of
the literature search and selection.

3.1. Systematic Review Planning

3.1.1. Research Goals

Our goal is to obtain a comprehensive overview of the
literature on MCR. Over the past years, this topic received
significant research interest, which led to many studies.
Our goal is to gather, structure, and compare studies’
findings. Such an in-depth analysis of research on MCR
is helpful for researchers to understand what has already
been explored and open questions. It is also useful for prac-
titioners, who can learn how to achieve better outcomes
with MCR by identifying how to adjust the MCR prac-
tice in particular settings and becoming aware of existing
approaches that can be adopted to support the practice.

3.1.2. Research Questions

Based on our goal, our main research question is: what
is the state of the art of research on modern code review?
Considering this broad research question, we focus on dif-
ferent types of research work, covering three typical re-
search directions: foundational studies, which are those

Table 1: Search results by source.

Databases URL #Studies

ACM DL http://portal.acm.org 291
IEEE Xplore http://ieeexplore.ieee.org 394
ScienceDirect http://www.sciencedirect.com 122
SpringerLink http://link.springer.com 76

Duplicates 58

Total (including duplicates) 883
Total (excluding duplicates) 825

that analyze existing or collected data associated with
MCR to gather knowledge about the practice that pro-
vide practitioners with knowledge to improve the adop-
tion of the practice or researchers with findings to build
further research on them; proposals, which consist of
novel techniques and tools to support MCR, and evalu-
ations, which are studies to assess a proposed approach
or compare a set of them. This leads us to the following
specific research questions (RQ).

• RQ-1: What foundational body of knowledge has
been built based on studies of MCR?

• RQ-2: What approaches have been developed to
support MCR?

• RQ-3: How have MCR approaches been evaluated
and what were the reached conclusions?

3.1.3. Search Strategy

To find the studies that are relevant to our work, we
selected four databases, shown in Table 1, which store pa-
pers published in many key software engineering confer-
ences and journals. Our search does not include other
databases, e.g. Google Scholar and arXiv, because they
provide pointers to papers already stored in our searched
databases or include non-peer-reviewed papers. We focus
on papers that are peer reviewed as a means to obtain
evidence of the quality of their research.

To retrieve the publications from the selected databa-
ses, we used as keyword the term code review and the
following synonyms: code inspection, software inspection,
and formal inspection. Though our goal is to identify work
on MCR, some authors use the term inspection but refer
to a lightweight process. We, therefore, identified whether
papers focus on MCR not by the adopted term but by
their description of the practice. The term code review is
a substring of other synonyms, e.g. modern code review,
changed-based code review, contemporary peer code re-
view, and peer code review. Thus, there is no need to
include them. The only term not covered, which was used
by a few authors, is peer review because it leads to a huge
amount of papers related neither to MCR nor to Computer
Science and would make the SLR infeasible to be done in
a timely manner. Our resulting search string is as follows.
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Table 2: Inclusion criteria (IC) and exclusion criteria (EC).

Criteria

IC-1 The paper presents a study of foundational as-
pects of MCR.

IC-2 The paper proposes an approach to support
MCR.

IC-3 The paper presents an evaluation of an MCR
approach.

EC-1 The paper does not focus on MCR as a review-
ing practice made by peers within the software
development.

EC-2 The paper is not written in English.
EC-3 The content of the paper was also published in

another more complete paper, which is already
included.

EC-4 We have no access to the full paper.
EC-5 The content is not a scientific paper of at least

four pages.

Search String: “code review” OR “code inspection”
OR “software inspection” OR “formal inspection”

3.1.4. Selection Criteria

The papers retrieved by querying search databases are
filtered using selection criteria, summarized in Table 2.
To be selected, a primary study must satisfy at least one
inclusion criterion and no exclusion criterion.

Our EC-1 excludes studies that use MCR as a motiva-
tion or as an example of context where an approach can
be applied. Their focus is on techniques that can be in-
corporated to MCR. For example, this is the case of static
analysis approaches that can be used by reviewers or as
part of an automated reviewer but can also be applied
to any context to automatically analyze the source code.
This EC also excludes studies that focus on code review
being used for purposes other than software development,
such as teaching software engineering.

3.2. Review Execution

The execution of the review protocol detailed in the
previous section led to the results described as follows.

3.2.1. Search Execution

Our search string was customized according to the spe-
cific syntax of each search engine. We searched within
the abstracts of the publications. Due to limitations in
the Springer Link database, which does not allow searches
in abstracts, we considered paper keywords instead. We
searched for papers published before or in 2019. The num-
ber of retrieved papers is shown in Table 1.

Table 3: Selection of studies based on inclusion and exclusion crite-
ria. In the full analysis, 33 papers matched two IC and two papers
matched three IC.

Step/Criterion IC-1 IC-2 IC-3 Total
Abstract analysis 228 146 45 378
Full analysis 98 60 37 158

EC-1 0
EC-2 0
EC-3 3 5 8
EC-4 0
EC-5 9 2 11
Selected studies 86 53 37 139

3.2.2. Selection of Primary Studies

To select primary studies, we first selected papers that
matched any inclusion criterion, based on their title and
abstract. Then, in a second step, we evaluated all inclu-
sion and exclusion criteria based on the full text of the pa-
per. Table 3 depicts the results of the execution of these
steps. After a precise specification of each IC and EC
and the joint analysis of papers for verifying a common
understanding of their meaning, each primary study was
analyzed by a single researcher. If the researcher could not
evaluate the satisfaction of any of the criteria, the opin-
ion of the second researcher was requested to minimize the
potential researcher bias. If there was no agreement, both
researchers discussed until they converged to a decision.

Papers that do not focus on MCR do not match any
IC. For example, there are studies excluded because they
focus on software inspection as a synchronous process with
an inspection meeting. Moreover, there are papers satisfy-
ing multiple IC, e.g. [21, 22], which describe a combination
of foundational studies (IC-1), proposed approach (IC-2),
and evaluation (IC-3). In addition, there are papers dis-
carded due to the satisfaction of ECs. Due to EC-1, we
excluded studies of pedagogical code review [23, 24] and
static analysis tools [25, 26]. As said, automated source
code analysis can be used in other contexts and, if we had
not excluded these studies, any approach that performs
static analysis should have been included.

Our final set of selected primary studies has a total of
139 publications. Papers are categorized according to the
IC that they satisfy: (i) foundational studies investi-
gate aspects of MCR or an experience report of the use
of MCR (IC-1); (ii) proposals describe novel approach
to support MCR, such as a tool, technique or method
(IC-2); and (iii) evaluations of MCR approaches (IC-
3). Throughout the paper, the highlighted terms are used
to refer to these study types. Although the majority of
papers present a single type of contribution, 35 include
two or three types of studies and are therefore in multi-
ple categories, as shown in the Venn diagram in Figure 3.
Table 4 shows the papers selected for analysis grouped by
category.
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Table 4: Selected primary studies.

Foundational Studies

Müller [27], McIntosh et al. [28], Shimagaki et al. [29], Bacchelli and Bird [3], Albayrak and Davenport [30], Beller et al. [31], Rigby and Bird
[4], German et al. [32], Rahman and Roy [33], Sadowski et al. [17], Bosu et al. [34], Thompson and Wagner [35], Yang et al. [36], Kitagawa
et al. [37], Izquierdo-Cortazar et al. [38], Bosu and Carver [39], Spadini et al. [40], Baum et al. [41], Bird et al. [42], Kononenko et al.
[43], Bosu and Carver [44], Thongtanunam et al. [45], Kovalenko and Bacchelli [46], Efstathiou and Spinellis [47], Bosu et al. [48], Rahman
et al. [21], Begel and Vrzakova [49], Dunsmore et al. [50], Hirao et al. [51], Thongtanunam et al. [52], Floyd et al. [53], Uwano et al. [54], Lee
and Carver [55], Meneely et al. [56], Bosu et al. [57], Sutherland and Venolia [58], Chandrika et al. [59], Asundi and Jayant [60], MacLeod
et al. [61], Ueda et al. [62], Armstrong et al. [63], Thongtanunam et al. [5], Ebert et al. [64], Kononenko et al. [65], Bavota and Russo
[66], Runeson and Andrews [67], Bosu and Carver [68], Liang and Mizuno [69], di Biase et al. [70], Panichella et al. [71], Swamidurai et al.
[72], Morales et al. [73], Baysal et al. [74], Rigby et al. [75], Bernhart and Grechenig [76], Duraes et al. [77], Murakami et al. [78], Li et al.
[79], Thongtanunam et al. [80], Baum et al. [81], McIntosh et al. [82], Baysal et al. [83], Hirao et al. [84], Alami et al. [85], Pascarella et al.
[86], Spadini et al. [87], Zanaty et al. [88], Hirao et al. [89], Ram et al. [90], Ebert et al. [91], An et al. [92], Ueda et al. [93], Norikane
et al. [94], Ueda et al. [95], Zampetti et al. [96], Ebert et al. [97], Jiang et al. [98], Paixao and Maia [99], Paul et al. [100], Paixao et al.
[101], El Asri et al. [102], Wang et al. [103], Baum et al. [104], Ruangwan et al. [105], Santos and Nunes [18]

Proposals

Yu et al. [106], Jiang et al. [19], Bosu et al. [34], Müller et al. [107], Balachandran [108], Barnett et al. [109], Rahman et al. [110], Zhang
et al. [111], Sripada et al. [112], Rahman et al. [21], Thongtanunam et al. [22], Hao et al. [113], Tao and Kim [114], Priest and Plimmer
[115], Soltanifar et al. [116], Duley et al. [117], Uwano et al. [54], Kalyan et al. [118], Ge et al. [119], Zanjani et al. [120], Tymchuk et al.
[121], Ahmed et al. [122], Baum et al. [123, 1], Nagoya et al. [124], Lanubile and Mallardo [125], Harel and Kantorowitz [126], Thongtanunam
et al. [5], Ebert et al. [64], Pangsakulyanont et al. [127], Xia et al. [128], Zhang et al. [129], Mishra and Sureka [130], Ouni et al. [6], Menarini
et al. [131], Perry et al. [132], Wang et al. [133], Xia et al. [134], Aman [135], Fejzer et al. [136], Fan et al. [137], Luna Freire et al. [138], Li
et al. [79], Baum and Schneider [139], Asthana et al. [140], Huang et al. [141], Wang et al. [142], Huang et al. [143], Wen et al. [144], Hanam
et al. [145], Liao et al. [146], Jiang et al. [147], Guo et al. [148]

Evaluations

Yu et al. [106], Khandelwal et al. [149], Müller et al. [107], Balachandran [108], Yang et al. [36], Barnett et al. [109], Rahman et al.
[110], Zhang et al. [111], Rahman et al. [21], Thongtanunam et al. [22], Tao and Kim [114], Baum et al. [150], Duley et al. [117], Peng
et al. [151], Hannebauer et al. [152], Ge et al. [119], Zanjani et al. [120], Thongtanunam et al. [5], Xia et al. [128], Ouni et al. [6], Menarini
et al. [131], Xia et al. [134], Aman [135], Fejzer et al. [136], Fan et al. [137], Luna Freire et al. [138], Mizuno and Liang [153], Runeson and
Wohlin [154], Asthana et al. [140], Huang et al. [141], Wang et al. [142], Huang et al. [143], Wen et al. [144], Hanam et al. [145], Liao et al.
[146], Jiang et al. [147], Guo et al. [148]

Foundational Study
(Total: 86 papers)

Proposal
(Total: 53 papers)

Evaluation
(Total: 37 papers)

2

28

4 1

79 papers

19 papers 6 papers

Figure 3: Distribution of primary studies in three main categories
and their intersections.

3.2.3. Data Extraction and Information Labeling

To answer each research question, we extracted infor-
mation from each study according to the facets indicated
in Figure 4. If a paper includes multiple types of study,
each study of the paper was analyzed separately.

To label the information collected from the studies as-
sociated with each facet, we used coding. Coding is used
to derive a framework of thematic ideas of qualitative data
(text or images) by indexing data [155]. All studies were
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・Projects

Key Findings

Types of MCR Studies

Foundational Study
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・Type	of	Study

Design
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・Variables	

Key Findings

Figure 4: Facets analyzed in each primary study.
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initially broadly analyzed to identify an initial set of codes.
Then, studies were analyzed in-depth, with the codes be-
ing refined in the process. Finally, some codes were merged
(when they conveyed the same underlying idea), result-
ing in our final set of codes. A classification was jointly
elaborated by the two authors of this paper, with defi-
nitions as precise as possible of each classification to be
made. To maintain consistency in the classification, the
studies of each main category, i.e., foundational stud-
ies, proposals, and evaluations, were carefully read,
analyzed, and coded by a single researcher. In cases in
which there was no certainty while classifying the paper
content based on the definitions, the two researchers ana-
lyzed the study and discussed until they converged on the
codes that should be used. From the 139 primary studies,
there were 27 (approximately 20%) cases in which the first
author faced uncertainty in the classification. Considering
the foundational studies, the researchers had five in-
teractions until they reached a final version of the codes.
There were four refinement interactions for proposals,
and for evaluations, there was the need for only two
interactions. For example, considering de refinement of
aspects related to foundational studies, we had in the
set of codes the labels Analysis of the Impact on Internal
Outcomes and Analysis of Activities Outcomes, which af-
ter the refinements were merged into Analysis of Internal
Outcomes because both included studies targeting internal
outcomes.

The coding process was performed at different levels
in each main category, as summarized in Figure 4. We
used coding to categorize information of the study focus,
methodology, and key findings of foundational stud-
ies. In the proposals category, we coded the approach
focus and its design. Then, studies in the evaluation
group were labeled considering their focus, design, and
key findings.

3.2.4. Findings of the Systematic Literature Review

The next three sections present our findings by groups
of studies (foundational studies, proposals, and eval-
uations), which are associated with our three research
questions, respectively.1 We first provide an overview of
the category and then we discuss the subcategories in de-
tail. Throughout the discussion, we highlighted the key
findings of each category using frames. At the end of each
section we answer the respective research question.

4. Foundational Studies

We classified the 86 foundational studies present
in the selected papers into seven categories, as presented
in Table 5. Most of the studies focus solely on MCR, while

1The complete analysis of each individual primary study can
be found online at http://inf.ufrgs.br/prosoft/resources/2020/
jss-code-review-slr.

eight investigate the relationship of the practice with other
approaches of software development. Studies classified as
practitioner perception of the practice and analysis of in-
nerworkings of MCR process analyze the state of the prac-
tice, exploring multiple aspects and sharing lessons learn-
ing from studies in real settings. Studies focusing on cross-
patch analysis search for links and patterns related to mul-
tiple reviewed patches. The other two categories—analysis
of internal outcomes and analysis of external outcomes—
investigate specific characteristics of the MCR process by
means of data analysis. A smaller set of studies explores
simulations or human body data (e.g., brain and eye ac-
tivity) to understand human aspects of reviewers. Finally,
there are papers that focus on the relationship of MCR
with other practices, which are classified as external as-
pects of MCR. Given this overview of the categories of
foundational studies, we next analyze each of them.

4.1. Practitioner Perception of the Practice

We identified in the literature 18 foundational stud-
ies that explore multiple perspectives of the MCR prac-
tice collecting the perceptions of the practitioners. In most
studies, the opinion and thoughts of practitioners were col-
lected by means of questionnaires [32, 43, 57, 58, 68, 76, 81,
97, 18], semi-structured interviews [34, 40, 41, 85, 90], or
both [17, 87]. Moreover, some studies complemented these
data using observation [3, 61] or meeting with practition-
ers [85], or deployed a specific tool to ask professionals
for feedback [90]. Half of these foundational studies
involve participants from both industry and open-source
projects. The remaining studies on perceptions of the
practice involved only participants from open-source soft-
ware (OSS) projects [32, 43, 68, 85] or only participants
from the industry [3, 17, 34, 41, 81, 18].

The studies that capture the practitioner perception of
the practice focus on four different MCR aspects, namely
(i) reviewing practices; (ii) social aspects; (iii) expected
benefits; and (iv) challenges and difficulties. The ma-
jority of the studies target only one aspect, while six of
them [3, 17, 41, 43, 57, 61] study multiple aspects. We
next detail the findings provided by these studies.

Finding 1: The perception of the MCR is collected
mainly through questionnaires (13 of 18 studies, ap-
proximately 72%) and provides evidence of practition-
ers’ opinions from industry (50% of the studies), open-
source projects (22%), or both (28%).

Reviewing Practices. More than a half of the studies
that collected the opinion of practitioners [34, 41, 43, 57,
58, 61, 76, 81, 85, 90, 97, 87, 18] aim to better understand
the MCR adoption. The goal is to identify the process
variations and how developers perform code review.

Six studies gathered perceptions of reviewing practices
in proprietary settings. To understand why code reviews
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Table 5: Taxonomy of topics researched in foundational studies.

Category Main Goal Typical Research Method #Studies

Practitioner
Perception of the
Practice

Learn from a developers’ perspective the
state of the practice of MCR

Collection and analysis of subjective or qual-
itative data with the opinion and thoughts of
the practitioners

18

Analysis of the
Innerworkings of
the MCR Process

Analyze the reviewing process in real
settings, sharing of insights and lessons
learned of the practice adoption

Contributions based on quantitative analysis,
experience or the analysis of a case study

6

Cross-patch
Analysis

Analyze the relationship among reviewed
patches and identify recurring patterns

Collection and analysis of data from code re-
view traces and software development history

3

Analysis of
Internal Outcomes

Understand key properties and metrics
associated with the MCR process and
what influences them

Collection and analysis of data of code in
repositories or collected in experiments

39

Analysis of
External Outcomes

Understand how MCR influences out-
comes external to the review process
(code and product quality)

Collection and analysis of data from reposi-
tories of code review, version control systems
and issue trackers

13

Human Aspects of
Reviewers

Understand human behavior and individ-
ual aspects of the reviewers

Simulations or experiments to collect human
body data (e.g., brain and eye activity)

9

External Aspects of
MCR

Analyze of the relationship between MCR
and other software development practices

Experiments or data analysis from software
development history

8

are used, Baum et al. [41] interviewed professionals to
identify factors influencing the adoption of MCR in the
industry, reporting several variations observed in the re-
view process. They also presented a list of factors shaping
that process, which are organized into five categories: cul-
ture, development team, product, development process,
and tools. The authors also reported that code review
is most likely to remain in use when embedded into the
development process. In a posterior study, Baum et al.
[81] refined this finding surveying professionals from com-
mercial teams. They concluded that MCR (i.e. change-
based code review) is the most common type of review
and the risk of review fade away increases when there are
no rules or conventions, which supports previous findings.
In addition to these findings, Bernhart and Grechenig [76]
reported a positive effect of continuous review practice on
the understandability and collective ownership in a partic-
ular project. Two works focused on investigating commu-
nication in MCR [58, 34]. There is evidence of face-to-face
and digital communication, not restricted to a tool that is
dedicated to support MCR [58]. Overall, this communica-
tion is perceived as useful and helps developers understand
the design rationale. Specifically, the review feedback is
useful when it helps the author improve the code quality
and triggers a code change [34]. Nevertheless, review com-
ments with questions for clarifications are not considered
useful by authors, but they may be useful to the reviewers.
Moreover, another study [18] explored the opinion of pro-
fessionals of how different factors (such as the patch size)
influence internal outcomes of MCR (such as its duration
and provided feedback). According to the study partici-
pants, the large number of active reviewers has a positive
influence on the number of comments, while a large patch
size and having more teams involved might have a negative
influence on the review duration.

The perception of the practitioners of reviewing prac-
tices was also investigated in OSS, to understand why code
review works in this context. Alami et al. [85] identified
that in OSS the practice is more related to human and so-
cial aspects, particularly the hacker ethics. This study also
observed that rejections and negative feedbacks are com-
mon in such a context, but there are professionals who
perceive it as an opportunity for learning and technical
growth due to the iterative improvement cycle. Concern-
ing the practice quality, review feedback is also pointed out
as a key aspect by Kononenko et al. [43]. The thorough-
ness of the feedback is associated with the review quality
by practitioners as well as the reviewer’s familiarity with
the code, which is also observed in studies relying on ob-
jective data (discussed in later sections).

Lastly, the perception of practitioners on code review
are also explored by research work that consider both con-
texts, i.e. OSS and industry. Ebert et al. [97] focused on
exploring the main causes of confusion during a review
and found as frequent reasons the missing rationale, dis-
cussion of non-funcional requirements, and lack of famil-
iarity with code. To cope with this confusion, 13 strategies
were identified, such as information requests, improved fa-
miliarity with the existing code, and off-line discussions.
Ram et al. [90], in turn, identified what makes a change
easier to review. They concluded that reviewability can
be defined through several factors, such as change descrip-
tion and size. Moreover, Spadini et al. [87] explored the
opinion of practitioners on test-driven code review (TDR),
a variation of MCR when test-code is reviewed before the
production code. They examined the perception of both
problems and advantages of TDR, concluding that devel-
opers prefer to review production code as they consider it
more critical and tests should follow from it.
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Finding 2: Multiple factors influence the adoption
of MCR. In the industry, its adoption is influenced
by culture, product, tools, development process, and
team. In open-source projects, the influence is more
related to human and social aspects, particularly
hacker ethics.

Finding 3: The review feedback is perceived as valu-
able when it provides an opportunity to learn or im-
prove the code.

Social Aspects. MCR is a collaborative activity that re-
lies on intensive human interaction. This motivated the
researchers to investigate the social issues that emerge
from the interaction among peers. There are three studies
that focus on social aspects associated with MCR based
on the developers’ perceptions. German et al. [32] inves-
tigate fairness, analyzing how practitioners perceive the
treatment given and received in code review. The results
indicate that a significant proportion of participants per-
ceives unfairness in MCR. This observation is more com-
mon among authors than reviewers. The other two stud-
ies [57, 68] explore the impression of reviewers about their
teammates, more specifically, how it is formed and its im-
pact on the practice. A key finding in both these studies
is that MCR might impact on the impression formation,
especially in building a perception of expertise. However,
a poorly made code change may negatively impact this
impression, also affecting how reviewers treat particular
authors of changes in future reviews.

Expected Benefits. The key benefit expected of software
inspection was the early defect identification. Though the
analyzed studies also reported this as an expected benefit
of MCR, only one survey [3] points out defect identification
as the primary expected benefit of MCR, being other bene-
fits higher ranked. Most surveys report code improvement
as the main desired benefit of MCR [41, 57, 61], which
means obtaining a better internal code quality, readabil-
ity, and maintainability. Knowledge sharing and learning
also emerged as key expectations [17, 41, 57]. In this case,
people involved in a review desire to gain knowledge about
the code, module, or coding style, for example. Moreover,
practitioners also expect to discuss alternative solutions
during the reviewing process, collaboratively developing
new and better ideas [3, 41]. In summary, (1) the two
main expected benefits are code quality improvement and
defect identification; and (2) MCR promotes additional
benefits, such as knowledge sharing and learning.

Challenges and Difficulties. Five studies [17, 40, 41,
43, 61] investigate what difficulties developers face when
performing the code review activity, especially in an in-
dustrial environment. Understanding the motivation and

purpose of a change has been pointed out as a challenge
for practitioners of MCR [3, 61, 43, 17]. There are stud-
ies [43, 17] that indicate that gaining familiarity with the
code is a technical challenge faced by reviewers because
reviewing an unfamiliar code might result in misunder-
standings. Moreover, in the context of reviewing a test
code [40], test files require developers to understand not
only the code being reviewed (test files) but also the asso-
ciated production files.

The other MCR challenges reported in the reviewed lit-
erature are more scattered. Two of the five studies [43, 61]
indicated time management as a challenge. In the study
that focused on reviewing test code [40], developers indi-
cated that they have a limited amount of time to spend on
reviewing, being driven by management policies to review
production code instead of test code, which imposes a dif-
ficulty to review this type of code. Tools are also reported
as challenges in two studies [17, 43] because they are not
suitable for a particular context or its customization may
lead to misunderstanding.

In summary, code comprehension has been the main
challenge faced by developers when reviewing a code change.
Other difficulties are also reported, such as time pressure
and tool support.

Finding 4: The practitioners expect as effect of MCR
the improvement of code quality and defect detection.
Additionally, there are expectations related to knowl-
edge sharing and learning. The main perceived chal-
lenge is to understand the code change, its purpose,
and motivation.

4.2. Analysis of the Innerworkings of the MCR Process

Six studies focus on understanding the internal mech-
anisms (i.e. innerworkings) of the MCR process, sharing
findings, experiences and lessons learned from the adop-
tion of MCR in real settings. Three of them share insights
on the use of MCR in particular projects [42, 38, 74], while
three studies report findings, lessons learned and recurrent
practices of MCR in more than one setting [75, 4, 99].

Particular projects were investigated to understand the
effects of process changes or the adoption of a particular
tool on MCR, resulting in scattered findings. Izquierdo-
Cortazar et al. [38] worked together with the developers
of the Xen Project in the analysis of internal aspects of
MCR to understand how the performance of code review
evolves. In another study [74], data of Mozilla Firefox was
examined to verify the differences between pre- and post-
rapid release development, assuming that this change af-
fects how the code is reviewed. Finally, Bird et al. [42]
described the developement and use of CodeFlow Analyt-
ics (CFA), a Microsoft’s internal platform, which allows
developers to explore the historical data of code review.
Despite the specific findings of each study, they contribute
with insights from real environments. The work target-
ing the Xen Project contributes with the approach used
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for analysis, while the report of CFA provides evidence
of the positive impact of a tool for code review analyt-
ics. Moreover, there is evidence that post-rapid release is
a successful approach to reduce the time patches wait for
review, mainly considering patches from casual contribu-
tors, which are more likely to be abandoned.

In another study focusing on specific aspects of MCR,
Paixao and Maia [99] analyzed data from multiple open-
source systems. In this case, the study focuses on rebasing
operations and their relationship with code review. As key
contributions, the authors observed that rebasing occurs in
most of reviews and also tend to tamper with the reviewing
process, which might negatively affect the practice.

Lastly, two studies discuss more general insights. Rigby
et al. [75] introduced various lessons learned and recom-
mendations based on the experience of code review in OSS
that could be transferred to proprietary projects. They
point out as lessons learned: (i) asynchronous, frequent
and incremental reviews; (ii) invested experience review-
ers; and (iii) empowerment of expert reviewers. They ad-
vocate the use of lightweight review tools and nonintrusive
metrics, and the implementation of a review process. In
another work [4], the analysis of several case studies led
to the identification of common best practices on the use
of MCR also in OSS. These practices indicated that code
review (i) is a lightweight, flexible process; (ii) happens
quickly, frequently, and early; (iii) change sizes are small;
(iv) usually involves two reviewers; and (v) has changed
from defect identification to a group problem-solving ac-
tivity, in which reviewers prefer discussion and fixing code
than reporting defects. Tool-supported review is suggested
to provide the benefit of traceability, and its increased
adoption is an indicator of success.

4.3. Cross-patch Analysis

We identified in our set of foundational studies re-
search work [89, 93, 95] that explore patterns that occur
across different patches of a project. Hirao et al. [89] in-
vestigated the impact of review linkage on MCR analytics.
They extracted review linkage graphs of six projects and
found that linkage rates range from 3% to 25%. They iden-
tified 16 types of review links, which are distributed into
five categories: patch dependency, broader context, alter-
native solution, version control issues, and feedback re-
lated. Moreover, there is evidence that exploiting review
linkage can improve the performance of reviewer recom-
mendation approaches. Differently, two studies aimed to
identify behavioral patterns in the review feedback. Ueda
et al. [93] compared how authors handle issues raised by
automated checkers and manually indicated by reviewers.
As a result, they found that authors repeatedly introduce
the same types of problems despite the reviewer feedback,
which does not occur with issues found by checkers. Then,
Ueda et al. [95] explored source code improvement pat-
terns. They identified several patterns and grouped the
eight most frequent into three categories, namely project-
specific, readability-improvement, and language-specific.

In these studies, the researchers aimed to reduce the cost
of review, identifying issues that might be addressed by
authors before code review.

4.4. Analysis of MCR Outcomes

The majority of foundational studies focus on ob-
jective and quantitative data from review practice, being
this the most common type of study on MCR. These stud-
ies analyze the outcomes of code review and how they
are influenced by characteristics of a particular review,
i.e. influence factors. We split MCR outcomes into two
groups: (i) internal outcomes, which are associated with
the MCR process (e.g. number of reviewers and number of
comments); and (ii) external outcomes, which are observed
in the software product (code quality and defects).

From the 48 works that focus on the analysis of MCR
outcomes, we identified 27 studies exploring the correla-
tion between 42 influence factors and 14 outcomes. We
overview the studies of the relationship between influence
factors and outcomes in Figure 5. On the left-hand side,
there are influence factors. On the right-hand side, there is
the number of times that the influence of a factor over an
MCR outcome was investigated. Table 6 describes both
non-technical and technical influence factors, along with
the studies that explored their influence. Additionally,
there are studies that investigate the influence of inter-
nal outcomes over external outcomes. These internal out-
comes are detailed in Table 7.

The majority of the studies on MCR outcomes used
data from OSS repositories, while five [29, 3, 34, 21, 18] of
them collected information from commercial projects and
two [30, 78] from experiments. The results of these studies
are discussed as follows.

Finding 5: Most of the foundational knowledge on
outcomes of MCR is based on data from open-source
projects. From 48 studies that focus on analyzing in-
ternal or external outcomes of MCR, 41 (85.4%) used
data from OSS repositories. There are few studies in
the industry (10.4%) and experiments (4.2%).

4.4.1. Internal Outcomes

Internal outcomes of code review are those associated
with characteristics of the MCR process. Examples of such
characteristics are the number of involved reviewers, the
number of provided comments and the amount of time that
reviewers took to reach a decision about a review request.
Some studies are limited to the characterization of inter-
nal outcomes of specific projects, assessing and analyzing
the values of these outcomes. Others inspect the relation-
ship between influence factors and outcomes. From the 39
works that focus on internal outcomes, 33 used data from
OSS projects, while the remaining ones used data from
proprietary projects [3, 34, 18, 21]. Moreover, two of the
studies collected and used data produced by participants
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Non-technical Influence Factors # Papers Number of Studied Relationships

Author

Code Familiarity 7 TS FS IC DE DU AR PQ 19
Development Experience 2 DU FD PQ 3
Reputation 3 IC DU FD PQ 4
Reviewing Experience 1 TS 1

Reviewer

Code Familiarity 7 TS FQ FS DE PQ 8
Personal Characteristics 1 TE 1
Reputation 2 IC DU FD 3
Reviewing Experience 5 TA TS FQ DU FD PQ 6
Review Participation Rate 1 TS 1

Other Project Review Workload 4 TS FS DE DU FD PQ 7

Technical Factors

Patch 
Properties

Code Legibility 1 TE 1
Code Ownership 2 TS FS DE PQ 4
Location 2 IC DU FD 3
Scatteredness 4 TS FQ FS IC DE 8
Size 8 TS FS IC IN DE DU FD PQ 16
Type of Change 1 PQ 1
Type of Files 1 FQ 1

Historical 
Patch 
Properties

Feedback Size 1 TS FS DE 3
Team Size 1 TS FS DE 3
Prior Defects 2 TA TS FS IN IC DE DU RS 11
Recency of Change 1 TS FS DE 3
Review Delay 1 TS FS DE 3

Other
Request Description Length 1 TS FS DE 3
Reviewers Notification 1 TS IN DE DU RS PQ 6
Task Classification 3 TS FS IC DE DU FD 6

Internal Outcomes As Influence Factors

Reviewer 
Team

Code Ownership 2 FQ PQ 2
Level of Agreement 2 FS DU PQ 3 Internal Outcomes:
Team Closeness 4 TS FQ FS DU PQ 6 TA Team Agreement Level
Team Size 6 TS FS DU PQ 8 TE Team Effectiveness
Self-approved Changes 4 CQ PQ 4 TS Team Size

Review 
Feedback

Feedback Size 7 CQ PQ 7 FQ Feedback Quality
Hastily Reviewed 5 CQ PQ 5 FS Feedback Size
No Discussion 4 CQ PQ 4 IC Review Code Churn
Text Properties 1 FQ 1 IN Review Interations

Review 
Intensity

Review Code Churn 2 PQ 2 DE Review Delay
Review Interations 1 PQ 1 DU Review Duration

Review Time
Review Delay 1 PQ 1 RS Review Speed
Review Duration 4 CQ PQ 4 AR Acceptance Rate
Review Speed 1 PQ 1 FD Final Decision

MCR 
Coverage

In-house 1 PQ 1 External Outcomes:
Reviewed Changes 5 CQ PQ 5 CQ Code Quality
Reviewed Churn 5 CQ PQ 5 PQ Product Quality

Figure 5: Studies that analyzed the relationship between influence factors and outcomes. On the left-hand side, there is the number of
published studies that investigated the effects of an influence factor. On the right-hand side, there is the number of studies that investigated
the effects of an influence factor over a particular outcome. A study can investigate the effect of an influence factor over more than one
outcome.
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Table 6: Influence factors analyzed by the foundational studies.

Group Influence Factor Description Studies

Non-Technical Factors

Author

Code Familiarity Number of contributions authored by a developer in the project [46, 48, 55, 44, 80, 65, 105]

Development Experience Number of contributions authored by a developer in general [83, 65]

Reputation Technical characteristics of the developer, such as working company,
who authored the code

[31, 83, 48]

Reviewing Experience Number of completed reviews of code changes [105]

Reviewer

Code Familiarity Number of review contributions made by a developer in the project [34, 80, 65, 21, 56, 82, 105]

Personal Characteristics Characteristics of the reviewer, such as age [78]

Reputation Technical characteristics of the developer, such as working company,
who reviewed the code

[31, 83]

Reviewing Experience Number of completed reviews of code changes [84, 21, 83, 65, 105]

Review Participation Rate Number of review invitations responded [105]

Other Project’s Review Work-
load

Number of the review requests submitted to the code review tool in
a period

[80, 83, 65, 105]

Technical Factors

Patch
Properties

Code Legibility Presence of poor programming practices that affect code legibility
or maintainability

[30]

Code Ownership Number of developers who submitted patches that impact the same
files as the patch under review

[82, 80]

Location Location in the code change, such as the module it belongs to [31, 83]

Scatteredness Measure of the dispersion of the change, such as the number of files
or directories in a review request

[69, 34, 31, 80]

Size Number of added or modified lines of code under review [18, 69, 80, 31, 83, 48, 56, 105]

Type of Changes Indication of the new or modified files [48]

Type of Files Indication of the type of the file, such as source code or scripts [34]

Historical
Patch
Properties

Feedback Size Number of messages that were posted in the reviews of prior patches
that impact the same files as the patch under review

[80]

Number of Reviewers Number of reviewers who provided feedback in the reviews of prior
patches that impact same files as the patch under review

[80]

Prior Defects Number of prior bug-fixing patches that impact the same files as
the patch under review

[80, 45]

Recency Number of days since the last modification of the files [80]

Review Delay Feedback delays of the reviewers of prior patches received [80]

Other

Request Description
Length

Number of words an author uses to describe a code change in a
review request

[80]

Reviewers Notification Indication of code review using broadcast (visible for all) or unicast
(visible for a specific group) communication technology

[63]

Task Classification Indication of the change type based on purpose or priority, such as
high-level priority bug fixing

[80, 31, 83]

of an experiment [21, 78]. We grouped the investigated
internal outcomes into five groups: reviewer team, review
feedback, review intensity, review time, and review deci-
sion. We next discuss the findings of each group.

Reviewer Team. There are 14 studies that investigate
the properties associated with the team of reviewers that
are formed in code reviews. Few works [36, 39, 60] collected
objective data with the single purpose of characterizing
the participation of reviewers. The other remaining works
examined the influence of different factors over outcomes
related to reviewer teams.

Most of the studies that analyze reviewer teams in-
vestigate the number of reviewers that engage in a code
review, i.e. the team size. In OSS projects, an average of
one or two reviewers per request responded to a review
request [36, 39, 60]. Also in the context of OSS, 16%–66%
of the patches have at least one invited reviewer who did

not respond [105]. As we discuss later, the participation of
reviewers in code review share a positive relationship with
product quality.

Eight studies [80, 46, 55, 18, 69, 45, 63, 105] explored
factors influencing the team size. As key findings, these
studies indicate that both the description length [80] and
patch size [18] influence the number of reviewers partic-
ipating in a review—long patch descriptions and small
patch size might increase the likelihood of attracting re-
viewers. Moreover, considering a proprietary project de-
veloped with distributed teams, Santos and Nunes [18]
concluded that the team size decreases when more loca-
tions and teams are involved. Ruangwan et al. [105] also
found that an experienced reviewer with higher review par-
ticipation rate is more likely to respond a review invita-
tion, i.e. a reviewer who has been actively responding to a
review invitation in the past is more likely to respond to
a new invitation. Another investigated aspect is the im-
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Table 7: Internal outcomes as influence factors analyzed by the foundational studies.

Group Influence Factor Description Studies

Reviewer
Team

Code Ownership Number of developers who uploaded a revision for the proposed changes [21, 45]

Level of Agreement The proportion of reviewers that disagreed with the review conclusions [84, 45]

Team Closeness Number of distinct geographically distributed development sites or number of dis-
tinct teams associated with the author and reviewers

[18, 34, 56]

Team Size Number of reviewers that participate in the reviewing process [18, 35, 45, 65, 66, 56]

Self-approved
Changes

The proportion of changes approved for integration only by the original author [73, 28, 29, 82]

Review
Feedback

Feedback Size Number of general comments and inline comments written by reviewers [73, 29, 35, 45, 66, 65, 82]

Hastily Review Number of hastily reviewed commits (changes approved for integration at a rate
that is faster than 200 LOC/hour)

[73, 28, 29, 56, 82]

No Discussion Number of accepted review requests without any review comments [73, 29, 28, 82]

Text Properties Measure of textual features of review comments, such as stop word ratio [21]

Review
Intensity

Code Churn Number of lines added and deleted between revisions [45, 29]

Interations Number of review iterations of a review request prior to its conclusion [45]

Review
Time

Review Delay Time from the first review request submission to the first reviewer feedback [45]

Review Duration Time from the first review request submission to the review conclusion [73, 45, 29, 82]

Review Speed Rate of lines of code by an hour of a review request [45]

MCR
Coverage

In-house Ratio of internal contributions in the project [29]

Reviewed Changes The proportion of committed changes associated with code reviews [73, 28, 29, 35, 82]

Reviewed Churn The proportion of code churn reviewed in the past [73, 28, 29, 35, 82]

pact of familiarity with the project code on the team size.
Three studies [46, 55, 80] analyze the relationship between
the number of previous contributions, i.e. changes of an au-
thor (as a means of measuring familiarity with the project)
and the size of the team of reviewers. While two of the
studies [46, 80] did not find a significant relationship, Lee
and Carver [55] indicated a general trend that the number
of active reviewers increases when the author’s familiarity
decreases, suggesting that newcomers receive more atten-
tion from invited reviewers.

Going in another direction, Yang et al. [36] compared
active and inactive reviewers of pull-requests. Their find-
ings indicate that some super active reviewers lead code
review, but inviting inactive reviewers would contribute
to reducing the burden and speeding up the process. In
fact, according to Liang and Mizuno [69], authors prefer
to invite more experienced reviewers, considering histori-
cal data, corroborating with the idea that there is a group
of few reviewers that are overloaded in MCR.

In addition to team size, two other internal outcomes
associated with reviewer teams have been explored, namely
reviewer effectiveness and reviewer agreement level. The
former was investigated in two empirical studies [30, 78].
One study [78] analyzed the effect of reviewer age on the
efficiency and correctness of code review, but their findings
did not provide evidence of a significant difference. The
second study [30], in turn, examined how maintainability
defects present in the code to be reviewed influences the ef-
fectiveness of reviewers, concluding that indentation issues
have a negative impact on the reviewer performance.

The level of agreement among reviewers is investigated
in two studies. Thongtanunam et al. [45] analyze the re-
lationship between a file with prior defects and the level
of review disagreement, but the results do not show that

there is a relationship between them. Hirao et al. [84], in
turn, examined the influence of reviewers’ reviewing expe-
rience on the frequency of their votes that disagreed with
the review conclusions. The findings suggest that more ex-
perienced reviewers are more likely to have a higher level
of agreement than less experienced reviewers.

Finding 6: There is an average of one or two review-
ers by review request in open-source projects. Overall,
small code changes and long descriptions of review re-
quests are more likely to attract reviewers. Developers
prefer to invite experienced reviewers.

Review Feedback. The most investigated internal out-
come is review feedback, with a total of 26 papers. These
studies explored the comments made by reviewers. We
identified three examined aspects: (i) content informa-
tion [3, 40, 47, 48, 70, 79, 64, 97, 100, 102, 94, 103, 86,
88, 91]; (ii) size, typically in terms of amount of com-
ments [69, 39, 80, 55, 46, 18, 45, 84, 94, 98]; and (iii)
quality, in terms of, e.g., usefulness [21, 34].

To further understand what has been discussed within
code reviews, there is research work that explored the na-
ture of dialogs and the concerns raised by human review-
ers. Bacchelli and Bird [3] manually analyzed and clas-
sified MCR comments from Microsoft projects, creating
categories for emerged themes. Spadini et al. [40] repro-
duced this analysis using comments from the test code
review of OSS projects. Both studies identified code im-
provement, understanding, social communication, and de-
fects as the most frequent discussion topics. Two stud-
ies [70, 48] examined security concerns raised in the re-
view feedback, leading to identified categories related to
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the domain and language-specific issues [70] and race con-
ditions [48]. While the mentioned studies performed a
manual analysis of the comments, Li et al. [79] proposed a
taxonomy of review comments on pull-requests and an au-
tomatic classifier based on that taxonomy. They used the
classifier to identify the typical review patterns in OSS
projects and found that most are about code correction
and social interactions.

Zanaty et al. [88] investigated design-related discus-
sions in code reviews, concluding that this aspect is not
commonly discussed. However, when design issues are
raised in the review feedback, they are considered con-
structive, offering alternative solutions. Moreover, two
studies [86, 91] specifically analyzed the questions and an-
swers in the review feedback to identify the information
that reviewers need and their communicative intentions.
As contributions, both studies found that questions are
used to ask an action of the author related to a suggestion
of an alternative solution. The request of confirmation or
clarification of the correct understanding were also topics
found in these studies.

We also identified research work focused on confusion [64,
97] and sentiments [100, 102] expressed by reviewers. With
respect to confusion, Ebert et al. [64] initially studied the
feasibility of analyzing the confusion using linguistic fea-
ture, they then complement this investigation by exploring
the reasons for the confusion and on how developers cope
with it [97]. Several reasons were found for confusion, be-
ing most frequent the missing of rationale, discussion of
non-functional requirements, and lack of familiarity with
code. Concerning the topic of sentiments, El Asri et al.
[102] conducted a broad empirical study, while Paul et al.
[100] focused on the differences in expressions between
male and female developers during code review. These
studies observed differences depending on the position in
the collaboration network and the gender of reviewers.
While peripheral contributors have more outliers in ex-
pressing positive and negative sentiments, the core devel-
opers are neutral when commenting a review [102]. The
results also suggest that females are less likely to express
sentiments than males [100].

In addition to the discussed studies, two other works in-
vestigate specific aspects using the review feedback. Wang
et al. [103] manually analyzed reviewed changes and clas-
sified the reasons for abandoning them in 12 categories.
The top three categories are: (i) duplicate, in which are
included changes that were abandoned because they were
similar to others; (ii) lack of feedback, when authors did
not respond the review feedback or when nobody responded
the review request; and (iii) contributor operation, when
occurs erroneous operations. Nevertheless, most changes
are abandoned due to duplication. Norikane et al. [94],
in turn, analyzed the review feedback to understand what
encourages a contributor to continue with an open-source
project. As a result, the study observed similarities in the
early contributions of those who become long-term con-
tributors (LTC) and those who become short-time con-

tributors (STC). In summary, those who become an LTC
submitted more code changes and received more review
feedback than STCs. Moreover, there are more similari-
ties between the reasons for rejecting LTCs, while STCs
received more scattered motives for rejection.

Focusing on the feedback size, two studies [39, 69] ana-
lyzed the amount of discussion by review in OSS projects
and observed an average of two or three comments per re-
view. When examining the review data of reopened pull-
requests, Jiang et al. [98] found an average of two com-
ments for non-reopened pull requests and seven comments
for reopened requests. This low number, together with the
limited reviewer participation in reviews, motivated the
investigation of various factors influencing the feedback,
which was done in six papers [46, 55, 80, 84, 18, 45].

Three studies [46, 55, 80] examine the relationship be-
tween the familiarity with the project of the author sub-
mitting the change and the feedback size. Their key find-
ing is that the number of comments increases as the famil-
iarity decreases, indicating higher involvement of reviewers
in review requests made by novices. Hirao et al. [84], in
turn, provided evidence that a review request with a re-
viewer with a lower level of agreement is more likely to
have a longer discussion length. Similarly to team size,
the feedback size is also influenced by the patch size. San-
tos and Nunes [18] reported that the larger the patch, the
lower the comment density, according to their analysis.
Despite this, Thongtanunam et al. [80] indicated that the
more lines changed in the patch, the more likely the patch
is discussed. In previous work, Thongtanunam et al. [45]
also found that risky files, i.e., files with prior defects, tend
to undergo reviews that have shorter discussions and more
revisions without reviewer feedback than normal files do.

Differently from the studies above, three studies ob-
served the quality and technical aspects of the provided
comments. Bosu et al. [34] and Rahman et al. [21] ex-
plored factors that influence the usefulness of code review
comments. The first work made this analysis at Microsoft,
while the second explored the textual features and devel-
oper experience to ground the proposal of a usefulness
predictor. Both studies found that the code familiarity
of the reviewer influences the feedback quality. Rahman
et al. [21] also found some variation among textual proper-
ties between useful and non-useful comments. Motivated
by these two studies [34, 21], Efstathiou and Spinellis [47]
presented a preliminary investigation with OSS data to ex-
amine facets of language in the comments. They observed
a collocation of source code and linguistic coherence in the
review messages, suggesting that this might support future
research on the analysis of usefulness in review comments.
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Finding 7: The most frequent discussion topics in
the review feedback are related to code improvement,
understanding, and social interactions. The review-
ers also discuss alternative solutions related to design,
and most of the suggestions are made using questions.
Moreover, in the feedback, reviewers express confu-
sion, often due to missing rationale, discussion of non-
functional requirements, and the lack of familiarity
with code.

Finding 8: In open-source projects there is an av-
erage of two or three review comments per request.
Newcomers tend to receive more attention. The re-
viewer more familiar with the code is more likely to
provide useful feedback.

Review Intensity. We now focus on work that targets
the review intensity, which refers to analyses of the number
of iterations made during code reviews and the code churn
(the delta between the submitted and accepted code). Seven
papers fall into this category [31, 44, 83, 69, 45, 63, 62].
Two [62, 83] investigate the content of the code churn,
while those remaining make an analysis of the correlation
between influence factors and the review intensity.

The two studies on the content of changes made in
the code under review explored different aspects. Ueda
et al. [62] studied how the author of changes fixes if state-
ments during the code review, identifying symbolic oper-
ators that are typically changed, such as parentheses. In
contrast, Beller et al. [31] explored the problem types fixed
during code review, manually classifying the changes into
a defect categorization, as well as analyzing what triggers
them. The results of this work indicate a 75:25 ratio be-
tween evolvability and functional changes, being 10%–22%
of these changes not triggered by review feedback.

Considering code churn, the studies on review intensity
suggest that technical aspects potentially affect the delta
between the submitted and accepted code. Beller et al.
[31] indicated that bug-fixing tasks lead to fewer changes,
while patches with more altered files and lines of code
lead to higher code churn. Similarly, Liang and Mizuno
[69] explored technical aspects but did not find a strong
correlation between patch content and churn. In another
direction, Bosu and Carver [44] analyzed the reputation
of the author of the code change, i.e. core and peripheral
developer, and its relation with several factors, including
the code churn. Despite several identified differences, the
result of the analysis related to the number of patches per
review requests is inconclusive.

Investigating the number of review iterations, Baysal
et al. [83] found that larger changes have more rounds of
revisions. Thongtanunam et al. [45], in turn, investigated
review intensity in risky files, i.e. files with prior defects.
Although their findings suggest that risky files tend to un-

dergo reviews that have fewer iterations, the same analysis
indicated that these files churn more during MCR. Finally,
Armstrong et al. [63] reported that patches reviewed us-
ing unicast technology (when a review request is visible for
a targeted group) undergo more iterations than those re-
viewed using broadcasts technologies (when all those sub-
scribed to a medium can see the review request).

Finding 9: Most of the problems fixed during code
review are related to evolvability and are triggered by
review feedback. Small code changes and files with
prior defects tend to undergo few rounds of code re-
view.

Review Time. Time is another aspect of the MCR pro-
cess that has been investigated. Studies focus in particular
on (i) review duration (the total amount of time taken to
reach a decision), (ii) the first response delay, and (iii) re-
view speed. In total, 14 papers targeted this topic. Four
of them [36, 39, 5, 156] characterize the review interval in
particular contexts. The other papers explore the relation-
ship between influence factors and review time aspects.

Yang et al. [36] aimed to understand why code review is
considered a time-consuming process. They analyzed pull-
requests from Rails, an open-source project, and found
that more than 40% of its pull-requests are closed in more
than ten days, being considered a long time for reviewers
to complete the review. Bosu and Carver [39] also assessed
a typical review interval in OSS projects together with the
delay for the code author to receive the first feedback. The
median review interval is 3–4 days, while the first review
feedback is received promptly in most cases. Furthermore,
also in the OSS context, Kerzazi and El Asri [156] exam-
ined both technical and socio-technical interactions among
contributors in code review. They identified behavioral
patterns, reporting that core developers are more likely
to have a shorter review interval than peripheral devel-
opers [156]. Lastly, Thongtanunam et al. [5] investigated
reviews with code-reviewer assignment problems and the
impact in review duration. They analyzed the content of
comments and found that: (i) 4%–30% of the reviews have
the assignment problem; and (ii) these reviews require, on
average, 12 days longer to approve code changes.

In addition to the discussed findings on review dura-
tion, many studies [18, 44, 45, 46, 55, 63, 83, 84] explore
which factors might be related to the total amount of time
taken to reach a review decision. Although some did not
identify a significant relationship, others provided evidence
of factors influencing review duration. The key findings of
these studies indicate that the review takes less time when
(i) the authors of code changes are more experienced and
familiar with the project [83, 44, 55]; (ii) the involved re-
viewers have high reviewing experience [83]; (iii) the re-
view queue is short [83]; (iv) the patch size is small [18];
(v) there are few prior defects in the reviewed files [45];
(vi) there are few active reviewers, and they are from the
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same team and location [18]; (vii) the historical level of
agreement of involved reviewers is high [84]; and (viii) the
review feedback contains positive sentiments [102]. More-
over, Jiang et al. [98] analyzed characteristics of reopened
pull-requests and their impact on code review, reporting
that these requests take more review time to be concluded.

Other five studies [44, 45, 46, 63, 80] conducted a sim-
ilar analysis of the factors influencing the first response
delay of a review request. Similarly as above, some stud-
ies did not find evidence to support this relationship, while
others reported both technical and non-technical aspects
associated with this outcome. The key findings are that
authors of code changes that are more familiar with the
project receive faster first feedback [44]. In contrast, if a
patch has files with prior defects [45] and these files histor-
ically received a slow response [80], then the first response
also tends to be slower.

Another aspect of MCR that has been studied is the
review speed (reviewed lines of codes per hour). Thong-
tanunam et al. [45] investigated whether the speed varies
depending on the presence of defects in a prior release,
while Armstrong et al. [63] studied the difference in the
review speed when using unicast or broadcast as commu-
nication technology. A key finding of these studies is that
files with prior defects tend to have a faster review rate
than the reviews of normal files.

Finding 10: The review request takes less time to
be completed when involving experienced authors fa-
miliarized with the code, experienced and active re-
viewers with a high level of agreement. Moreover, the
review duration reduces when there is a short review
queue, the code change is small, the files have few
prior defects, and the review feedback contains posi-
tive sentiments.

Review Decision. The last group of influence factors
refers to the result of code reviews (accept or reject), that
is, the review conclusion. This is one of the least explored
topics with nine identified papers [83, 44, 55, 46, 39, 48,
51, 98, 102]. The observed findings are scattered.

Hirao et al. [51] investigated how many review requests
followed the simple majority method of voting to decide on
the acceptance or rejection of code changes. With a case
study in an OSS project, the researchers aimed to under-
stand the criteria for integrating a changeset. Their results
indicate that only 59.5% of the requests followed the simple
majority method and requests with more negative votes
than positive votes were likely to be rejected. Bosu and
Carver [39], based on the examination of the proportion
of review requests rejected in Asterisk and MusicBrainz
(OSS projects), identified that 7.5% and less than 1% of
the requests are not accepted, respectively. Bosu et al.
[48], in contrast, focused on uncovering the changes con-
taining which types of vulnerabilities are more likely to be

abandoned. They concluded that MCR leads to the iden-
tification of common types of vulnerabilities. Moreover,
code is more likely to be vulnerable when it is authored by
less experienced contributors, has a high number of lines
changed, and consists of modified (as opposed to new) files.

Lastly, there are few studies exploring the factors in-
fluencing the review outcome and acceptance rate. Baysal
et al. [83] analyzed multiple factors and concluded that the
review outcome is most affected by author development ex-
perience. The findings of El Asri et al. [102] also indicate
that negative review comments share a relationship with
the likehood of an unsuccessful review. Similarly to Baysal
et al. [83], three studies [44, 46, 55] focus on the the au-
thor’s familiarity with the project, with results indicating
that the acceptance rate is lower for newcomers. In ad-
dition, Jiang et al. [98] found that reopened pull requests
have lower acceptance rates in the code review.

Finding 11: The accepted code changes are usu-
ally authored by experienced developers and contain
review feedback with positive sentiments. Consider-
ing the review feedback analysis, the main reasons to
abandon a code change are duplication and lack of
feedback.

4.4.2. External Outcomes

The results discussed in the previous section consists of
the analysis of how different factors influence outcomes as-
sociated with the code review process. However, these are
not properties that are externally perceived (e.g., how in-
tense the discussion is). We now discuss work that focus on
external outcomes, which are mainly improvement of code
quality (design and programming practices) and product
quality (reduction of defects). We identified 13 papers that
explored quantitative data collected from repositories, not
only with code review data but also the code being re-
viewed. From these papers, only one [73] focused on code
quality, while the others [48, 65, 56, 82, 29, 63, 45, 35, 66,
28, 70, 92] on product quality.

Morales et al. [73] studied the impact of MCR on soft-
ware design by examining how the incidence of seven anti-
patterns is affected by the review coverage and partici-
pation. Their findings indicate that components with low
coverage or low review participation are more likely to have
occurrences of anti-patterns, but with variances observed
across the analyzed projects.

Focusing on a different perspective, four other stud-
ies [48, 56, 35, 70] analyze OSS projects to investigate fac-
tors influencing security aspects of code that went through
code review. di Biase et al. [70] presented a case study of
security aspects of Chromium, analyzing several aspects
of code review data. With respect to the MCR coverage,
the researchers reported that code reviews tend mostly to
miss language-specific and domain-specific issues, such as
buffer overflows and Cross-Site Scripting. The other three
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studies then provide evidence of what might increase the
likelihood of a code change to contain a security flaw af-
ter being checked in code review. As key findings, the
mentioned works indicate that (i) the majority of the vul-
nerable code is written by the most experienced authors,
although the less experienced authors’ changes are 1.5 to
24 times more likely to be vulnerable [48]; (ii) more lines
churned increased the probability of a patch to contain a
vulnerability [48, 56]; (iii) modified files are more likely to
have vulnerabilities than new files [48]; (iv) vulnerable files
tend to have more involved reviewers, with lower security-
experience [56]. Furthermore, the study of Thompson and
Wagner [35] reports that code review appears to reduce the
number of issues and security issues, revealing that there
is relationship between review coverage (assessed by un-
reviewed pull requests and unreviewed churn), and review
participation (measured by average commenters, mean dis-
cussion comments, and mean review comments).

In addition to the studies on security aspects, the re-
maining papers related to external outcomes are focused
on the overall software quality. Bavota and Russo [66]
identified that unreviewed code changes have over two
times more chances of inducing bugs than reviewed changes.
They also reported that there is a difference between the
quality attributes complexity and readability of code com-
ponents in reviewed and unreviewed commits. Despite this
positive impact of reviewing practices on software quality,
Kononenko et al. [65] identified that 54%–56% of code re-
views missed bugs.

Considering factors influencing the bug proneness of
reviewed code changes, the likelihood of post-release de-
fects increased as the involved reviewers have fewer re-
viewing experience [65], and they are less familiar with the
project (lack subject matter expertise) [82]. Review queue
also has an impact on whether reviewers catch bugs, be-
ing longer review queues more related to defect-proneness
changes [65]. Analyzing review practices, Thongtanunam
et al. [45] identified that future-defective files are less in-
tensely scrutinized, having less participation of reviewers,
and a faster rate of code checking than files without post-
release defects. Moreover, both Thongtanunam et al. [45]
and Kononenko et al. [65] found a relationship between
a small number of reviewers and the increasing likelihood
of missing issues. This finding is in contrast with the re-
sult in the work of Meneely et al. [56], which shows that
vulnerable files tend to have more involved reviewers. Ad-
ditionally, Armstrong et al. [63] observed that review using
unicast communication technology has fewer defects than
broadcast communication.

An et al. [92] focused on crashed reviewed code, a type
of defect with severe implications. The goal is to under-
stand why reviewed change still crashes. As result, they
found that those reviewed changes are usually related to
performance, refactoring, fix previous crashes, and new
functionality. Moreover, they found that the crashses are
mainly motivated by memory and semantic errors, which
were not detected during code review.

Finally, McIntosh et al. [28] and Shimagaki et al. [29]
studied post-release defects and their relationship with
code review coverage and review participation. While McIn-
tosh et al. [28] analyzed MCR practices in OSS projects,
Shimagaki et al. [29] replicated the study in a propri-
etary setting at Sony Mobile. Despite the slight differences
in metrics for assessing review participation and coverage
(metrics added in the more recent study), Shimagaki et al.
[29] reported that the relationship associated with software
quality identified in the original research is not consistent
with that identified in the proprietary setting. Despite the
differences, both studies indicate that code review prac-
tices share a strong association with defect-proneness.

Finding 12: The product quality tends to increase
when code changes are reviewed. More participation
in code reviews, more experience with the reviewing
activity, and reviewers more familiar with the project
are also factors that reduce the likelihood of post-
release defects.

4.5. Human Aspects of Reviewers

Code review is mostly based on the subjective human
evaluation of code changes and involves intensive human
interactions. Therefore, some researchers explored the be-
havior of reviewers during code review, how they check the
changed code, and their willingness to participate in MCR.
Nine studies go to this direction: (i) three [49, 54, 59] rely
on eye tracking; (ii) two [53, 77] rely on functional mag-
netic resonance imaging (fMRI); and (iii) the remaining
four [37, 50, 104, 87] analyze the reviewer behavior with
simulation and experimental data.

Studies that used eye tracking [49, 54, 59] aim to un-
derstand how reviewers check the code. Uwano et al. [54]
conducted an experiment with professionals to character-
ize the overall performance of individuals during code re-
view. They found that the subjects are likely to read the
whole lines briefly, then concentrate on particular sections.
Begel and Vrzakova [49] are more specific and analyze the
eye movements that triggers review comments, presenting
a classification of five kinds of code elements that might act
as a trigger. Finally, Chandrika et al. [59] investigated the
eye-tracking trait differences of subjects with and without
programming skills to understand visual attention. The
authors concluded that the key aspect for MCR is atten-
tion span on error lines and comments and better code
coverage. In summary, these three studies suggest that
reviewers first examine all lines of changed code, then fo-
cus on specific proportions, which might be influenced by
programming skills.

Exploring fMRI, two studies [53, 77] aim to understand
the brain activity of reviewers to identify patterns for anal-
ysis. One of the studies [53] was conducted with students
in an attempt to relate tasks performed by individuals with
patterns of brain activation. The authors compared tasks
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of code review, code comprehension, and English prose re-
view (a snippet of English writing marked up with edits)
and identified distinct neural representations. They also
found that a programming language is treated more like
a natural language when an individual has more exper-
tise. The other research [77] focuses on brain activity pat-
terns when the reviewer identifies a bug. The researchers
also found specific brain regions where activation increased
during code review, specifically the areas associated with
language processing and mathematics. They showed that
particular brain activity patterns can be related to the
decision-making moment of suspicion/bug detection.

Finally, the remaining studies investigate particular as-
pects of the review behavior. Kitagawa et al. [37] aimed
to understand the reviewer participation in MCR using
simulation. It consists of a model of a reviewing situa-
tion based on a snowdrift game. A key finding is that a
reviewer cooperates with others when the benefit of a re-
view is higher than its cost. The other study [50] is an em-
pirical investigation of defect detection in object-oriented
(OO) programs, concluding that defects that require infor-
mation spread throughout the software to be identified are
hard to find and the OO code structure favors this type
of defect. Baum et al. [104] then experimentally analyzed
the association between aspects of the cognitive load of re-
viewers and their performance. As key findings, they found
a correlation between working memory capacity and the
reviewer’s effectiveness of finding delocalized defects, as
well as evidence of the negative impact of larger and com-
plex code changes on review performance. Finally, Spadini
et al. [87] explored the influence of the order that the test
code is presented to the reviewer, i.e. test then production
code or production then test code. Based on a controlled
experiment, they observed that reviewers in a test-first re-
view find the same proportion of defects in production file
and more defects in test code.

Finding 13: The programming experience might in-
fluence reviewers’ attention and brain work during the
code checking. Specific brain regions associated with
language processing and mathematics have increased
activity when reviewing a code, and experienced de-
velopers tend to perceive programming languages like
a natural language.

4.6. Relationship with MCR

The foundational studies discussed previously fo-
cus solely on the MCR practice. The last group of foun-
dational studies consists of research that analyzed how
MCR is related to other approaches within software devel-
opment. We discuss identified papers in two groups. The
first compares MCR with other verification techniques,
and the second analyzes the impact of MCR in other prac-
tices of the software development.

4.6.1. Comparison with Verification Techniques

There are experiments that compare MCR with verifi-
cation techniques, namely pair programming [27, 72] and
testing [67]. They involved only students, and the overall
goal is to examine the effectiveness of one technique with
respect to another.

Müller [27] and Swamidurai et al. [72] compared code
review and pair programming aiming to verify which has
a higher impact in terms of cost. In both studies, the
participants are divided into the ones using pair program-
ming to execute a task, and those who work individually
with the assistance of a code review phase. The difference
between the two studies is that in Swamidurai et al.’s ex-
periment [72] the techniques are adopted in the context of
the Test-Driven Development (TDD) environment. As a
key finding, Müller [27] indicated that pairs are as cheap
as single developers if both are forced to produce code of
similar correctness. In contrast, when taking into account
programs of different levels of correctness, pairs provide
code with fewer failures at a higher expense, although the
difference is not statistically significant. Therefore, this
study suggests that pair programming and individual re-
view may be interchangeable in terms of cost [27]. How-
ever, in the context of TDD, Swamidurai et al. [72] found
evidence that programs with similar quality can be pro-
duced using peer review with 28% lower cost than using
pair programming.

While the comparisons with pair programming focused
on the cost, there is a study that compares testing prac-
tices and code review focuses on the capability of detecting
defects. Runeson and Andrews [67] compared unit testing
with code review, investigating the detection and isolation
of the underlying sources of the defects. As a result, they
reported differences, being code review more effective in
terms of time spend and isolation, and testing finds more
failures [67].

Considering the discussed findings, we highlight that
some were published more than a decade ago (from 2003 to
2014) and, since then, the MCR key goal has shifted from
defect detection to problem-solving [4] and tool-support
became popular [3]. The expected benefits of practitioners
have also been changing, as discussed. In our SLR, we did
not identify more recent comparisons of MCR with other
verification techniques.

Finding 14: MCR and pair programming are inter-
changeable in terms of cost, except when the latter is
adopted within test-driven development—in this case,
MCR has lower cost. Unit testing finds more failures
than MCR, but the latter requires less time in the de-
tection and isolation of the underlying sources of the
defects.

4.6.2. Interaction with Development Practices

The last group of foundational studies has five anal-
yses involving MCR and its relationship with other soft-
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ware development practices. Three studies focus on qual-
ity, verifying its relationship with continuous integration [33,
96] and static analysis [71]. One study investigates the in-
tent and awareness of developers when performing changes
concerned with architectural aspects [101]. Finally, the
fifth study explores code review and its association with
code ownership [52]. All these five works examine code
review data from OSS projects.

The interplay between reviewing practices and contin-
uous integration (CI) has been investigated in two stud-
ies [33, 96], both exploring builds from the CI process.
Rahman and Roy [33] focused on the influence of the sta-
tus and frequency of these builds on code review, while
Zampetti et al. [96] targeted build failures and how these
builds are discussed during code review. The key findings
of these investigations indicate that passed builds and fre-
quently built projects are more likely to encourage the
reviewers’ participation. In general, the status of a build
influences the acceptance of a review request, but there
are exceptions, and failed builds are sometimes accepted.
Moreover, they found many review discussions on difficul-
ties in configuring the CI pipeline.

Panichella et al. [71] examined what has been changed
in the code during a review to understand how static anal-
ysis tools could have helped. By analyzing the changes
during code reviews, Panichella et al. [71] found that 6%–
22% of the warnings detected by static analysis approaches
are removed during code checking. The analysis also in-
dicates a trend of developers to focus on particular kinds
of problems during a review, such as imports and regular
expressions. Therefore, both studies of Rahman and Roy
[33] and Panichella et al. [71] suggest that other practices
focusing on code quality might be helpful for code review,
promoting participation and reducing the burden during
the code checking.

Exploring a more specific topic, Paixao et al. [101]
mined review data to investigate the intent and awareness
of developers of the architectural impact of their changes,
and also how architectural changes evolve during code re-
view. As result, only 31% of the examined reviews with a
noticeable impact on the architecture have a conversation
related to such impact, which suggests a lack of awareness
when such type of modification is performed. However,
Paixao et al. [101] also found that developers tend to be
more often aware of the architecture when the change is
related to it. In reviews in which the architecture is dis-
cussed, there is a trend to have larger improvements in
cohesion and coupling.

The fifth study in this group is concerned with code
ownership heuristics and whether code review data might
complement them. Thongtanunam et al. [52] analyzed how
the code authoring and reviewing contributions differ to
investigate whether the review activity should be used in
the code ownership heuristics. By examining data of two
OSS projects, the researchers found that 67%–86% of the
developers are review-only contributors, being 18%–50%
of them documented as core team members. In addition,

there is evidence of an increasing relationship between the
proportion of reviewers who have both low traditional and
review ownership values with the likelihood of having post-
release defects. This suggests that the reviewing activity
can be used to refine the code ownership heuristics.

Finding 15: Few warnings raised by static analysis
tools are removed during code review. Contexts re-
lying on continuous integration, with frequently built
projects and automated builds with the passed status,
are related to increased reviewers’ participation.

4.7. RQ-1 - What foundational body of knowledge has been
built based on studies of MCR?

The foundational body of knowledge of MCR consists
mainly of evidence about the practice in real settings. The
adoption and execution of MCR are influenced by multiple
factors, being frequent findings related to developers’ ex-
perience. The experience with other teams, projects, prod-
ucts, tools, and familiarity with the source code is reflected
in the decisions that shape the review process, internal out-
comes, and how reviewers behave when checking the code.
MCR is adopted using different tools and rules in both
industry and OSS. Despite the MCR variants, there are
convergent refinements that remain over the years, such as
the small number of reviewers and review comments per
review request. As expectations, the review practitioners
desire a positive impact on the code quality, knowledge
sharing, and learning. The foundational studies pro-
vide evidence that MCR increases the code quality and
promotes discussions about quality aspects, security, and
architecture. Moreover, MCR influences the peers’ per-
ception, the developers’ role in open-source projects, and
code ownership. The foundational body of knowledge of
MCR is commonly based on data analysis from historical
information of open-source repositories, but there are also
studies in large companies.

5. Proposals

The previously discussed studies provide an understand-
ing of how MCR works, deriving knowledge that is helpful
to develop novel approaches to support MCR. This sec-
tion introduces 53 proposals of a technique, tool, or the-
ory that aim at improving the MCR practice. These are
grouped into three categories, shown in Table 8. The first
two categories are related to the two phases of MCR de-
scribed in Section 2, namely Review Planning and Setup
and Code Review. The third, Process Management and
Support, includes approaches that focus on aiding the MCR
process by providing guidance, data analysis or tool sup-
port. We next discuss the identified proposals.
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Table 8: Classification of MCR Proposals.

Category Proposal Goal #Proposals

Review Planning and Setup 18
Patch Documentation Assist the preparation of the review request 1
Reviewer Recommender Recommend or automate the selection of reviewers 14
Review Prioritization Support the prioritization of review requests 3

Code Review 19
Code Checking Support the activity of checking the code performed by reviewers 15
Feedback Provision Support the activity of providing feedback to authors 2
Review Decision Support deciding whether there is a need for further review 2

Process Management and Support 16
Methodology and Guidelines Provide a taxonomy or guidelines to support MCR 4
Review Retrospective Assess or predict high-level MCR outcomes 6
Tool Support Presentation of tools to support the MCR lifecycle 7

5.1. Review Planning and Setup

We identified three kinds of support associated with
the Review Planning and Setup phase, i.e. before review-
ers review the code. The types of provided support are:
(i) patch documentation: helping authors to complement
the code change with information that is helpful to the
review; (ii) reviewer recommender : aiding the selection of
suitable reviewers; and (iii) review prioritization: helping
reviewers to select code reviews to be performed earlier.

5.1.1. Patch Documentation

A single approach [113] is dedicated to support patch
documentation. It consists of a tool—named Multime-
dia Commenting Tool (MCT)—implemented as an Eclipse
plug-in. MCT allows programmers to include code narra-
tion and embedded multimedia resources, as well as sup-
port the replay of these comments. Thus, reviewers can
reproduce them, which might help the understanding of
code changes. MCT works with multimedia comments
that contain audio or a video clip, a file recording mouse
movements, a copy of the source file when the comment is
created, and optionally extra files due to code changes.

5.1.2. Reviewer Recommender

Reviewer recommenders consist of tools and underlying
techniques suggesting a list of the best candidates to re-
view a review request. The motivation of most techniques
is to reduce of the time taken for a review acceptance.
There are also techniques whose goal is to support new-
comers to reach out experienced developers [120, 110], to
find the best candidates when the review request involves
multiple files and large changes [6, 128], or to quickly per-
form recommendations at scale [140]. These recommender
techniques use as input the review request and comple-
mentary data from repositories of software development.
The rationale behind these algorithms is to assign a score
for reviewer candidates based on attributes of the histor-
ical databases, presenting as recommendation those with

higher ratings. Some techniques also consider a time prior-
itization factor to give more weight to current than past re-
views [106, 19, 108, 22, 120, 128, 136, 147]. A single study
proposes a recommender with load balancing to mitigate
the effect of unbalanced recommendations [140].

The identified technique that was first published is
called Review Bot [108], which recommends as reviewers
those who worked on the same lines of the review request.
Thongtanunam et al. [22, 5] then suggested the use of file
patch similarity, which takes into account previous changes
with similar paths and who reviewed them. Their second
work presented RevFinder [5] was adopted as a baseline
technique in the evaluation of most of the approaches pro-
posed posteriorly. Other techniques explore a wide range
of additional features to improve code recommenders, they
are: (i) the review description and its similarity with past
descriptions [134]; (ii) the review feedback written by po-
tential reviewers [106, 120]; (iii) common interests among
reviewers [6, 128, 146]; (iv) cross-project experience in spe-
cialized technologies [110]; and (v) topic models using re-
view request information and reviewers’ influence [146].
Part of this information complemented those previously
explored. Xia et al. [134] extended RevFinder, while other
approaches [6, 110] include the expertise with files to be
reviewed. Asthana et al. [140] then prioritized who either
committed changes or reviewed the files in the review re-
quest of a project. Instead of proposing a new technique,
other studies investigated the effectiveness of different fea-
tures to identify the best set of reviewers. Jiang Jiang et al.
[19] compared the performance of the use of activeness,
text similarity, file similarity, and social relation, conclud-
ing that activeness outperforms the others. Finally, Fejzer
et al. [136] suggested building profiles of individual pro-
grammers for recommending a reviewer. This profiles can
be updated as new reviews are made, so that it is not nec-
essary to process past information for a recommendation.
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5.1.3. Review Prioritization

Given that reviewers might be invited to many code
reviews, there is a need for prioritization. Thus, the ap-
proaches in this group provide support by suggesting which
requests should be reviewed first. Aman [135] gives as rec-
ommendation a list of source files to be reviewed, using a
0-1 programming model-based method. The approach es-
timates the bug-proneness and the cost required for review
each file. The goal is to find an optimal selection of files
to be reviewed that does not exceed a certain cost while
maximizes the sum of bug-proneness in this set. Fan et al.
[137], instead, suggested the estimation of the chances for
a change to be accepted or rejected in the code review pro-
cess. First, a model building phase takes as input a set
of labeled changes, extracts 34 features, and train a pre-
diction model. In a prediction phase, this model can be
applied to estimate if a change is going to be accepted.
The idea is to give higher priority to high-quality changes.
Lastly, Wen et al. [144] suggested directing the review ef-
fort considering the impact on the project deliverables. The
proposed tool, BLIMP Tracer, first extracts the building
dependency graph of the system. Then, given the review
request, the tool recursively traverses the graph to iden-
tify the impacted product deliverables. The output is an
impact analysis report and the idea, in this case, is to give
higher priority to changes impacting critical project deliv-
erables or deliverables that cover a broad set of products.

Finding 16: Approaches to support authors of code
changes focus mainly on the Review Planning and
Setup phase of MCR (Figure 1). Reviewer recom-
mender is the most common type of support for the
MCR process (14 of 53 proposals), to help the au-
thor select reviewers. Most of these techniques use a
review (or development) history to build a recommen-
dation. For the Preparation task, there is tool support
that allows authors to include multimedia comments
on the source code, which might help reviewer under-
standing.

5.2. Code Review

A set of approaches focuses on helping reviewers in
the manual activity of analyzing a code change and pro-
viding comments. These approaches are split into three
categories—code checking, feedback provision and review
decision—which are discussed next.

5.2.1. Code Checking

Support for code checking has been focused on pro-
viding information to ease the manual work of reviewers,
mainly the understanding of a change. To provide this
support, the main strategies presented in the studies are
(i) provide visualizations of code changes [109, 138, 114,
119, 111, 117, 141, 142, 148, 143], (ii) present properties

associated with them [131, 121, 130], and (iii) support the
analysis of change impact [133, 145].

Some proposals assume that a change can be decom-
posed to ease understanding. ClusterChanges [109], JClus-
terChanges [138], CoRA [142], and ChgCutter [148] are
techniques for decomposing changes based on static anal-
ysis. ClusterChanges and JClusterChanges, instantiated
for C# and Java language, respectively, analyze compos-
ite changes to uncover definitions and their uses, clustering
diff-regions into trivial and non-trivial. Similarly, CoRA
analyzes dependency relationships and similarity in tan-
gled changes, further generating a description of each par-
tition based on its importance, templates, and program
analysis technique. ChgCutter, in turn, partitions a user-
selected change subset based on dependencies and builds a
compilable intermediate program version, in which a sub-
set of regression tests can be run. In addition to this tech-
niques, Tao and Kim [114] built a heuristic-based approach
that identifies and groups two changed lines as related if (i)
both are formatting-only changes; or (ii) they are seman-
tically related for having static dependencies, or (iii) they
are logically related for having similar change patterns.

Differently, there are approaches that are specific to
particular kinds of change or language type. ReviewFac-
tor [119] focuses on separating refactoring from non-refac-
toring changes, based on the code before and after the
change and the log files of the refactoring tool usage. They
take into account the automatic and manual refactorings,
providing as output a visualization of the non-refactoring
part and then the refactoring part. CRITICS [111] tar-
gets the inspection of systematic changes, allowing au-
thors to customize a change template to summarize sim-
ilar changes. This is used to detect potential mistakes.
ISC [141] focuses on identifying a salient class in a review
request, which is a modified class that causes the modifi-
cation of the remaning classes in the request. The problem
is modeled as a binary classification using a large number
of discriminative features. ClDiff [143] then works to gen-
erate concise linked code differences exploring the abstract
syntax tree (AST). As output, ClDiff provides a visualiza-
tion of code differences grouped by the links found and
also a description of each group. The other more specific
approach consists of a differencing algorithm, named Vd-
iff [117], which focuses on a hardware description language,
Verilog. As typical diff tools assume sequential execution
semantics, they are not suitable to hardware design de-
scriptions, and thus need alternatives to identify changes.

The approaches discussed above focus on syntactic as-
pects of code changes. Other approaches that aim to sup-
port code checking target on the software behavior, qual-
ity, change impact analysis, and effort. Getty [131] aims
to aid code review with inter-version semantic differen-
tial analysis, presenting summaries of both code differ-
ences and behavioral differences, using invariants extracted
from the execution of test cases. Visual Design Inspection
(ViDI) [121] gives a city-based code visualization to help
reviewers inspect the impact of changes on the overall qual-

20



ity of the software. This visualization together with crit-
ics (broken design rules) are used by reviewers to indicate
changes to be made. SemCIA (for JavaScript) and Mul-
tiViewer are assistance tools for change impact analysis.
The former implements novel semantic relations and shows
relationships between structural changes and changes to
program behavior. MultiViewer [133], in turn, includes
the formal definition of three metrics: effort, risk, and im-
pact. It presents this information in a Spider Chart and a
Coupling Chart to support reviewers to identify coupling
relations among related files in the changes. Concerning ef-
fort, Mishra and Sureka [130] provide an estimation model
for code review. Six variables to measure the size and
complexity of the modified files are used to help reviewers
predict the work needed to review a code change.

5.2.2. Feedback Provision

In addition to analyze code changes, reviewers must be
able to provide feedback to authors, which can be, e.g., re-
quest for changes, ask questions and clarification, or votes
of acceptance or rejection. Two approaches have the goal
of supporting this feedback provision. Rich Code Anno-
tation (RCA) [115] is a digital ink tool integrated with
the development environment to support annotations in
reviews, so that reviewers can provide feedback using mul-
timedia resources. The other approach consists of a predic-
tion model—RevHelper [21]—to indicate the usefulness of
review comments in review submissions. This model was
built on top of studies [34, 21] (discussed in Section 4) on
the usefulness of reviews comments (one of them published
in the same paper in which RevHelper was proposed).

5.2.3. Review Decision

After going through a round of review, a code change
can be accepted, rejected or may need rework, possibly
requiring further reviews. To help reviewers reach a de-
cision, there are two approaches that provide reviewers
with complementary information that serve as indicators
of whether a code change should be accepted. Both ap-
proaches have the goal to predict fault proneness. Harel
and Kantorowitz [126] estimate the number of faults re-
maining in code. The method is an adaptation of an esti-
mator (used in the formal software inspection process) to a
scenario of iterative code review, where there are multiple
review iterations. Soltanifar et al. [116], in turn, proposed
a prediction model similar to typical bug predictors, which
builds a model to predict fault proneness based on a set
of features. The difference of their approach is that they
consider features associated with the review that has been
done to predict whether a patch remains defective.

Finding 17: Most MCR approaches focus on sup-
porting reviewers, being 22 of 53 proposals (41.5%)
related to the reviewers’ work, i.e., review prioriti-
zation, code checking, feedback provision, and review
decision. From these 22 proposals, 15 target the
code checking task, aiming to help understand code
changes, which is a challenge for practitioners, as iden-
tified in foundational studies. In 66.7% of cases
(10 of 15 studies), this checking support consists of
providing alternative visualizations of code changes.

5.3. Process Support

The two groups of approaches previously described tar-
get specific tasks of MCR. We now detail the last group,
which focuses on the MCR process as a whole and is split
into three sub-groups.

5.3.1. Methodology and Guidelines

Existing works classified as methodology and guidelines
are those that, based on collected data and previous stud-
ies, propose a taxonomy or guidelines to improve MCR.
Taxonomies were proposed by Baum et al. [1] and Li et al.
[79]. The former presented a faceted classification scheme
for industrial MCR processes, including variations on how
the process is embedded, reviewers aspects, code checking,
feedback, and overarching facets. The latter consists of a
taxonomy of topics in the review feedback, with four main
categories (code correctness, pull-request decision-making,
project management, and social interaction).

Two works proposed guidelines. The first [139] makes
recommendations associated with tool support, suggest-
ing improvements in code review tools to increase review
efficiency and effectiveness. The second study [123] is a
middle-range theory to indicate an optimal order to read
the code, deriving six principles that define a proper order
of changes and how they should be presented for reviewers.

5.3.2. Review Retrospective

MCR repositories can be explored to improve its pro-
cess in particular projects. Six works went to this direc-
tion. Uwano et al. [54] presented an integrated environ-
ment to capture eye movements during the code review,
the Crescent tool. The approach uses an eye mark tracker,
associating this information with a line of the code. This
data is then available for further analysis, which allows
developers to examine individual performance objectively.

The other proposals explored the comments written
by reviewers, presenting approaches to categorize them by
means of machine learning algorithms. The studies aim to
inform comment usefulness, confusion content, sentiment
analysis, and identification of review topics. Pangsakulyanont
et al. [127] proposed a semantic similarity classification
of comment usefulness, in which the approach computed
its semantic similarity with the review request description
and observing if it satisfies threshold values. Bosu et al.
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[34] then proposed a classification based on eight comment
attributes, such as the number of participants and com-
ments in a thread, and the number of iterations in the
review. These attributes were defined based on the find-
ings of a preliminary exploratory study, in which develop-
ers reported their perception of usefulness. As the useful-
ness classifiers, the approach proposed by Ebert et al. [64]
aimed to understand the content of review feedback. How-
ever, in this case, the researchers focused on the presence of
confusion, grounded on the assumption that confusion neg-
atively affects the effectiveness of code review. Based on
an existing theoretical framework for categorizing expres-
sions of confusion, eight different classifiers were trained
with manually labeled the data, allowing an automatic
confusion identification. Performing sentiment analysis in
review comments, SentiCR [122] is a supervised sentiment
analysis tool designed explicitly for code review. It uses
a sentiment oracle built empirically. Finally, Li et al. [79]
developed a two-stage hybrid classification of review top-
ics. Grounded on its foundational study, the approach
classifies the contents of review comments, allowing them
to identify what reviewers are talking about. The intent
is to organize the process and optimize the review tasks.

5.3.3. Tool Support

MCR is supported by widely used tools, such as Ger-
rit and CodeFlow. However, there are different tools that
have been developed with similar purpose [107, 118, 124,
125, 129, 132, 112]. Table 9 summarizes the approaches
identified in our SLR (ordered by their publication date),
their ultimate goal, and strategies adopted to achieve it.
We list proposals to support the code review itself, as well
as to support the development of code review tools. The
latter includes a single work [112] that consists of an ex-
tensible framework to the gamification of review systems,
aiming to increase developers’ interest.

Older supporting tools refer to code inspections, propos-
ing process changes to enable a more lightweight practice.
This is the case of IBIS [125] and HyperCode [132], which
can be used within a flexible and asynchronous review pro-
cess. In contrast, recent tools have been focusing on more
specific goals, aiming to address specific concerns of MCR,
such as SmellTagger for tablets [107].

5.4. RQ2 - What approaches have been developed to sup-
port MCR?

Multiple approaches to support MCR have been pro-
posed. Most of them consist of reviewer recommenders
and techniques to provide visualizations of code changes.
Reviewer recommenders focus on finding suitable candi-
dates to review a code change, commonly to reduce the
time taken for a review acceptance. These recommenders
are usually based on historical data of code review and con-
sider the file path similarity or common interests among
reviewers in the past to rank and suggest the reviewers’

candidates to a new review request. Approaches that pro-
vide visualizations of code changes focus on helping the re-
viewers during code checking, highlighting change aspects
to ease the understanding and the finding defects. The
main strategy to provide visualizations is to decompose a
code change based on static analysis, presenting the differ-
ences between the old and new versions of the decomposed
code.

6. Evaluations

We now focus on how the approaches to support MCR
tasks have been evaluated either individually or compared
to a baseline. We first introduce the types of evaluation
that appeared either in papers that include a proposal
(discussed in the previous section) or in those that has
as main contribution an evaluation of existing approaches.
Then we detail design aspects of performed evaluations,
followed by a discussion of their key findings.

6.1. Evaluations Types

Considering the identified proposals, we investigated
whether they were evaluated in the paper that they were
proposed. From the 53 proposals, 30 (56.6%) include
an evaluation. We further identified seven papers whose
main contribution is one or more evaluations. As result,
there are 37 papers labeled as containing an evaluation.
Figure 6 shows the number of publications containing a
proposal with an accompanying evaluation and evalua-
tion studies. Most of these studies aim to assess a reviewer
recommender technique, which is the most frequent type
of approach. Typically, a newer approach is compared to
the current state-of-the-art approach to demonstrate that
it provides improvements at least in one aspect. Any form
of evaluation of approach to support MCR was considered.
We did not, however, consider as an evaluation a descrip-
tion of a scenario to illustrate the use or the benefits of a
proposal, that is, when there is solely an example of its
use made by its own authors; or the report of informally
received feedback. This only provides anecdotal evidence
of the effectiveness of the proposed approach.

Studies comparing MCR outcomes with other tech-
niques, e.g. pair programming, are not included in this
section because they are considered foundational stud-
ies (Section 4). In addition, we also do not include studies
that consist of an analysis of different sets of features (i.e.
feature selection) or learning algorithm to predict MCR
outcomes, e.g. [19]. These are classified as proposals, as
their contribution is an identified set of features/algorithm.
The process of assessing the accuracy of different alterna-
tives is considered part of the development of the approach.

We classified the adopted research methods of eval-
uations into four main groups, as described in Table 10.
The sum of the studies per type is higher than the number
of papers because there are papers that include more than
one type of evaluation study. The most common is offline
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Table 9: Summary of the approaches that provide tool support for MCR.

Approach Year Main Goal Tool Style

Support Code Review
IBIS [125] 2002 Support to distributed code inspections Web-based code inspection tool
HyperCode [132] 2002 Support to distributed code inspections Web-based code inspection tool
Nagoya et al. [124] 2005 Support to the function-path review method Desktop-based tool
Java Sniper [129] 2011 Promotion of collaborative code review Web-based code review tool
SmellTagger [107] 2012 Improvement in desirability and collaboration Tool for tablet
Fistbump [118] 2016 Overcoming of limitations of existing tools Web-based tool integrated with GitHub

Support the Development of Review Tools
Sripada et al. [112] 2016 Increase in the developers’ interest Extensible framework for gamification
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Figure 6: Number of evaluation papers per type of MCR approach.

evaluation, being adopted in more than half (64.64%) of
the cases. This type of evaluation refers to studies in which
researchers execute a technique or tool using existing data
from MCR repositories as ground truth, and also as in-
put of the approach, when it is the case. These offline
evaluations do not involve human subjects. In Figure 7,
we further detail the adopted evaluation type by the cat-
egories of MCR approaches. As can be seen, almost all
reviewer recommenders have been evaluated offline.

Possibly due to the time and effort required to conduct
user studies, evaluations involving human subjects, either
professionals or students, were the choice in only a few
studies. Experiments are the second most frequent evalua-
tion type in our review, reported in seven papers (15.91%).
These studies are characterized by a controlled environ-
ment, which involves participants and measured variables
to analyze the effect of an intervention in the code review
process. In contrast to experiments, opinion studies have
none or limited control, being the participants invited to
a hands-on trial to try the proposed tool or technique.
From this interaction with the proposed approach, the re-
searchers collect the user perception using interviews or
questionnaires. Therefore, the evaluation is based on col-
lected subjective data. Studies of this type are present in
six (13.64%) papers. From these, four [109, 111, 148, 142]
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Figure 7: Number of studies categorized by evaluation type and
MCR approach type.

were used to complement the results of another study de-
tailed in the same publication. One study [107] consists
of a preliminary evaluation in which the subjects inter-
act with a prototype of the proposed approach. Then,
in another opinion study [144], the participants were in-
vited to a semi-structured interview, in which they used
the proposed approach and provided feedback. Lastly,
case studies collect and analyze data from a particular
non-controlled environment. Three studies fall into this
category, two of them based on OSS projects, and one
from industry. In one of them, Peng et al. [151] evalu-
ated both the usage and perception of the developers on
a reviewer recommender in GitHub, collecting quantita-
tive data and interviewing developers. In the other case
study, Mizuno and Liang [153] assessed the evolution of
Gerrit using multiple sources, such as an interview with a
developer of the tool and a comparison between Gerrit and
Rietveld regarding features and code review logs. Finally,
one case study [140] involved the deployment of the pro-
posed approach in five repositories, following a collection
of metrics to evaluate the usage and also a user study to
analyze improvements. Later, this last case study was also
complemented with an offline evaluation.

We next investigate in-depth the two most common
types of evaluation, namely offline evaluations and exper-

23



Table 10: Classification of MCR Evaluations.

Category Evaluation Description # Studies

Offline Evaluation Evaluation of an MCR approach (with or without baseline) using historical data
from software projects to validate the output of the approach.

29

Experiment Empirical study in controlled settings to observe the effects of an MCR approach. 7
Opinion Study Subjective (qualitative or quantitative) evaluation of an MCR approach by sub-

jects, after introducing the approach and allowing participants to experiment it.
6

Case Study Observation and collection of data from the instantiation of the approach in real
settings, possibly using mixed research methods.

3

iments, detailing their designs and reached conclusions.

6.2. Offline Evaluations

Focusing on offline evaluations, we first discuss their
study design in terms of (i) object of the study, i.e. eval-
uated approach; (ii) number and type of target projects;
and (iii) metrics collected for the evaluation. We then ex-
amine the conclusions reached by these studies.

6.2.1. Study Design

Study Object. From the 29 offline evaluations, most (51.72%)
focuses on reviewer recommenders. Approaches to support
code checking are the second most common (34.48%) [109,
114, 117, 119, 138, 141, 142, 145, 148, 143]. From the re-
maining works, two target review prioritization support [135,
137], and the last two studies evaluate feedback provision
assistance [21] and a variation in the MCR process [150].

Reviewer recommenders are usually evaluated using
historical datasets, which are used to train and test gen-
erated models. The key steps typically followed in this
kind of evaluation are: (i) retrieving review requests with
closed status; (ii) cleaning and sorting the collected data
in chronological order; (iii) using part of the data to build
a model using a learning technique; and (iv) using this
model to make predictions in the test set and evaluating
the results with a particular metric, such as precision, re-
call, and mean squared error (MSE).

Approaches to support code checking, usually by means
of visualizations, are also evaluated using historical datasets.
The approaches are applied to existing changesets, and
through a manual inspection the correctness of the output
is verified, e.g., whether generated change clusters are ac-
ceptable. The manual inspection of the output followed
two strategies, namely with and without a ground truth.
Five approaches [114, 117, 141, 142, 148] to manipulate
changeset visualizations were evaluated using a baseline
created by human evaluators. Tao and Kim [114] included
the first author and two external students as evaluators,
while Duley et al. [117] and Guo et al. [148] did not men-
tion an external member in this step. Huang et al. [141]
and Wang et al. [142], in turn, involved only external stu-
dents in analyzing the existing data to manually establish
the ground truth. In the three other studies, the out-
put visualization was manually scrutiny by the researchers

without a ground truth, using existing data of review re-
quests as support. For example, Barnett et al. [109] ex-
amined commit messages to verify the proposed partition
of a changeset. Lastly, in two evaluations [145, 143], the
output of the proposed approach is compared to another
tool. Four of these papers related to support code check-
ing [109, 114, 148, 143] include studies with human sub-
jects to complement the offline evaluation.

The remaining four offline evaluations followed differ-
ent procedures. Aman [135] produced review plans by the
so-called “conventional method” and the proposed method,
analyzing both recommendations by the number of buggy
files included in the suggested list. In contrast, Fan et al.
[137] and Rahman et al. [21] proposed prediction mod-
els. Consequently, their evaluations consist of comparisons
with other baselines. Moreover, Rahman et al. [21] man-
ually built a ground truth to evaluate the feedback assis-
tance approach, while Fan et al. [137] used the stored data
of a change request as a baseline for analysis. Finally,
Baum et al. [150] used a simulation model to analyze the
differences between pre-commit review and post-commit
review in terms of quality, efficiency and cycle time.

Target Projects. Offline evaluations, in our context, use
data from existing software projects. We detail in Table 11
descriptive statistics of the number of the projects ana-
lyzed in each study and whether these projects are open
source or proprietary. Two studies [110, 120] are taken
into account in both table rows as they used data from
both types of projects. One study [150] is not considered
in this table because the paper only mentions the use of
data from the industry, without detailing information from
which projects data was collected.

The majority of the studies collected data only from
OSS repositories. The most frequently used projects are
Android and OpenStack with seven occurrences each, fol-
lowed by Qt and LibreOffice, which were adopted in six
and four evaluations, respectively. Three offline evalua-
tions [106, 151, 141] using open-source data did not inform
which repositories they mined. Only four studies [108, 109,
21, 140] used data solely from industry.

With respect to the number of projects, most of the
studies had as target only a few projects—the median is
4 projects that are open source and 3 projects that are
proprietary. As an outliers, Yu et al. [106] and Huang
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Table 11: Descriptive Statistics of the Target of Offline Evaluations and Experiments.

Evaluation Type Study Target #Studies Mean SD Median Min Max

Offline Evaluation
Open-Source Projects 24 13.29 28.22 4 1 120
Proprietary Projects 6 3.83 3.43 3 1 10

Experiment Subjects 8 34.25 60.21 13 8 183

et al. [141] used data from 84 and 120 projects, respec-
tively. Note that some of the projects are large scale and,
therefore, contain a large amount of code review data, with
many review requests and contributors, which can justify
the low number of projects in some of the studies.

Metrics. Approaches that rely on learning techniques use
the metrics that are typically used in this context. Usu-
ally, the reported metrics are accuracy, precision, and re-
call. Particular studies also consider F-measure [106, 120,
136, 140, 146] or effectiveness ratio [137], for example.
As reviewer recommendation can also be seen as a rak-
ing problem, another frequent evaluation metric is Mean
Reciprocal Rank (MRR) [110, 5, 6, 134, 136, 142, 147]. In
particular, Jiang et al. [147] evaluated their proposed rec-
ommender considering the model construction time and
prediction time.

Approaches that have a specific purpose elaborate cus-
tom metrics: (i) Aman [135] analyzed the number of buggy
files in the generated output; (ii) Ge et al. [119] considered
the refactoring ratio detected by the approach to assess its
impact; (iii) Fejzer et al. [136] examined the memory foot-
print; (iv) Baum et al. [150] used specific heuristics for
quality, efficiency and cycle time; and (v) Hanam et al.
[145] analyzed the number of correct dependencies cre-
ated by the proposed approach in comparison to others.
Lastly, Wang et al. [142] evaluated the clustering result
using Rand Index and Huang et al. [143] examined the
generation of the proposed visualization using accuracy,
conciseness, and time performance.

6.2.2. Findings

Offline evaluations are based on quantitative data anal-
ysis. Therefore, reached conclusions indicate how an MCR
approach performs and whether it outperforms an existing
approach. We discuss key findings of the these evaluations
by study object as follows.

Reviewer Recommenders. Most of the papers on reviewer
recommenders (15 out of 16) report results of an offline
comparison between a proposed approach and selected base-
lines. Consequently, the main result is an evidence that
indicates that the proposed approach is better than an ex-
isting one (selected baseline) according to a selected met-
ric. Typically, the studies consider the top-k recommenda-
tions (where k is the number of recommended reviewers).
We detail in Table 12 the reported results when a new
approach is compared to another algorithm of reviewer

recommendation, showing which approach outperformed
which baseline according to which metric.

Other studies—presented in Table 13—compared a re-
viewer recommender with alternative baselines, e.g. a sim-
ple heuristic or a standard learning technique. For in-
stance, Balachandran [108] developed RevHistRECO, which
is a heuristic inspired by the observed manual process of
the reviewer assignment, adopted as a baseline for his pro-
posed Review Bot. Yu et al. [106], in turn, extended and
implemented as baseline recommenders based on existing
techniques, such as information retrieval (IR). Some of the
baseline approaches in this table, e.g. xFinder [157] and
CoreDevRec [158], are not in our SLR, because their pur-
pose is not to recommend code reviewers and are not in
the context of MCR.

Code Checking. While reviewer recommenders are usually
compared to similar approaches, eight out of ten offline
studies [109, 114, 117, 119, 138, 141, 142, 148] that eval-
uate work to support code checking use a manually built
ground truth. Hanam et al. [145], however, used additional
tools to build a ground truth. In both cases, it is used to
identify false positives and false negatives given as output
of the approaches to support code checking. The identi-
fied false positives are then analyzed by the researchers,
who examine their cause so that the proposed approach
can be improved. For instance, Barnett et al. [109] and
Luna Freire et al. [138] highlighted which type of code
change was not considered by their approach to distin-
guish trivial and non-trivial changes. The other offline
evaluation [143] of a code checking approach then mixed
the manual analysis of output and the comparison with
an existing tool. As key findings, Huang et al. [143] found
that the proposed approach has higher accuracy and bet-
ter conciseness as well as required less time in the study.

Finding 18: Evaluations of approaches to support
MCR mainly focus on the validation of the output us-
ing data analysis. This strategy—named offline eval-
uation—is usually used when assessing reviewer rec-
ommenders and code checking support. Most offline
evaluations use data from OSS projects. Precision
and recall are the most frequent metrics in this type
of evaluation. Considering reviewer recommenders,
RevFinder has been the most used as a baseline.
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Table 12: Results of comparisons of code reviewer recommenders. Table cells indicate when an approach (rows) outperformed a baseline
listed in its corresponding column, with respect to a particular metric. The metrics are accuracy (ACC), mean reciprocal rank (MRR), and
precision and recall (P&R).

Approach
Outperformed Reviewer Recommenders

Review Bot FPS RevFinder TIE cHRev IR+CN Activeness WRC

FPS [22] ACC
RevFinder [5] ACC
TIE [134] ACC
Correct [110] ACC, P&R, MRR
cHRev [120] P&R
RevRec [6] P&R P&R P&R
WRC [152] ACC
PR-CF [128] P&R P&R P&R P&R
Fejzer et al. [136] P&R P&R
TRFPre [147] ACC ACC ACC
WhoDo [140] P&R

Table 13: Results of comparisons between a reviewer recomender and a baseline technique. Each row indicates that an approach in the first
column outperformed baselines in the third column, with respect to the metrics listed in the second column. The metrics are accuracy (ACC),
F-measure (F1), mean reciprocal rank (MRR), and precision and recall (P&R).

Approach Measurement Outperformed Baselines

Review Bot [108] ACC RevHistRECO
IR+CN [106] P&R and F1 SVM-based, IR-based, FL-based, IR-based+CN-based, and FL-

based+CN-based
cHRev [120] P&R, F1, and MRR xFinder and RevCom
WRC Algorithm [152] ACC Line 10 Rule, Number of Changes, Expertise Recommender, Code

Ownership, Expertise Cloud, and Degree-of-Authorship
TRFPre [147] ACC CoreDevRec and ACRec

Finding 19: Most conclusions of the evaluation
studies are related to the feasibility and effectiveness
of an approach to support MCR based on data analy-
sis. The results of the evaluation of a newly-developed
proposal outperforms baselines, achieving better accu-
racy, precision, and/or recall.

6.3. Experiments

A smaller amount of MCR approaches (in comparison
to offline evaluations) have been evaluated by means of
experiments. They are performed in controlled environ-
ments and involve subjects, being them students, profes-
sionals, or both. We next discuss the following aspects of
the design of these studies: (i) independent and dependent
variables; and (ii) participants. As in the previous section,
we also summarize their findings.

6.3.1. Study Design

Variables of the experiments. The experimental studies to
evaluate an MCR approach rely on various variables. Five
of these studies adopted a within-subjects design, in which
all participants performed review tasks using both the pro-
posed approach and another selected for comparison. In

the experiment of Zhang et al. [111], the analysis of sys-
tematic changes in the code was performed using the pro-
posed CRITICS and also, as baseline, the diff and search
features of Eclipse. Similarly, Hanam et al. [145] asked
the study participants to perform a review task supported
by the proposed change impact analysis tool SemCIA and
also by other tools, SynCIA and UnixDiff. In two studies,
the participants reviewed a code change with and without
the support of the proposed approach output, i.e. with
or without partitions [114] and with or without a hint
of salient class [141]. Lastly, participants of the study of
Huang et al. [143] conducted the review with the proposed
tool ClDiff and with GumTree, the state-of-the-art tool to
generate fine-grained code differences. In all these cases,
the researchers measured the correctness of the output of
the review task and the time spent. More specifically, in
two of these studies [141, 143] the experiment analyzed the
degree of understanding the changes.

In contrast with these studies, two evaluations followed
a between-subjects design. Khandelwal et al. [149] evalu-
ated the effect of gamification on code review, organizing
the participants into five groups, each of them using either
a gamified or a non-gamified review tool. The researchers
then measured the subject’s interest by the number of re-
view comments, the usefulness of review comments, the
number of identified bugs, the number of identified code
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smells, and the time spent. In Menarini et al. [131]’s ex-
periment, the intervention group used the proposed Getty
approach, while the control group used GitHub resources.
From these interactions, the code review process resulting
from the used supporting approach has been assessed.

Finally, Runeson and Wohlin [154] performed an ex-
periment to compare three alternative capture-recapture
methods, which are used to estimate the number of bugs
in a code after going through review. Participants had to
review a target code and point out bugs. Based on this,
the researchers analyzed the identified bugs and inspected
the errors in the estimation of the evaluated methods.

Sample size. The experiments performed to evaluate MCR
approaches considered varying numbers of subjects to par-
ticipate in the studies. In Table 11, where we show the
number of projects used in offline evaluations, we also de-
tail the descriptive statistics of the number of subjects in
experiments. The study that involved the highest number
of subjects (183) was conducted by Khandelwal et al. [149],
while Runeson and Wohlin [154] experiment involved the
smallest sample, with 8 subjects. Moreover, considering
the background of subjects, three of the experiments [149,
111, 114] were conducted solely with students; the other
three experiments [131, 154, 145] involved professionals in
addition to students. In the experimented conducted by
Huang et al. [141], the participants are characterized as
people engaged in computer-related work with program-
ming experience, but it is not clear whether they are pro-
fessionals, students, or both.

6.3.2. Findings

Experiments performed in the context of MCR focus on
evaluating particular aspects of the proposed approaches.
Thus, the key findings target the value promoted by each
approach. Two experiments [111, 114] provide evidence of
a positive impact in the review process due to the proposed
approach, such as by improving the correctness and time
spent in the review activity. Similarly, three studies [141,
145, 143] give evidence of a specific positive impact of the
proposed approach on the understanding of code changes.
In contrast, Khandelwal et al. [149] found no evidence that
gamified tools promote a positive impact on the subjects’
interest. Additionally, grounded on observations of the
experiment execution, Menarini et al. [131] indicated that
semantically-assisted code review is feasible and effective.

In addition to the main collected data, three experi-
ments also include a follow-up study with the participants
to collect their perceptions about the proposed approach.
By means of a survey [149, 111] or an interview [131], the
subjective opinion of the participants suggests that the
approaches might indeed help the code review process.

6.4. RQ3 - How have MCR approaches been evaluated and
what were the reached conclusions?

Most of the approaches proposed to support MCR have
been evaluated using offline studies, with the goal of vali-

dating the output of the technique or tool, commonly using
historical data from code review as input. From 37 eval-
uation papers, 29 (78.38%) present an offline study. In 12
of 29 cases, these validations consider the effectiveness by
measuring precision and recall of the output compared to
the stored information. In 10 of 29 offline studies, the val-
idations consider the accuracy. The reached conclusions
are usually related to a newly-developed approach that
outperforms baselines by achieving better effectiveness in
an offline evaluation. There are also few reports of eval-
uations with user studies (13 of 37 evaluations), and
they are mainly focused on observing the effects and the
opinion of the proposed approach.

7. Discussion

The literature on MCR reviewed in our SLR allowed us
to identify and analyze the researched aspects of the prac-
tice, classify the existing approaches to support it, and
understand how these supporting approaches have been
evaluated. Thus, we presented in previous sections a struc-
tured body of knowledge of the MCR practice, which is
helpful for both researchers and practitioners. In this sec-
tion, we discuss further insights derived from our analysis.

7.1. Historical Developments

Given the primary studies analyzed in this systematic
review, we provide a historical perspective of the devel-
opments in the field of MCR in Figure 8. We summarize
the total number of papers published per year, as well as
papers of each type per year. We can observe an increase
in research work on MCR in recent years. This trend in-
dicates the importance and timeliness of the topic. Never-
theless, in the last two years (i.e., 2018 and 2019) we can
observe a decrease in the total number of papers. This
variation is mainly due to a decreased number of propos-
als. Nevertheless, this decline in the number of papers in
the last couple of years does not provide enough evidence
to claim any medium- and long-term trend.

7.2. Taxonomy of Research Work on MCR

Our analysis of the primary studies of MCR selected
for being investigated in this SLR leads us to identify key
topics in this research area. We categorized the topics in-
vestigated in foundational studies, proposals of ap-
proaches to support the practice, and types of evalua-
tion studies in the previous sections. We now summarize
and propose a taxonomy of aspects of the research on MCR
in Figure 9, which complements the mentioned categories.

In our taxonomy, we first highlight the goals of the
research work on MCR, which can be related to: (i) a bet-
ter understanding of one or more code review aspects, e.g.
challenges faced by practitioners and factors influencing
an outcome; (ii) novel approaches that provide support
to practitioners; and (iii) evaluation techniques or tools,
which aim to assess the effectiveness of MCR-supporting
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Figure 8: Distribution of primary studies by type per year of publi-
cation.

approaches. Works on MCR target a particular scope,
which can be the MCR process as a whole or a partic-
ular task. Studies or proposals generally rely on collected
or existing data, which can be mined from repositories or
obtained from human subjects. These data can be from
a combination of locations, e.g. OSS or academia. This is
captured by the source of data facet. Finally, the last facet
refers to the output associated with the contribution of the
work (which can be assessed metrics and/or a particular
type of contribution).

7.3. Actionable Implications and Future Directions

The findings of our systematic literature review re-
vealed that multiple aspects of MCR have been addressed
in the last years. This section discusses the implications
of our findings and issues that remain unaddressed.

MCR process improvement. Empirical studies of MCR
demonstrate the feasibility of extracting information from
the history of review activity stored in tools, such as Ger-
rit. For practitioners, these findings suggest how to im-
prove internal outcomes, such as that the submission of

small code changes increases reviewers’ participation and
reduces the review duration. Moreover, the findings re-
lated to the CodeFlow Analytics from Microsoft [42] demon-
strate that developers can use review data to improve
MCR. Although CodeFlow Analytics is an internal plat-
form of Microsoft, there is an opportunity for researchers
to study how developers can use this data to improve the
MCR process in their own projects and what outcomes can
support strategic decision making to improve this process.

Code Improvement. Differently from inspections, MCR
has as one of its main benefits source code improvement.
Nevertheless, changes based on comments are made in an
individual basis. Consequently, the same comments might
be made in different code reviews. Similar code improve-
ments in reviewed requests have been identified [95] and
common themes emerged from the manual analyses of re-
view feedback [3, 40]. Moreover, there is evidence that
authors repeatedly introduce the same types of problems
despite the reviewer feedback [93]. For practitioners, this
implies more attention before submitting a request, dis-
seminating and checking for issues that were earlier ad-
dressed, and reducing the review cost. For researchers,
these findings suggest that natural language processing
(NLP) techniques can be used to extract recurrent bad
practices in projects based on comments to avoid them to
occur again by means of knowledge dissemination.

Exploration of Non-technical MCR Benefits. Dif-
ferently from code inspections, whose primary focus was
bug detection, MCR brings various other benefits, such as
knowledge transfer, collective code ownership, and learn-
ing. However, these non-technical benefits have been lit-
tle explored in foundational studies and existing ap-
proaches do not focus on improving them.

User studies on MCR. Only few experiments involv-
ing human subjects have been conducted in the context
of MCR. In our set of 139 primary studies, 19 reported
an experiment (13.67%). Including other methodological
approaches involving participants, i.e., experiments, inter-
views, and surveys, 47 of 139 (33.81%) papers present a
study with practitioners or students. MCR is essentially a
human-based activity, supported by tools. Consequently,
further user studies must be done. Most of the evalua-
tions of code reviewer recommenders rely only on accuracy
metrics. However, as known in the recommender systems
research area, other aspects, such as novelty and trans-
parency, are key for the adoption of recommenders. Re-
cently, Kovalenko et al. [159] observed this issue and con-
ducted an in vivo performance evaluation of a reviewer
recommender. As a key finding, the researchers indicate
the need for more user-centric approaches to designing and
evaluating the recommenders. Therefore, user studies can
help researchers to understand how approaches to support
MCR are used and perceived and what are the barriers
faced by practitioners.
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Figure 9: A taxonomy of MCR research based on primary studies of our SLR.

Studies in small and medium-sized companies. From
the 86 foundational studies, 55 studies selected data
from 70 different open-source projects. The most frequent
projects have been Qt, OpenStack, and Android with 23,
19, and 13 occurrences, respectively. In 17 of 55 studies,
there is an overlap in which data from two or three of these
projects were used in the same study, e.g., Qt and Open-
Stack are both data source projects in 13 studies. Con-
sidering research in the industry, our systematic review
identified 17 papers involving data and participants from
companies, a small number compared to studies involving
open-source projects. From these studies in the industry,
6 are projects conducted at Microsoft. While the variety
of open-source projects might suggest that the existing ev-
idence of MCR spans multiple contexts, we observe as an
implication the opportunity of future research to explore
code review in other industrial contexts, such as small and
medium-sized companies, to understand whether the ex-
isting knowledge might be generalized to other scenarios.

7.4. Research Limitations

The goal of this study is to identify the state of the art
on MCR, providing a structured overview of the research
done in this field. We thus performed a systematic review
in order to minimize the research bias, mitigating the influ-
ence of the researchers’ expectations during the selection
and analysis of a large number of primary studies.

To mitigate the limitations of our SLR in the review
planning phase, we selected widely used digital libraries
as sources and specified keywords as search string that
cover the studied theme, assuming that the selected strat-
egy would retrieve the largest number of relevant studies.
Three of our selected databases—ACM Digital Library,
IEEE Xplore, SpringerLink—were also used in other sec-
ondary studies on MCR [8, 7, 10]. While these other stud-
ies also searched the Scopus database, we selected Sci-
enceDirect as a source. However, both Scopus and Sci-

enceDirect are provided by Elsevier.
Although this search is large, it is not complete and,

therefore, our review does not cover all existing work on
MCR. An example of a study that was not retrieved in
our search is that of Rigby et al. [160] because it uses
the term peer review, which is not covered by our search
string. In this case, however, the findings of this study
were used for comparison purposes by Rigby and Bird [4],
which is a primary study in our review. As discussed when
we introduced our search string, some authors used peer
review to refer to the MCR practice, but this term is also
used in other contexts, such as peer review of scientific
papers. Our search identified papers that used the term
peer code review, but not solely peer review. The advantage
of systematic reviews is that they can be further extended
in future reviews.

Moreover, to identify further studies, a snowballing ap-
proach could have been used. This approach has not been
followed in the present work because a preliminary analy-
sis of the obtained results indicated that the most relevant
studies had been retrieved by searching our selected digi-
tal libraries. Nevertheless, we estimated whether and how
the lack of snowballing could have influenced our review.
We randomly selected 20 papers from the set of primary
studies, creating our referencing list. We then conducted
a backward snowballing [161] using this reference list to
identify additional primary studies. We followed the same
selection process of our SLR in this backward snowballing,
using the same selection criteria. We checked 619 new re-
sults from our reference list and identified 8 papers that
should be included in our review but were not identified by
our procedure. From these eight papers, we checked 240
other results, including 2 papers. Then, we checked 26
results from those 2 papers, but we did not find more en-
tries. Our procedure to estimate whether and how the lack
of snowballing could have influenced our review identified
10 papers that were not identified by our search. The pa-
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pers identified in this procedure used specific terms to refer
to MCR practice, such as “PR review” [162] and “patch
review” [163]. Our estimation illustrates the amount of
work required to perform backward snowballing. As our
focus was conducting a systematic literature review, not
a systematic mapping study, we suggest snowballing as
future work, in which both backward and forward snow-
balling can be conducted as a complement to our review.
In addition, our SLR in the present form already includes
several papers. Including the snowballing approach could
lead to a lengthy paper, which might be difficult to read.

The selection and classification of primary studies might
also be considered a threat to validity. To avoid bias, we
followed systematic procedures for the search, selection,
data extraction, information labeling, and data analysis.
Moreover, these tasks were conducted by the first author
of this paper, and then the outcomes were reviewed and
discussed with the second author. A single researcher ana-
lyzing the primary studies in an SLR is a practice observed
in other studies, e.g. in the work of Paiva et al. [164].
However, these are subjective tasks, and other studies can
result in different categorizations and summarizations of
the research on MCR.

8. Conclusion

Code review is a well-known practice of quality assur-
ance in software development that evolved from a struc-
tured and rigid form (i.e. software inspection) to a flexi-
ble, tool-based, and asynchronous process, namely modern
code review (MCR). As MCR gained increasing popularity
in recent years, the practice has been largely investigated
in academia. Therefore, to have a comprehensive view of
what has been done in this field, we presented in this pa-
per the results of a systematic literature review on MCR,
which includes 139 primary studies.

We identified three main categories of studies, namely
foundational studies, proposals of novel approaches
to support the practice, and evaluations of proposed
approaches. Each paper category was systematically an-
alyzed observing aspects relevant for each type of study.
Most of the investigated work consists of foundational
studies that have been conducted to better understand
the motivations for the adoption of MCR, its challenges
and benefits, and analysis of which influence factors lead
to which MCR outcomes. From the proposals of novel
approaches to support MCR, the most common are those
to help code checking and to recommend reviewers. Eval-
uations of MCR-supporting approaches have been done
mostly offline and few studies involving human subjects
have been conducted.

We performed a systematic literature review in order
to reduce the bias in the selection and analysis of a large
number of primary studies on MCR. Although this search
is large, it is not complete and, therefore, our review may
have left out other existing studies on MCR. To mitigate
the limitations of SLRs, we selected widely used digital

libraries as sources, assuming that they would contain the
largest number of relevant studies. Future SLRs on MCR
may target other digital libraries or gray literature as well
as cover future years given that the research on MCR has
been active to a great extent in the recent years.
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gating the validity of ground truth in code reviewer recommen-
dation studies, in: 2019 ACM/IEEE International Symposium
on Empirical Software Engineering and Measurement (ESEM),
IEEE, 2019, pp. 1–6.

[16] J. Cohen, Modern code review, Making Software: What Really
Works, and Why We Believe It (2010) 329–336.
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