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of our proposed system.

This paper presents a region-based image retrieval system that provides a user interface for helping to
specify the watershed regions of interest within a query image. We first propose a new type of visual fea-
tures, called color-size feature, which includes color-size histogram and moments, to integrate color and
region-size information of watershed regions. Next, we design a scheme of region filtering that is based
on color-size histogram to fast screen out some of most irrelevant regions and images for the preprocess-
ing of the image retrieval. Our region-based image retrieval system applies the Earth Mover’s Distance in
the design of the similarity measure for image ranking and matching. Finally, we present some experi-
ments for the color-size feature, region filtering, and retrieval results that demonstrate the efficiency

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

Content-based image retrieval (CBIR) [3,6,7,9,20,30] has be-
come a very active research area since the 1990’s due to the rapid
increase in the use of digital images. The goal of CBIR is to retrieve
desired images from a large image database based on their con-
tents. Many techniques have been proposed for yielding efficient
and effective CBIR systems in the past decade. This paper focuses
on region-based approach to CBIR.

Region-based image retrieval (RBIR) is a special type of CBIR
by use of regions that are parts of an image with relatively
homogeneous subjects or features. Regions are used to represent
and index images in RBIR. The contents in an image or region are
represented using extracted visual features, e.g., color [18,25,26],
texture [13,17,18], and then the corresponding similarity mea-
sure is computed. Therefore, RBIR system returns images having
regions that are similar to the query regions. In general, RBIR
system can be categorized as two types according to the chosen
query format: whole-image-as-query (WIQ) and image-region-
as-query (IRQ). In a WIQ RBIR, the user provides the example
image, and the system extracts feature information from the
whole image for performing the query [2,15,24,30]. In an IRQ
RBIR, the user performs a query by choosing regions of interest
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from the example image according to their requirements
[3,5,28,31].

In this paper, we design an IRQ RBIR system that focuses on three
tasks: visual feature extraction, image/region representation, and
image/region similarity measure. We propose a new type of visual
features, called color-size feature, which embeds region-size infor-
mation in color features for representing both color and texture of
images. In the image/region representation, we adopt a set of wa-
tershed regions instead of a whole image. The user can specify region
combinations on the subject of interest, rather than the whole im-
age, as the query. This approach allows the retrieval system to focus
more precisely on the user’s requests, but using regions as the retrie-
val units increases the computational cost since the retrieved data-
base contains a huge number of regions. We, therefore, design a two-
phase scheme for computing the similarity measure: (1) region fil-
tering based on color-size histogram and (2) calculating the similar-
ity measure based on Earth Mover’s Distance (EMD) [21]. The region
filtering removes the most irrelevant regions/images, with the sys-
tem only needing to apply the EMD-based similarity to matching
of the resulting subset of candidate images.

The rest of this paper is organized as follows. Section 2 provides
an overview of our RBIR system. In Section 3, we present the pro-
posed color-size histogram and moments, and use them in region
filtering in Section 4. The design of the image similarity measure,
based on EMD, is presented in Section 5. Some experiments and
the results that demonstrate the efficiency of our method are pre-
sented in Section 6, and finally conclusions are drawn and future
work is described in Section 7.
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Fig. 1. The flowchart of our system.

2. System overview

Fig. 1 shows the flowchart of the proposed system. All images
in the database are initially segmented into regions using the
watershed segmentation algorithm [27,29]. A set of features,
comprising the color-size feature and Gabor texture [13,17,18],
is then extracted from each watershed region. All images, regions,
and features are stored in the database. Each query involves the
acquisition of a set of regions of interest specified by the user,
and visual features are extracted from the query regions. A set
of candidate images is then produced by region filtering. In this
way, the system computes the similarity measure between the
query and each candidate image, which is used for image match-
ing and ranking.

Similar to most CBIR systems, we employ “query by example”
for the interface in our system, in which the user specifies an
image as the query and then the system retrieves similar images
from the database. Fig. 2 shows the user interface including three
parts in our system. The top-left area provides the parameter con-
figuration for the retrieval. The right area lists the retrieval results
containing eight similar images on each page, where the image
captions contain the file names and similarity scores of the
images. The bottom-left area shows the query image. The user

Config Candidate View
Database: |Image3 hd

(a) original image

(c) the selected regions (d) the contour of the selected

regions

Fig. 3. Four display modes for the user specifying query.

can choose an image file and select regions of interest as the
query regions.

The interface provides four display modes that aim to help the
user to easily specify the query regions in the bottom-left area
of Fig. 2. These four models displays the original image, all wa-
tershed regions, only user-selected regions, and the contour of
user-selected regions, which are illustrated in Fig. 3(a)-(d),
respectively. The user can choose the regions of interest by click-
ing on the image in order to best represent a collection of focused
subjects using any of the four modes. This approach does not only
reduce the effort of delineating the subject boundary, but also en-
hances the accuracy of the query. Therefore, the retrieval task can
focus on the specified regions of interest. If R; denotes a wa-
tershed region selected by the user, then a query Q, either a part
of an image of or an entire image, can be expressed in general
terms as
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Fig. 2. The user interface of our system.
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3. Color-size feature

Extracting visual features for image representation is one of the
fundamental tasks in image retrieval. Many kinds of visual features
have been proposed for color, texture, or shape representation [4].
For example, MPEG-7 contains several color descriptors including
dominant color, scalable color, color structure, and color layout
[18]. These color descriptors are designed for different goals to ex-
tract the characteristics of image contents.

In this section, we present a new type of visual feature, called
color-size feature, which contains the distribution information of
both color and region-size. On one hand color features are widely
used for characterizing image contents [4], and on the other re-
gion-size information is often used for weighting regions in image
matching and ranking in region-based image retrieval [15,30,31].
Moreover, region-size information can somehow reflect the “struc-
ture” in images, which is described in Section 3.2, according to the
segmentation results. Hence, we design the color-size feature by
embedding region-size information into color features in this
section.

3.1. Image segmentation

The goal of image segmentation is to partition an image into a
set of regions. Different methods for image segmentation have
been applied to region-based tasks for different goals, e.g., image
retrieval, image annotation, and object recognition. The most intu-
itive method for image segmentation is to segment objects
(or foreground subjects) from an image for region-based image
matching [1,3,14,15,30], even though this is very difficult. How-
ever, the segmentation results greatly affect the performances of
region-based tasks. Hence, some researchers divided an image into
rectangular grids [11,19] or a large number of overlapping circular
regions [12,23].

Our opinion is not to generate the best or perfect regions with
segmentation, but rather to make useful ones. In this work, we
use the watershed segmentation [27,29], which is an efficient,
automatic, and unsupervised segmentation method for gray-level
images, to partition an image into non-overlapping regions. We
first convert the color images to the grey images and then partition
them by watershed segmentation. Pixels in a watershed region are
homogeneous in the intensity space, and hence we take the wa-
tershed regions to represent units of an image in our RBIR system.
In addition, the system allows the user for specifying the com-
pound of watershed regions within the query regions.

Because the basic watershed algorithm is highly sensitive to
gradient noise, it usually results in over-segmentation. To over-
come this problem, small local minima in the gradient image
should be eliminated [29]. These minima are defined as local min-
ima consisting of a small number of pixels or having low contrast
with their neighbors, and are eliminated by assigned two scaling
parameters: r and h. Parameter r is the size of the structuring ele-
ment of dilation operators, whose application eliminates local min-
ima of size less than r pixels, and parameter h is the height of
elevation used to remove the local minima with low contrast.
These two parameters can be used to control the coarseness of
the segmentation results: as r or h increases, the number of regions
generated decreases. Fig. 4 illustrates how the number of regions
changes associated with different scaling parameters r and h. In
the evaluation of the proposed color-size feature, we set these
parameters as r=1 and h = 3, which results in 75,000 regions for
the 5000 images that are used in our retrieval experiments in
Section 6.2.

3.2. Region-size feature

The region-size is defined as the number of pixels in a region, or
the size percentage of a region in an image when normalized.

# of regions =40

# of regions = 17

# of regions = 11

Fig. 4. Watershed segmentation controlled by the scaling parameters r and h.
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Fig. 5. Distributions of the region-size in the two examples, where both (a) and (b) contain the original image, the watershed results, and the distributions. Note that the

scaling parameters of the watershed segmentation are r=1 and h = 3.

While segmenting an image, different images can yield different
numbers of regions with the same segmentation parameters; that
presents some “structure” information involved in images. In addi-
tion, the region-size information is often used for weighting
regions in images. These reasons motivate us to extract the re-
gion-size information, that is simple but necessary in RBIR, from
regions of images and embed it in the color feature in order to
improve the color feature.

Fig. 5 illustrates the “structure” information of images, that the
structure of the image in Fig. 5(b) is more fragmental than that in
Fig. 5(a), by demonstrating the distributions of the region-size of
two images with the same size (both 192 x 128 pixels). The
region-size distribution is based on the results of image segmenta-
tion. Images with different structures will exhibit different seg-
mentation results with the same scaling parameters, and hence
the region-size distribution contains the structural information of
an image. We, therefore, do not only consider the well-known color
feature but also include the region-size information to involve the
“structure” of the image. We expect that considering both the re-
gion-size information and color features will yield more represen-
tative and discriminable features.

Given a pixel p in a region R of an image I, we define that the
region-size attribute for p equals the percentage size of I repre-
sented by R, and hence all pixels in the same region have the same

region number
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(a) Region-size histogram of all regions
in about 75,000 regions.
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region-size attribute. The range of the region-size attribute is from
0 to 1, and then we need to define the quantization in the extrac-
tion of the region-size histogram.

Fig. 6 shows the statistics of the region-size attribute. Here, we
adopt the image data that is used in Section 6.2 to produce the re-
gion-size histogram. The dataset contains 5000 images and each
image is divided by watershed segmentation with scaling parame-
ters r=1 and h = 3. Fig. 6(a) plots the region-size histogram of all
regions, where we uniformly quantize the region-size percentage
into 100 levels, i.e., 0.01 in each level. Fig. 6(a) shows that most re-
gions are concentrated in the first two or three size levels, and the
average region-size is 0.0681. Hence, using equal quantization
throughout the region-size histogram is inappropriate because
the region-size histogram is not uniform. We computed the cumu-
lative distribution, which is shown in Fig. 6(b), and set the number
of quantized bins in the region-size attribute, S, to four in our
implementation, and then we can define the quantization bound-
aries of the region-size attribute at 0.001, 0.012, and 0.049 for
25%, 50%, and 75% of regions, respectively.

3.3. Color-size histogram and color-size moments
Embedding the region-size within the color feature results in

each pixel of an image having four attributes: three color compo-

region number

~
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(b) Cumulative histogram of region-size
feature in about 75,000 regions.

Fig. 6. The region-size histogram and the corresponding cumulative histogram.
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Fig. 8. The color panel for visualizing color histogram and color-size histogram,
where L, Size, a, and b are quantized into 4, 4, 8, and 8 bins, respectively.

nents and one region-size component. Let K;, K5, and K3 be the
number of bins used to quantize the three color attributes, and
K4 be that to quantize the region-size attribute. Then, a color-size
histogram (CSH) of an image is a K; x K> x K3 x K4-dimensional fea-
ture set,

CSH = {9yl <i <Ky, 1 <j<Kp1<k<Ks1<I<Ks} (2)

where each yj; value in the histogram corresponds to the number
of pixels having the values in color and region-size channels.

Let p = {p1, P2, P3, P4} be the values of pixel p consisting of the
three color components (p;, p,,p;) and the region-size component

(a) color histogram

(pa), and N be the number of pixels in the image. The color-size mo-
ments (CSM), with first- and second-order moments, of an image
are defined as:

CSM:{H17u2’ﬂ37#470-1,0'2,0'370'4} 3)

where y; =15",p;, and 0; = 15, (0 — )% i=1,2,3, 4.

Fig. 7 illustrates an example of extracting the color-size histo-
gram. In this example, pixel A of the image is blue, and is contained
in an extra-large (XL) region, and hence its presence will increment
the bin corresponding to the color blue and region-size XL by one.
Fig. 8 shows the color panel for visualizing both the color (in CIE-
Lab space) and the region-size atrribute, with L, Size, a, and b are
quantized into 4, 4, 8, and 8 bins, respectively, where Fig. 8(a) is

for color histogram and Fig. 8(b) is for color-size histogram. That
is to say, the feature space of color histogram is divided into four
(K4 =4) bins to form that of color-size histogram.

Therefore, we draw an example in Fig. 9 for showing the differ-
ence of color histogram and color-size histogram, which are based
on the visualization panel of Figs. 8 and 9(a) shows two images
and their corresponding color histograms, and Fig. 9(b) shows
the segmentation results of the two images and their color-size
histograms. In this example, the two images have similar color
histograms, but they are actually different within the color-size
histograms.

Note that other methods of image segmentation can be also
employed to extract the region-size information for the color-size
feature. Obviously, the color-size feature, either color-size histo-
gram or moments, is rotation and shift invariant. However, the
color-size feature is not scaling invariant because the region-size
feature is sensitive to the segmentation. A simple solution for the
scaling invariance is to tune the quantization scale K, of the re-
gion-size component. The bigger value K4, the more insensitive
to the scaling change the color-size feature. Another possible

method to overcome this problem is to design a multiscale repre-
sentation for the color-size feature associated with the scales of
image segmentation.

4. Region filtering

The goal of region filtering [15,31] is to rapidly determine
whether an image may contain regions similar to the query regions
and thereby speed up the computation for the retrieval process.
We use the color-size histogram (in Lab color space) to build a

L b ey

Tha e
Bvoiie
R
Al
B RSt

(b) color-size histogram by setting scaling

parameters r=1 and h=3

Fig. 9. An Example for color histogram and color-size histogram.
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region filtering to screen out most of irrelevant regions and images.
All regions of an image in the image database should be tested in
the region filtering in order to decide whether the image is a can-
didate for image matching and ranking.

Since the color-size histogram has K; x K, x K3 x K4 bins, as de-
scribed in Section 3.3, the corresponding feature space can be
divided into K; x K x K3 x K4 hypercubes. A straightforward
method of region filtering is to mask hypercubes by use of query
regions in the feature space, where regions that do not fall on
masked hypercubes are filtered out. The main drawback of this
method is its high sensitivity, in that regions with similar color
and size may belong to neighboring hypercubes because of noises
or a quantization effect. Hence, we have to loosen the constraint of
region filtering to include these potential regions. The modified
idea of our region filtering is based on dilation of the color-size
hypercubes corresponding to the query regions. Given a color-size
hypercube in which a query region falls, its neighboring hyper-
cubes are appended to the masks of the region filtering. An illustra-
tion of hypercube dilation in three-dimensional feature space is
given in Fig. 10.

Let R denote a region, and R%, R?, R®, and R® denote the quantized
indices, associated with L, a, b, and region-size, respectively, of the
hypercubes that contain this region in the feature space. The
hypercube dilation of the region R based on color-size histogram,
denoted as D(CSH(R)), is defined as follows:

D'(CSH(R)) = {y,.jk,| max(0,R" — 1) < i< min(K; — 1,k + 1),
j=R k=R I= RS}

D*(CSH(R)) = {yijk,\i = R', max(0,R" — 1) <j < min(K, — 1,R* + 1),

k=R1= RS},

D°(CSH(R)) = {yijkl\i =R',j = R*, max(0,R" — 1)
<k<min(Ks —1,R" +1),1 = R5}7

D’(CSH(R)) = {yijk,\i =R'j =R k=R’ max(0,R° - 1)

glgmin(1(4—1,Rs+1)}

and
D(CSH(R)) = D*(CSH(R)) U D*(CSH(R)) U D°(CSH(R))
UD*(CSH(R)) (5)

where K; = K4 = 4, and K; = K3 = 8 in our implementation.
Therefore, we define the color-size matching matrix, corre-

sponding to the query regions Q and an image [ in the database,

as a matrix whose row and column dimensions are the numbers

of regions in Q and I, respectively, which is defined as

1, if CSH(RJ’.) C D(CSH(Ry))

0, otherwise

Wo (R K) = { (6)

where R; is the i-th region of Q, and R; is the j-th region of I.

m

ROELLEELEELTEERY (1)
*

.

* o

(a) Asingle hypercube (b) The dilation of hypercubes

qesnnnnnnnnnun
fessssnannagen

Fig. 10. An illustration for hypercube dilation in the three-dimensional space.

We then extract information about whether image I contains
similar regions to R;. The counting matrix for image I is a matrix
whose column dimension is one and its row dimension is the num-
ber of regions of Q. It is defined as

1, if 2 Woy(Ri,R) > 1
Pq(Ri) = i

0, otherwise

(7)

Therefore, we define the score of the candidate image as:

> iPai(R)

score(Q.1) = of regions in Q

8)
Thus we take images with the highest scores as the candidate set for
query Q. Here, we define that the threshold value Thresholdr equal
to the number of images in the candidate set (see Section 6.2.2).

Region filtering is implemented using inverted indexing to build
links between hypercubes and region features. Let M be the total
number of regions in the image set, and ¢ be the number of hyper-
cubes in the feature space: M is about 75,000 in our experiments,
and c is 1024 in the color-size histogram. On average, M/c regions
will fall in a hypercube in the feature space. In region filtering, the
system does not need to consider all hypercubes in the feature
space, but instead check dilated hypercubes containing these query
regions. Note that the computational loading of region filtering is
proportioned to the number of query regions.

5. Image matching and ranking

Applying the region filtering presented in Section 4 yields a can-
didate set of retrieved images from the database. We then perform
image matching and ranking to all members of the candidate set,
and report the results to the user. In this section, we first describe
the visual features, including color and texture, for image represen-
tation, and then we describe the image similarity measure based
on EMD used in this work.

5.1. Visual features and image representation

Assume that an image I comprises n regions, written as I = {Ry,
... Ry}. We adopt two types of visual features for region and image
representation: color-size moments, for the color feature and Ga-
bor texture [13,17,18] for the texture feature, with 8 and 48 dimen-
sions, respectively. Note that we adopt color-size moments instead
of color-size histogram for its lower dimensions.

Let RF(R;) be the features extracted from the region R;, then

RF(R)) = {CSM(R)), G(Ry)}. 9)

where CSM(R;) and G(R;) are color-size moments and Gabor texture,
respectively, of region R;. Moreover, the feature of an image I is the
collection of the features of its regions:

IF(I) = URF(R;), where I = UR;. (10)

1

5.2. Image similarity measure

Since images often comprise different numbers of regions, the
common distance measures, e.g., Euclidean distance, are not very
feasible for region-based image matching and ranking. Earth
Mover’s Distance (EMD) was first introduced by Rubner et al.
[21] for color and texture images. EMD is appropriate for measur-
ing the distance between two variable-length distributions and
allowing many-to-many relationship of regions [15], hence, we
adopt EMD as the kernel of the similarity measure in our RBIR
system.
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Given a query image Q and a candidate image I, we define the
similarity measure between them as the distance of EMD between
their feature sets,

Sim(Q,I) = ~EMD(IF(Q), IF(I)), (11)

where similar images can have small distances of EMD. EMD mea-
sures the minimal cost that must be paid to transform one distribu-
tion to another [21], where the distribution is represented by a set
of signatures. In order to compute EMD, we need to define (i) the
representation of a signature in an image and (ii) the ground dis-
tance between two signatures. Both of them are described as the
follows.

5.2.1. Signature

The matching unit in our RBIR system is the region, so it is
appropriate to define a region feature as a signature in the EMD
measure. Thus the signature set of an image I can be defined as
the collection of ordered pairs consisting of a region feature and
the corresponding region-size:
Signature(I) = U{(RF(R;), w;)}

1

#of pixels in region R; (12)
#of pixels in image I

where [ = UR; and w; =
1

5.2.2. Ground distance

The ground distance between two signatures in EMD can be
intuitively defined as the distance between two region features.
Thus the ground distance could be a mixture of distances on indi-
vidual feature spaces. We define the ground distance between two
region features RF(R;) and RF(R;) as:

i = \/2c(d5)? + e (d5)?, (13)

Table 1

173
Table 2
The recognition rates (%) using color-size moments with changing r and k.

r=1 r=3 r=5

(a) Using dataset W10
k=1 0.831 0.783 0.767
k=5 0.837 0.796 0.782
k=9 0.836 0.801 0.782
(b) Using dataset CT10
k=1 0.67 0.632 0.629
k=5 0.689 0.639 0.633
k=9 0.688 0.642 0.635

where dg and dg are the L,-distance of the color-size moments and
Gabor texture, respectively, between RF(R;) and RF(R;), and both ¢
and /¢ are weights for which /c+ /g =1. Note that the user can
set the two weighting parameters by specifying the field “distance
level” in the configuration of the user interface of the Fig. 2. For the
example shown in Fig. 2, that the field “distance level” is set 3 for
texture means g is set 3/10 and Ac is the other 7/10.

6. Experimental results

Our experiments contain two parts: (i) evaluation for the effi-
ciency of color-size histogram and moments and (ii) evaluation
for our RBIR system.

6.1. Evaluation for color-size feature

6.1.1. Dataset

Two public sets of image are adapted in the evaluation for color-
size features. We took “Wang 1000” [16] for the first image set, de-
noted “W10” in this paper, that contains 10 categories from Corel

The illustration of the two datasets, containing the semantic names and the numbers of images in the categories, used in the experiments.

-

Bcch (100) Historical

Remains (100)

African (100)

B
Elephants (100)

Flowers (100) Horses (100)

w3

Dinosaur Decoys
(100)

(a) dataset W10

U 2
Crab (73)

Cougar face (69)

Ferry (67)

Helicopter (88)

Sunflower (85)
Laptop (81)

Umbrella (75)

(b) dataset CT10
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Photos, with each category consisting of 100 photo images, giving
a total of 1000 images in the dataset. CalTech 101-object [10] is
the second image set used in our experiments. The original data-
set contains 101 object categories with a total of over 8000
images. In order to compare with dataset Wang10, we chose 10
categories that contain similar numbers of images, denoted
“CT10” in this paper, with about 800 images totally. Table 1(a)
and (b) illustrate each category in W10 and CT10, respectively,
which indicates the diverse contents of the two datasets. We also
present the category names and the numbers of images of each
category in Table 2.

Table 3
The recognition rates (%) using color-size histogram with different dimensions d,
where r=1, h=3, and k=5.

d=5 d=20 d=50 d=100 d=1024
W10 0.791 0.825 0.81 0.799 0.802
CT10 0.623 0.654 0.641 0.629 0.639

Table 4

The recognition rates (%) using Size: region-size feature, CH, color histogram; CSH,
color-size histogram; CM, color moments; and CSM, color-size moments; where r =1,
h =3 (for Size, CSH, CSM), and d = 20 (for CH and CSH).

Size CH CSH M CSM
(a) Using dataset W10
k=1 0.472 0.763 0.82 0.775 0.831
k=5 0.51 0.771 0.825 0.791 0.837
k=9 0.507 0.779 0.825 0.8 0.836
(a) Using dataset CT10
k=1 043 0.607 0.639 0.627 0.67
k=5 0.431 0.62 0.654 0.642 0.689
k=9 0.43 0.621 0.653 0.645 0.688
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6.1.2. Results and discussion

To precisely evaluate the efficiency of using the color-size fea-
ture, we need to design a compact experiment to avoid the influ-
ence of other factors. This is achieved by performing image
classification (instead of image retrieval) using k-NN, which is sim-
ply performed with the leave-one-out strategy [8]. The experi-
ments for color-size histogram and moments are based on the
two image sets W10 and CT10.

We first consider the influence of color-size features by chang-
ing the scaling parameter r and h in watershed segmentation and
the value k in k-NN. Fig. 4 shows the different numbers of regions
with different scaling parameters, and it presents that r is more
important than h in controlling the number of regions. Hence, in
the subsequent experiments, we fix h at 3 and only change r and
k for simplifying the comparison in the experiments. Table 2 lists
the recognition rates using color-size moments with different
values of r and k, and that shows the recognition rates are stable
with different k. Hence, we set k fixed at 5 in our experiments. Also,
the results of Table 2 show that the accuracies are worse while the
parameter r increases (r =5 is the worst). The main reason is that
the additional region-size attributes are not discriminative in im-
age classification if most regions are larger in segmentation. Hence,
we fixed r at 1 in the rests of the experiments.

Another important issue is to verify the influence of the dimen-
sion for color-size histogram. The original dimension of color-size
histogram is 1024 in our design, and we reduced it to 5, 20, 50,
and 100 by PCA (principal component analysis) [8]. Table 3 lists
the accuracies with different dimensions, denoted d, on the two
datasets. We do not need to employ a large dimension of color-size
histogram in classification because principal components of the
features have been preserved in the first several dimensions.

Table 4 lists the recognition accuracies using five types of fea-
tures with different values of k in the k-NN classifier. This table
indicates that the recognition rate is bad when only using the re-
gion-size feature. But using the color-size features is better than
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(b) using dataset CT10

Fig. 11. The recognition rate of each category using different features with r=1, h=3, k=5, and d = 20.
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using the color feature, when comparing either color-size histo-
gram vs. color histogram or color-size moments vs. color moments.
Note that recognition rates using dataset W10 are between 84.1%
and 37.5% described in [19], and our tests by trying different
parameters achieve error rates between 76.7% and 83.6%. More-
over, Fig. 11 shows the detailed classification rates of categories
with k = 5, which indicates that the color-size feature is better than
the color feature in most cases.

6.2. Evaluation for region filtering and image retrieval

6.2.1. Dataset

For the retrieval task, we extend the dataset W10 used in the
previous experiments of Section 6.1 to 50 categories by arbitrarily
choosing extra 40 categories from Corel Photos and list their IDs
and semantic names in Table 5. Each of these 50 categories con-
tains 100 images, giving a dataset with 5000 images. Two images
are viewed as relevant in our experiments if they are in the same
category. The data categories are classified according to human
concepts such as “Buses” or “Elephants”. Hence, images in the
same category have very variable contents. We random select 20
images as the query, where each query is set as an entire image be-
cause we need to automatically perform the experiment on the
large query set: 20 x 50 = 1000 query images.

6.2.2. Results and discussion for region filtering

The main goal of region filtering is to screen out as many of
irrelevant images as possible, so we use the recall of candidate
images to measure the performance of the proposed filtering
method. There is a threshold Thresholdr, also described in Section
4, in region filtering, which corresponds to the number of candi-
date images available for a query. Obviously, the recall increases
with the number of candidate images. We test the recall values
for four numbers of candidate images: 500, 1000, 1500, and
2000. The average recalls of 50 categories are plotted in Fig. 12(a).

Fig. 12(a) indicates that the recall is about 45% in 1000 of the
5000 images (filtering out 80% of the dataset, and denoted as
1000/5000 for simplicity), and about 60% in 1500/5000 (filtering
out 70% of the dataset). We show the best-10 and the worst-five
categories in Table 6. The scheme of region filtering is shown to
be stable since most categories are duplicated in different numbers
of candidate images in the top-10 ranks. Most of these categories
with better recalls contain obvious objects in images, e.g., “Bus”,
“Cuisine”, and “Doors of Paris”. On the other hand, most categories
with bottom-five ranks are also duplicated because of non-object
involved in images (e.g., “Cloud” and “Waves”) or the foreground
camouflages in the background (e.g., “Weasels and Hares” and
“Reptilia”). Because we use the whole image instead of a part of
image as the query for the automatic evaluation, the background
in images hugely influences the results.

6.2.3. Results and discussion for image retrieval

We first illustrate two experimental examples in this section.
Fig. 13 shows the query, “rose”, and its retrieval results. In this
example, the rose can be retrieved well because most regions in
the rose are discriminated in the color-size histogram to other
red objects. Fig. 14 shows another type of experimental example
for our system. In this example, the query subject is the white
horse, but the results are not as good when query regions only de-
pict the horse. This is due to white being widely represented in
images, which consequently results in the region filtering not judg-
ing correctly. The retrieval results are better if the query regions
contain some background. Combining the backgrounds with differ-
ent contents of query subjects is helpful in eliminating irrelevant
regions.

The two examples presented in Figs. 13 and 14 indicate that it is
difficult to quantitatively evaluate the performance of an IRQ RBIR
system because the retrieval results vary with different selections
of query regions. Following our experiments of region filtering pre-
sented in Section 6.2.2, Fig. 12(b) shows the average precisions for

Table 5
The category IDs and the semantic names of the extended dataset.
ID 11 12 13 14 15 16 17 18 19 20
Name Glaciers and Monument Autumn Cavems Fireworks Doors of Paris Dolphins and  Owls Fitness Prehistoric
Mountains Valley Whales World
ID 21 22 23 24 25 26 27 28 29 30
Name Bonsai and Tropical Beautiful Museum Museum Plants and Chimpanzee Close-up Moths Hawks and
Penj ing Plants Roses Duck Decoys Easter Eggs Animals in Desert Falcons
ID 31 32 33 34 35 36 37 38 39 40
Name Bears Lions Orchids of Penguins Weasels and  Garden Leopards Models Cloud Insects
the World Hares
ID 41 42 43 44 45 46 47 48 49 50
Name Waves Reptilia Poker Moths and Office Pedigree Cates Heads of Bird Dinosaur Wild Birds
Butterflie Interiors Animals [Mlustrations  Illustrations
40
80 35 //‘
30
= 60 / g 25 /
=N / 22
3 / & 15 —
= 10
5
0 0
500/5000 1000/5000 1500/5000 2000/5000 50 100 150 200

number of candidate images

# of retrieval results

(a) Average recalls of region filtering (b) Average precisions of retrieval results

Fig. 12. Quantitative results of region filtering and retrieval.
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Table 6

Details of averages recalls for the best-10 and worst-5 categories.

Rank 500/5000 1000/5000 1500/5000 2000/5000

Category Name Recall(%) Category Name Recall(%) Category Name Recall(%) Category Name Recall(%)

1 Buses 93.25 Buses 98.65 Buses 99.65 Buses 99.95
2 Cuisine 66.85 Doors of Paris 83.45 Doors of Paris 92.8 Doors of Paris 96.7
3 African 60.6 Cuisine 80.8 Cuisine 88.7 Cuisine 92.7
4 Doors of Paris 59.4 African 77.45 African 86.65 African 91.75
5 Poker 51.5 Historical Remains 70.8 Bird Illustrations 81.05 Bird Illustrations 89.65
6 Historical Remains 48.4 Poker 65.9 Historical Remains 80.9 Historical Remains 88.1
7 Beautiful Rose 42.55 Penguins 62.15 Office Interiors 79.3 Office Interiors 87.1
8 Tropical Plants 422 Tropical Plants 61.85 Poker 76.75 Dinosaur Decoys 86.6
9 Orchids of the World 41.75 Orchids of the World 60.5 Tropical Plants 75 Poker 83.4

10 Museum Duck Decoys 40 Bird Illustrations 56.6 Penguins 72.55 Tropical Plants 82.95

46 Hawks and Falcons 15.45 Waves 26.15 Waves 39.15 Lions 50.85

47 Heads of Animals 14.45 Heads of Animals 25.15 Heads of Animals 36.7 Leopards 49.85

48 Reptilia 129 Reptilia 24.85 Reptilia 32.6 Weasels and Hares 44.75

49 Weasels and Hares 123 Weasels and Hares 22.1 Weasels and Hares 30.1 Reptilia 44,75

50 Cloud 11.35 Cloud 20.9 Cloud 28.2 Cloud 41.2

(a) the original image  (b) the segmentation (c) the query region

(d) the retrieval results of (c)

Fig. 13. Retrieval example with query by the subject of interest.

#J’{.
- Y
(b)' the query regidns (¢) the query regions with

without backgrounds some backgrounds

(d) the retrieval results of (b) (e) the retrieval results of (¢)

Fig. 14. Retrieval example associated with query regions with backgrounds and without backgrounds.
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different numbers of retrieval results when we adopt the same
query set with the query being a whole image.

7. Conclusion and future work

This paper presents the color-size feature for integrating color
and region-size information in an image. We explore the use of col-
or and region-size features as the visual representation of image
regions. We have also designed an IRQ RBIR system to allow the
user to specify regions of interest as a query. The proposed region
filtering method can screen out most irrelevant images based on
the color-size histogram, with only the resulting candidate images
being ranked using the EMD-based similarity measure. The results
from our experiments demonstrate the efficiency of using the pro-
posed color-size feature and our RBIR system.

Some future tasks are needed to extend this work. The first is to
design a scheme of relevance feedbacks [6,22] to learn what the user
wants to retrieve, based on positive and negative examples specified
by the user. Because modeling human perception is very difficult
both in terms of visual features and the similarity measure, rele-
vance feedbacks is a good way to interactively estimate and learn
the concepts including in the user query. The second task is to design
a multiscale representation for the color-size feature to overcome
the problem of the scaling invariance. Besides, we need to design
an evaluation model for an IRQ RBIR system. In our system, the query
is dependent on the regions selected by the user, and it is challenging
to design automatic evaluation for an IRQ RBIR system.
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