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Abstract: Economic development requires energy support, but the economy that relies too much 
on high energy consumption and high pollution is not sustainable. However, due to blind 
investment and low-level expansion of some new energy companies, some new energy industry 
has overcapacity and low production efficiency, slowing down the pace of new energy industry 
development, and limiting the development space of new energy companies. Thus, this paper is 
based on the GIS technology and image quality processing design improvement, around this 
idea, completed the new system simulation analysis, system development, experimental testing 
and so on. This paper focuses on the evaluation of the distribution efficiency of new energy 
industry based on image processing. Natural images have their own unique statistical properties, 
and interference can cause them to deviate from the original "natural statistical state." 
According to the image itself and the characteristics of the human visual system, the expression 
of the image is adjusted, which is more conducive to the transmission, storage and 
understanding of information. Therefore, this paper proposes a new energy industry distribution 
efficiency evaluation method based on GIS technology and image processing from three aspects 
of the nature of natural images, the expression of image information and the characteristics of 
human visual system. The research shows that the method can objectively and effectively 
evaluate the distribution efficiency of the new energy industry, and has certain practicability, 
which can effectively alleviate the bottleneck problems faced above.
Key words: Deep Learning; GIS Technology; Image Quality Analysis; Model; Quality
1. Introduction

New energy industry is a strategic national economy, leading industry, to stimulate 
economic growth, adjusting the industrial structure, promote industrial restructuring and 
upgrading, to break through the bottleneck of energy plays an important role [1-4]. The state has 
focused on the development of new energy industry as a strategic emerging industry. Relevant 
ministries have launched or plan to launch a series of policy measures to promote the 
development of new energy industry, and the new energy industry has shown a booming trend 
[5]. The development of new energy industry is not only an important part of revitalizing 
strategic emerging industries, but also a fundamental way to transform the economic 
development mode and improve the core competitiveness of China's industry. A notable feature 



  

of China's economic development is its long-term over-reliance on non-renewable energy 
sources, and the energy consumption structure is obviously unreasonable [6]. In 2009, China's 
total fossil energy consumption accounted for about 90% of total primary energy consumption. 
With coal and oil as the main fuels, leading to serious environmental pollution, coupled with 
limited fossil energy reserves, it has become unsustainable to continue to rely on non-renewable 
energy development. At present, China's economic development will highlight the theme of 
scientific development, pay more attention to the strategic adjustment of the economic 
structure and the comprehensive, coordinated and sustainable development of society. 
Accelerating the development and utilization of new energy and renewable energy has 
important strategic significance for accelerating the transformation of economic development 
mode, optimizing energy structure, alleviating energy supply and environmental pressure, and 
promoting stable and rapid economic development [7-8].

The current world economic crisis did not change the trend of China's rapid economic 
growth [9-11]. China's future economy is still characterized by high savings, high investment, high 
capital and high speed, My analysis of China's economy is mainly analyzed from three parts: 
export, real estate and domestic demand. These three parts are called China's troika. At the 
same time, increasing integration with foreign countries is the mainstream trend of the Chinese 
economy [12-16]. The development of industry is a smooth growth process, which is closely 
related to consumption power and demand capacity. The accumulative growth characteristics of 
the industry make it necessary to have a free and controllable control when dealing with an 
industry, and not excessively suppress it. However, the changes in China's economic growth 
trajectory will be slowly started, and the adjustment model has obvious characteristics such as 
demand-led type and deep internalization of the industry [17]. In addition, the Chinese economy 
will enter a period of “second-time high-speed economic growth” , and the various growth 
models that people originally imagined are not as fast as imagined. New energy neighborhoods 
include the current popular new energy vehicles, geothermal development, solar power 
generation, biogas utilization, nuclear power, hydropower, and wind power [18].

The research on efficiency of scholars at home and abroad mainly studies how to maintain 
or improve the operational efficiency of enterprises under the established technical level and 
exogenous factors [19-21]. In terms of research methods, the main focus is on empirical analysis, 
and many practical research results have been obtained. The efficiency evaluation originally 
came from the energy efficiency evaluation and performance evaluation of the production 
enterprises. Wei YM uses the stochastic boundary method to study the efficiency of iron and 
steel enterprises from the perspective of global competitiveness, and conducts an in-depth study 
on the efficiency of steel enterprises. It is possible to effectively improve the technical efficiency 
of enterprises through scale, privatization and the use of advanced equipment and technology 
[22]. Eichinger F T used the US steel company sample as panel data and used data envelopment 
analysis (DEA) to analyze the cost technical efficiency of the US steel industry during the study 
period [23]. Li Y, Yao G, Zeng H build an evaluation indicator system for input and output 
selection. The relaxation-based metric model is applied to measure energy efficiency [24]. Hanley 
N D, Mcgregor P G introduces a balanced energy efficiency cost (LEEC) metric, using relevant 
energy conservation techniques to implement energy efficiency technologies and total cost 
cycles generated throughout the life cycle [25]. Qiu (2016) analyzed the regenerative braking 
system of electric vehicles by energy flow, and proposed the contribution rate parameters of the 



  

two methods of series braking strategy and parallel strategy, and proposed the optimal strategy 
to improve the energy efficiency of electric vehicles [26]. Backman F participates in the Industrial 
Energy Efficiency Network (IEEN) to introduce customized energy management practices into 
SMEs, demonstrate network effects between industrial enterprises, and quantitatively and 
qualitatively assess network efficiency [27].

This paper is based on the GIS technology and image quality processing design 
improvement, around this idea, completed the new system simulation analysis, system 
development, experimental testing and so on. This paper focuses on the evaluation of the 
distribution efficiency of new energy industry based on image processing. Natural images have 
their own unique statistical properties, and interference can cause them to deviate from the 
original "natural statistical state." According to the image itself and the characteristics of the 
human visual system, the expression of the image is adjusted, which is more conducive to the 
transmission, storage and understanding of information. Therefore, this paper proposes a new 
energy industry distribution efficiency evaluation method based on GIS technology and image 
processing from three aspects of the nature of natural images, the expression of image 
information and the characteristics of human visual system. The research shows that the method 
can objectively and effectively evaluate the distribution efficiency of the new energy industry, 
and has certain practicability, which can effectively alleviate the bottleneck problems faced 
above.
2、Proposed method

2.1 GIS technology
(1) Introduction to GIS technology
Geographic Information System (GIS) is short for Geographic Information System 

(Geographic Information System). It is an interdisciplinary subject for describing, collecting, 
storing, managing, calculating, analyzing and applying geospatial information. At the same time, 
GIS is also a technical system. It is based on geospatial database and uses the method of 
geographic model analysis to provide dynamic and spatial geographic information timely. It is a 
geographic research and application. A computer system for geographic decision-making 
services. Geographic information system deals with and manages a variety of geospatial entity 
data and their relationships, including spatial positioning data, graphical data, remote sensing 
image data, attribute data, etc. It is mainly used to analyze and process various phenomena and 
processes distributed in a certain geographical area, and to solve complex planning problems.

Geographic Information System (GIS) technology is a spatial information analysis technology 
that has developed rapidly in recent years. It plays a leading role in resource and environmental 
applications. GIS technology can not only effectively manage various resource and environment 
information with spatial attributes, but also conduct rapid and repeated analysis and testing of 
resource environment management and practice modes, which is convenient for making 
decision-making, conducting scientific and policy standard evaluation, and effectively Dynamic 
monitoring and analysis of resource and environmental conditions and changes in production 
activities during the period can also integrate data collection, spatial analysis and decision-
making processes into a common information flow, significantly improve work efficiency and 
economic benefits, and solve resource and environmental problems. Provide technical support 
for sustainable development.

（2）The advantages of GIS



  

1) The traditional method has strong complexity and difficulty in collecting regional 
energy efficiency, and GIS can effectively solve this problem. In addition, the regional energy 
research work is more systematic, so there are many links and steps involved, especially in the 
data survey and detection, which requires a lot of manpower and material resources, but the 
previous purely manual investigation work is far from satisfactory. The actual work needs, we 
must establish a sound information system to guide the energy efficiency of the entire region, 
GIS technology can just meet this need, and can form a good fit and trust between the two. 

2)  GIS technology also has certain developability and can adapt to different working 
environments. In particular, it can use the secondary development method to superimpose 
functions and performance, so that the application ability of the technology can be significantly 
improved, highlighting GIS. Good development prospects for technology. And GIS technology can 
also tap the potential resource value of regional energy, making the foundation of regional 
energy efficiency analysis work expand.

(3) Practical application of GIS technology in regional energy efficiency research.
1) Application in regional energy efficiency research. The main content of regional energy 

efficiency research work is to check the energy quality, area, distribution and utilization status in 
a specific area, with both technical and management. Applying GIS technology to regional energy 
efficiency research, the main task is to input, summarize, edit and organize basic information, 
and to calculate the energy area of the existing area, determine the regional energy efficiency 
coefficient, etc. These collected data can be used as a basis for regional energy efficiency 
surveys.

2) Application in regional energy efficiency management. The main content of low-level 
regional energy efficiency management is to comprehensively record the changes in efficiency. 
The most difficult point is efficiency adjustment. Applying GIS technology to it can be managed 
by changing position and changing energy efficiency. Energy efficiency management systems 
cover a wide range of information, including regional information, energy efficiency rates, 
efficiency levels, and energy coverage. These information must be subdivided and stored 
separately. In addition, the system can search and review data at any time, analyze and count 
data, and also support roaming functions, etc., making the difficulty of regional energy efficiency 
research work greatly weakened.

3) Application in dynamic monitoring. The purpose of dynamic detection of the area 
provides the most timely information for energy area division. Therefore, it is necessary to have 
perfect technology to ensure the accuracy and timeliness of energy dynamic detection. After the 
completion of the investigation of energy use information, the remote sensing device and the 
GIS system can be combined to realize real-time monitoring and processing of energy usage, and 
a special regional energy efficiency evaluation model is established under the guidance of 
professional technicians to make work. The workload and difficulty of the work will be 
significantly improved, and the management efficiency will be significantly increased.
2.2 Deep learning

The Convolutional Neural Network (CNN) is a type of deep neural network that omits the 
process of feature extraction and data reconstruction and can directly receive input images. In 
recent years, the convolutional neural network has developed very rapidly, and its performance 
in the field of speech analysis and image recognition has become a very hot research object, and 
it has also been well applied in the fields of handwritten character recognition, face recognition, 



  

pedestrian detection, etc. . Most of the models that have won championships and excellent 
results in various image recognition contests are the convolutional neural network models 
applied. The convolutional neural network model has been far ahead in the field of image 
recognition, and it is a mainstream model that is very suitable for practical needs.

（1）The Structure of Convolutional Neural Network
The structure of convolution neural network. Convolutional neural network is a multi-layer 

neural network. Each layer contains several two-dimensional planes and each two-dimensional 
plane is composed of several individual neurons. Convolutional neural network consists of input 
layer, convolution layer (C), pooling layer (S), full connection layer and output layer. Convolution 
layer is also called feature extraction layer. Its main operation is convolution. It is mainly used to 
extract image features. It includes two steps: linear operation and activation function output. If 
the convolution layer is one layer, the formula for calculating the feature map of the extracted 
image in one layer is shown in (1). The j-th feature graph of the convolution layer L is expressed 
by xj

l, f is the activation function in the convolution operation, and the convolution core between 
the j-th feature graph of the convolution layer L and the i-th feature graph of the upper L-1 layer 
of the kij

l convolution layer, and bj
l is the offset term. Pooling layer, also known as feature 

mapping layer, is mainly used to reduce the dimension of feature map. The feature mapping 
layer uses Sigmoid function as the activation function of convolution network. The function has a 
small influence function core, and the image after feature mapping has displacement invariance. 
Because the weights of the neurons in the pooling layer are shared, the number of parameters in 
the convolutional neural network is greatly reduced, and the complexity of network parameters 
is also reduced. Each convolution layer in the convolution neural network is followed by a 
pooling layer for local average or maximization. The neural network structure which alternates 
convolution layer and pooling layer can not only reduce the dimension of feature map, but also 
reduce the degree of over-fitting of network, improve the performance of network, and tolerate 
the distortion of input image when recognizing.

     （1）)( 1
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（2）Characteristics of Convolutional Neural Networks
Convolutional neural network is a special deep feedforward neural network that is simpler 

to train and has better generalization ability than the fully connected network structure of 
adjacent layers. Because of these advantages, the neural network is forgotten, convolutional 
nerve The network has been widely accepted and successful in many fields. Convolutional neural 
networks have four main characteristics: local interconnect, shared weight, multi-convolution 
kernel, and downsampling (pooling). 

1) Local interconnection.
 The so-called local connection means that the nodes of the convolutional layer are only 

connected to some nodes of the previous layer and are only used to learn local features. People's 
understanding of things is usually thought to be from local to whole. Similarly, the spatial 
connection between image pixels is also more closely related to the local and weaker 
connections to all the distant pixels, so each neuron only needs Learning a local pixel without 
learning the entire image, and realizing the function of locally acquiring the entire information. 
The traditional neural network design idea is to let each neuron learn all the pixel features on the 
image, which will generate a lot of weights, making the neural network difficult to train, so it can 



  

not be well promoted. The principle of local interconnection of convolutional layers in 
convolutional neural networks is that the adjacent regions in the picture have greater correlation 
and the correlation is relatively small when the distance is long. Since the size of each neuron 
convolution kernel corresponds to the number of weights, the number of weights can be greatly 
reduced by using each neuron to be connected only to a part of the pixels of the corresponding 
image, which is why local interconnection is utilized. 

2) Sharing weights. 
If there are still many parameters with only partial interconnection, another feature of the 

convolutional neural network shares weights to further reduce the number of parameters. The 
shared weight is designed because the weight of the learned convolution kernel does not change 
during the convolution process. The same target in an image generally has the same features and 
has little relationship with the position, so each convolution kernel can be used to extract the 
features of all the same targets in the image by sharing the weight. 

3) Multi-convolution kernel.
 Different convolution kernels can learn different features, and multiple features of the 

image can be extracted by adding multiple convolution kernels. Each convolution kernel extracts 
the image features into another image. 

4) Downsampling/pooling. 
The image is extracted through the convolution layer to obtain the features of the image, 

and then the extracted image features are used to classify the image. However, if the features 
extracted by the convolution layer are directly classified, the calculation amount is still large. For 
example, for a 96× 96 pixel image, a feature of 400 images is learned after a convolution 
operation with a convolution kernel size of 8×8. Each of these features is convoluted with the 
image, then A 3168400-dimensional convolution feature vector is obtained, which is very difficult 
to calculate and may also be over-fitting. In order to solve the problem of over-fitting and large 
amount of calculation, it is proposed to perform aggregation statistics on features at different 
locations. The solution to aggregate statistics is to achieve the goal of dimensionality reduction 
by calculating the average value or taking the maximum value of a certain feature, and over-
fitting after aggregation statistics is not easy to produce.

（3) Training process of convolutional neural networks
The training algorithm mainly consists of 4 steps, which are divided into two stages:
The first phase, the forward propagation phase:
1. Take a sample (X, Yp) from the sample set and enter X into the network;
 2.Calculate the corresponding actual output Op.
At this stage, the information is transformed from the input layer to the output layer. This 

process is also the process that the network performs when it is running normally after training.
Second stage, backward propagation stage
1 calculating the difference between the actual output Op and the corresponding ideal 

output Yp;
2 Adjust the weight matrix according to the method of minimizing the error.
The work of these two stages should generally be controlled by the accuracy requirements, 

where Ep is calculated using formula (2).

 The error measure of the network for the entire sample set is defined as: 。 EpE
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In order to more clearly illustrate the training process of the convolutional neural network 
used herein, it is first assumed that the number of elements of the input layer, the intermediate 
layer, and the output layer are N, L, and M, respectively. X = (x0, x1, ..., xN) is the input vector 
added to the network, H = (h0, h1, ..., hL) is the intermediate layer output vector, Y = (y0, y1,... , 
yM) is the actual output vector of the network, and D=(d0, d1, ..., dM) is used to indicate that the 
weight of the target output vector output unit i to the hidden element j of each mode in the 
training group is Vij, and vice versa. Then it is Vji.

Thus, the output of each unit in the middle layer is the formula (3):
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The output of each unit of the output layer is formula (4):

𝑦𝑘 = 𝑓(𝐿 ‒ 1

∑
𝑗 = 0

𝑊𝑛ℎ𝑗 + 𝜃𝑘)     (4)

Where f(*) is the excitation function using an sigmoid function, as in equation (5):

            （5）kxe
xf 
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Under the above conditions, the training process of the network is as follows:
1) Select the training group. 300 samples were randomly selected from the sample set as 

the training group.
2) The weights Vij, Wjk and the thresholds φj, θk are set to a small random value close to 

0, and the precision control parameter ε and the learning rate α are initialized.
3) Take an input pattern from the training set X is added to the network, its objectives and 

the given output vector D.
4) using formula (3) calculates an intermediate layer output vector H, the network calculates 

the actual output vectors reuse of formula (4) Y.
5) The target element dk and yk element vector output vectors are compared to calculate 

the error term M outputs of formula (6):

      （6）)1()( kkkkk yyyd 

L error terms are also calculated for the hidden elements of the middle layer, as in equation 
(7):

      （7）
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6) At the end of the training, save the weights and thresholds in a file. Then you can think of 
various weights have stabilized, the classifier form. Once again training, training directly from the 
file export weights and thresholds do not need to be initialized.
2.3 Image Processing

On the one hand, digital image processing technology plays a significant role in computer 



  

vision, which help people understand the world. On the other hand, the image can be recognized 
by human eyes can not be classified by digital image processing pattern recognition techniques. 
Computer pattern recognition technology can quickly and accurately retrieve, match and identify 
a variety of things. Digital image processing technology has been widely used in various fields 
related to national economy and people's livelihood.In the computer, according to how much 
color and grayscale images can be divided into binary images, gray scale image, the image index 
and true color RGB images of four basic types. Most image processing software supports four 
types of images.

(1) Image coding
Encoding the image information to meet the requirements of transport and storage. 

Encoding can compress the amount of information the image, but the image quality is almost 
constant. To this end, analog processing techniques can be used, and then encoded by analog-to-
digital conversion, but most of them use digital coding techniques. The encoding method has a 
method of processing an image point by point, and a method of applying a certain transform to 
an image or encoding based on a region or a feature. Pulse code modulation, differential pulse 
code modulation, predictive codes, and various transforms are common coding techniques.

(2) Image compression
The amount of data of an image obtained by digitization is very large, and a typical digital 

image usually consists of 500 x 500 or 1000 x 1000 pixels. If it is a dynamic image, it is a larger 
amount of data. Therefore, image compression is necessary for the storage and transmission of 
images. There are two types of compression algorithms that lossless and lossy compression. The 
most common difference in pixel values of adjacent lossless compression algorithms take the 
time or space, and then encoded. The run code is an example of such a compression code. Lossy 
compression algorithms mostly use image exchange methods, such as fast Fourier transform or 
discrete cosine transform on images. The well-known JPEG and MPEG, which have been the 
international standard for image compression, belong to the lossy compression algorithm. The 
former is used for still images and the latter for dynamic images. They have been implemented 
by chips.

(3) Enhanced recovery
The goal of image enhancement is to improve the quality of the image, such as increasing 

contrast, removing blur and noise, correcting geometric distortion, etc. Image restoration is a 
technique that attempts to estimate the original image when a model of known blur or noise is 
assumed.The image enhancement method can be divided by a frequency domain method and 
the spatial domain method. The former image as a kind of two-dimensional signal, its signal 
based on the two-dimensional Fourier transform enhancement. Low pass filtering (i.e. only low 
frequency signals) method, a noise figure can be removed; high-pass filtering, edge 
enhancement and the like may be a high frequency signal, so that the image blur becomes clear. 
Representative spatial domain algorithms include local averaging and median filtering (taking 
intermediate pixel values in local neighborhoods), etc., which can be used to remove or 
attenuate noise. Early digital image restoration also came from the concept of the frequency 
domain. What modernity takes is an algebraic method of restoring an ideal picture by solving a 
large system of equations. Image enhancement and restoration for the purpose of improving 
image quality are widely used for some difficult-to-obtain images or images obtained under 
severe shooting conditions.



  

3、Experiments
3.1 Image Acquisition

Image acquisition is the conversion of analog image signals into a digital format that can be 
used by a PC. It is an important part of digital image processing and pattern recognition systems, 
and is the first link in the system image process. The implementation performance of the image 
acquisition module limits the performance of each module in the future, and thus determines 
the performance of the entire system. The main performance requirements of the system for the 
video acquisition module are: (1) high-speed acquisition (at least 24 frames / sec); (2) the 
obtained image must have a higher resolution (at least 720X576X24); (3) the computer is 
completing (1), (2) should take up as little CPU time as possible to leave more CPU time for the 
computer to do image processing and display.The main properties of the selected image 
acquisition module performance video card and acquisition software .Performance of the 
decision, most of the current video card available on the market can satisfy the above three 
general performance requirements.
3.2 Data source and the size of the convolution kernel

This paper uses part of the image data in the ENERGY database as the training set and test 
set. The convolutional layer has a convolution kernel size of 3 ×  3, which is the smallest 
perceived image quality size, and can be obtained from a point to the center of the pixel. Using a 
3x3 minimum convolution kernel size, the output after each convolution process depends only 
on the spatial content within the local 3x3, and the content outside this range is not convolved.
4、Discussion
4.1 Energy Area Image Processing

Figure 1 image segmentation
As shown in Fig. 1, the original image is subjected to segmentation processing using the 

Otsu method. The principle of segmentation of illumination images by the one-dimensional Otsu 
method is simple, but as the threshold number of illumination image segmentation increases, 
the efficiency of the algorithm is greatly reduced, which cannot meet the industrial real-time 
production requirements. Suppose there are 256 gray gradation image, when the threshold 
number is 1, one-dimensional image is divided into two categories Otsu algorithm, the algorithm 
254 calculates required cycle times. If the multi-threshold segmentation is performed, the 
number of cycles of the algorithm becomes secondary. In the normal case, the number of gray 
levels L of the image is much larger than the number m of segmentation thresholds. If the 
number of segmentation thresholds increases by 1 to m', then the algorithm cycles. It will be the 
original L/m' times, and the computational efficiency of the algorithm decreases rapidly as the 
number of thresholds increases.



  

4.2 Energy Region Quality Evaluation Based on Convolutional Neural Network

Figure 2 Iterations of the Loss value curve
Figure 2 is a general trend diagram of the Loss value of the network in this training session. 

During the training of the whole model, the Loss value fluctuates within a range in the early 
stage, and the Loss value is larger at this time. When iterating over about 500 times, it will 
quickly drop to a certain value, which takes about 30 minutes. After that, with the constant 
iteration, the Loss value fluctuates within a small range, then the fluctuation will become smaller 
and smaller, and finally stabilizes at a relatively small value (close to 0), indicating that the 
network can achieve better. convergence. And as the number of Iterations increases, the 
convergence effect is better.
To determine the number of iterations, take the SROCC value of the overall distortion of an 
experiment on the dataset and the PLCC, and observe how it changes as the number of iterations 
changes. Tables 1 and 3 show the relationship between the number of iterations and the SROCC 
value and the PLCC value. The number of iterations varies from 1000 to 2000. The 
comprehensive experimental results and time cost factors, the number of iterations is 2000, the 
two evaluation indicators are higher, so the final experimental results take the number of 
iterations is 2000.

Table 1 The change of the line between the SROCC value and the PLCC value as the number of 
iterations changes

SROCC PLCC

1000 93.10% 94.60%

1200 93.50% 94.70%

1400 93.80% 94.80%

1600 94.20% 94.70%

1800 94.40% 94.30%

2000 94.80% 95.20%



  

Figure 3 Polyline change graph of SROCC value and PLCC value as the number of iterations 
changes

4.3 GIS-based regional energy distribution optimization
In the analysis of the influence of the support radius on the system performance, the other 

parameters of the system are set as follows: the time step is 1 s, the linear motor working speed 
is 0.01 cm/s, and the direction of the incident light vector is [0, -0.707, -0.707]. In the calculation 
process, different support radius values are used: R=2cm, R=6cm, R=10cm. The cut-off angle of 
the directivity accuracy is set to 179.5° . When the working surface is facing the incident 
direction of sunlight, the normal of the working surface is at an angle of 180°  to the incident 
light vector. The analysis of the time taken by the working face to find the sun under different 
support radii was carried out. The time taken by the tracking varies with the support radius as 
shown in 4, specifically: when R=2cm, the tracking time is about 180s; when R=6cm, the tracking 
time is about 580s; when R=10cm, the tracking time is about 922s; as can be seen from the 
figure, when the radius of the support point decreases, the time taken to track the energy region 
decreases linearly.

Fig. 4 Relationship between the angle of illumination and time under different support radii



  

5、Conclusions
1. This paper briefly introduces the basic principles of GIS technology, and analyzes in detail 

the five major problems of GIS technology.
2. Image structure change detection method based on binary logic. In the content of this 

research, this paper investigates the traditional methods of structural change detection and finds 
the shortcomings of traditional methods. In order to make up for the shortcomings of these 
methods, this paper proposes a structure change detection method based on binary logic 
through threshold characteristics and JND characteristics. The method discriminates whether 
there is a structural change by transforming the feature into the existence of the feature. This 
paper first explores the relationship between maximum gradient and image perceived sharpness. 
And by multi-scale properties, achieve a method for extracting a partial drawing from the 
maximum gradient of the perceived sharpness of fig.

3. This paper focuses on the evaluation of the distribution efficiency of new energy industry 
based on image processing. Natural images have their own unique statistical properties, and 
interference can cause them to deviate from the original "natural statistical state." According to 
the image itself and the characteristics of the human visual system, the expression of the image 
is adjusted, which is more conducive to the transmission, storage and understanding of 
information. Therefore, from the three aspects of the nature of natural images, the expression of 
image information and the characteristics of human visual systems, this paper proposes a new 
energy industry distribution efficiency evaluation method based on image processing. The 
research shows that the method can objectively and effectively evaluate the distribution 
efficiency of the new energy industry, and has certain practicability, which can effectively 
alleviate the bottleneck problems faced above.
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