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FOREWORD

It is a pleasure to welcome everyone to the 20th International Conference on Distributed Multimedia Systems (DMS) 
that this year takes place in Pittsburgh, PA, USA. At this international conference meeting we will consequently be 
able to celebrate the twentieth conference in this series and hopefully we will also be able to look forward to a number 
of further successful events in the years to come. DMS has established itself as an international forum on distributed 
multimedia systems with participants from academia, industry, and government agencies. Discussions on exchange of 
ideas, research results and experiences in the field will hopefully have a positive influence on the quality of the 
meeting. The DMS community has become an important source of ideas and innovations within the area and 
contributions to DMS have been supplied from researcher from many countries all over the world. On behalf of the 
Program Committee, Co-Chairs and the entire Program Committee, I would like to extend to you really warm 
welcome to DMS 2014. 

We have received 33 submissions from about 10 countries this year. Proceedings will be published as a special issue 
of the journal of Visual Languages and Computing. The review process has for this reason been carried out in a 
somewhat different way than for traditional conferences. Eventually, three review rounds will be carried out. As for 
now just two have been finished and the third is yet to come after the conference. The first review round was carried 
out mainly in May following traditional guidelines. The outcome of this round gave as a result acceptance of 27 papers; 
that is an acceptance rate of about 81%. Among the accepted papers 12 were accepted as full papers and 17 as short 
papers. After the first review round the authors were asked to revise their papers and turn them in again for the second 
round. Furthermore, the revised versions of the papers will be available at the conference in a preliminary proceedings. 
The second review round took place in July and again the authors are asked to revise the papers in accordance with the 
reports from the second round. However, the second revision has to be finished on September 20. After which the third 
review round will start and carried out jointly by the JVLC EIC, the general co-chairs, PC chair and co- chairs 
basically for quality control. 

The high quality of the DMS 2014 technical program would not have been possible without the tireless efforts and 
hard work by many individuals. First of all, I would like to express my sincere appreciation to all the authors whose 
technical contributions have made the final technical program possible. I am very grateful to all the Program 
Committee members whose expertise and dedication made my responsibility that much easier. My gratitude also goes 
to the keynote speaker and panelists who graciously agreed to share their insight on important research issues, to the 
conference organizing committee members for their superb work, and to the external reviewers for their contributions. 

Finally, I would like to send special thanks to my old friend Dr. S.-K. Chang who, as Chair of the Steering Committee 
has been of great support and whose extraordinary experiences again has been of the greatest value. Furthermore, I 
must also acknowledge the important contributions made by the KSI staff members. Their timely and dependable 
support and assistance throughout the entire process have been truly remarkable. It has been a great pleasure to work 
with all of them.  Finally, I hope you will enjoy both the scientific part of DMS 2014 by exciting exchange of ideas 
related to the various topics of multimedia and the visit to Pittsburgh, which is a very nice and interesting city with a 
fascinating history. 

Erland Jungert,  

DMS 2014 Program Chair 
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Abstract—Crowd analysis and abnormal trajectories detection
are the hot topics in computer vision and pattern recognition.
As more and more video monitoring equipments are installed in
public places for public safety and public management, researches
become urgent to learn the crowd behavior patterns through
the trajectories obtained by the intelligent video surveillance
technology. In this paper, the FCM (Fuzzy c-means) algorithm is
adopted to cluster the source points and sink points of trajectories
that are deemed as critical points into several groups. Naturally,
the trajectory clusters can be acquired. After refining them,
the feature information statistical histogram for each one which
contains the motion information will be built after refining the
trajectory clusters with Hausdorff distances. Eventually, the local
motion coherence between test trajectories and refined trajectory
clusters will be used to judge whether they are abnormal.

Keywords: Crowd analysis, abnormal trajectories detection,
FCM, feature information statistical histogram

I. I NTRODUCTION

As more and more video monitoring equipments are in-
stalled in public places for public safety and public manage-
ment, researchers can learn the motion patterns of crowds
and do further studies by analyzing the observed data. As
the traditional methods can not be applied in the analysis of
unstructured situations, to overcome this problem, we propose
a new approach. The approach adopted in our research focuses
on the motion patterns learning and abnormal trajectories de-
tecting. Our approach has several advantages: Firstly, FCM[8]
is used to cluster the source and sink points, and the hidden un-
structure information of the unstructured scene will be learned.
Secondly, according to the hidden unstructure information,
we will get the training trajectory clusters. And the parallel
coordinates which can represent data in high-dimension are
used to describe the motion patterns of crowd. Thirdly, we
can judge which trajectory cluster the test trajectory most
possibly belongs to with the hidden unstructured information
and our training trajectory clusters learned before. Then we just
need to make a compared between the test trajectory and the
cluster which it most possibly belongs to, instead of the whole

This research is partially supported by National Natural Science Foundation
of China (61370127, 61100143), Program for New Century Excellent Talents
in University (NCET-13-0659), Fundamental Research Funds for the Central
Universities (2014JBZ004), Beijing Higher Education Young Elite Teacher
Project (YETP0583).{Corresponding author: Weibin Liu, wbliu@bjtu.edu.cn}

clusters. As a result,the computational efficiency is improved
greatly.

II. RELATED WORK

The data observed by monitoring equipments in a scene
usually can not be studied directly. Researchers, like Sugimura
et. al. [2], proposed a method for tracking persons in the
crowd. After transforming the observed data into trajectories of
tracking objects, the crowd behaviors can be analyzed. Crowd
behavior analysis has three major aspects: motion patterns
learning, abnormal behaviors detection and behaviors predic-
tion. Next, we will briefly describe some of the achievements
on them.

Generally speaking, motion patterns learning is the primary
step in the related studies. It practices the regular motion
trajectories, namely, motion patterns, by using the observed
data. For instance, Fatih Porikli et.al[3] learned the trajectory
patterns by computing affinity matrices and applying eigen-
vector decomposition. Few years later, an improved DBSCAN
(Density-Based Spatial Clustering of Applications with Noise)
method was used to divide the motion flows into different
patterns[4].

Abnormal behaviors detection aims at identifying the
movement behaviors which are obviously different from other
motion tracks or have low probabilities of occurrence by using
the motion patterns discovered before.Claudio Rosito Jung
et.al.[1] proposed a approach that used 4-D histogrm to make
abnormal detection. Stauffer et.al. [5] modeled each pixel as a
mixture of Gaussians, used an on-line approximation to update
the model at the same time.

Behaviors prediction is a subject which attracts much
attention. Researchers desire to forecast the next moving region
or semantic behavior based on the priori knowledge and
motion patterns of moving objects. Josh Jia-Ching Ying et.al[6]
combined the geographic features and the semantic features
of users’ trajectories together, and then it evaluated the next
location of a mobile user based on the frequent behaviors of
similar users in the same cluster.

In addition, other aspects of crowds also appeal to scholars.
JanŠochman et.al [7] proposed an automatic on-line inference
of social groups based on the Social Force Model in crowded
scenarios.
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Figure 1: Framework of crowd analysis and abnormal detection

III . OVERVIEW OF OUR FRAMEWORK

The framework of our approach roughly includes five
stages: 1) trajectory preprocessing; 2) critical points clustering;
3) rough trajectory clusters refining; 4) analysis of the behav-
iors of crowd; 5) abnormal trajectories detection, as shown in
Figure 1.

IV. CROWD MOTION PATTERNS LEARNING

A. Trajectory Preprocessing

In most researches, each trajectory will be represented by
a sequence of flow vectors.

Fn = {f1, f2, ..., fn} (1)

Where n is the length of the trajectory. The flow vector in
Equation (1) is formed by a tetrad as follow:

fn =< x(tn), y(tn), θ(tn), v(tn) > (2)

It contains the spatial, direction and velocity information of
the trajectory at time.

As the persons pass the scene from different regions
and the speeds of them are not uniform, the trajectories of
moving objects need a pre-process to get a unity length. In
the preprocessing stage, we use linear interpolation to get
normalization. In that case, we can perform the following
study more conveniently. The trajectory of each object has its
unique features. The detailed information of it usually can not
be studied directly. Hence the researchers always make some
preprocessing to match their needs. For example, if persons
who pass the scene through different regions or with variant
velocities, the length of their trajectories tracked by the camera
may have a different value. For next experiments, we should let
each trajectories be represented by the same number of flow
vectors. That is to say, the number of sample points within
each trajectory should be unified so that we can assess the
similarity between trajectories.

The common trajectory normalization methods contain
resample and smoothing. As the trajectory of each object is
described by a flow vectors set in chronological order, there we
use the resample based on one dimension linear interpolation to

make all the trajectories described by the flow vector set with
the same number. Eventually, the resample points computed
by our algorithm can help to access the similarities between
trajectories in the next processes easily.

B. Critical Points Clustering

In order to analyze the behaviors of crowd, we’d better to
cluster the similar trajectories into one same group for further
research. In our research, we extract the critical points of all
tracks: source point and sink point of each trajectory, which
usually appear at the edge regions of the scene. As so far,
researchers have developed a lot of clustering methods , it is
pointed out that the standard FCM algorithm is robust to the
scaling transformation of the dataset, while others are sensitive
to such transformation.

In our research, the FCM algorithm is performed for critical
points clustering. And then we can obtain N points groups.
Obviously, we can getN ∗ N motion patterns of crowd
trajectories roughly.

C. Build Feature Information Statistical Histograms for Re-
fined Clusters

After the previous works, we have gotten the rough similar
trajectories. A group of similar trajectories means a pattern
of crowd behaviors. In order to learn the behavior rules
better, we should find the center trajectory whose sum of
the Hausdorff distances to other trajectories in its cluster is
minimum. And then those trajectories that have unreasonable
Hausdorff distances to the center trajectory of its cluster should
be removed. As a result we achieve refined trajectories clusters
and then build the feature information statistical histograms for
them.

After the previous works, we have gotten the rough similar
trajectories. In order to learn the behavior rules better, we
should remove the trajectories that have unreasonable Haus-
dorff distances to the center trajectory of its cluster to refine
trajectory clusters, and transform sample(x, y) into (x, y, θ, v)
to build the feature information statistical histograms which
can describe the probability distributions of trajectories in the
scene.

In order to get the histograms. First of all, we
should discretize each trajectory as a sequence of
(xd

i (t), y
d
i (t), θ

d
i (t), v

d
i (t)). The feature information statistical

histogramHk related to the kth cluster is built by spreading
the according to a kernel g

Hk(x
d, yd, θd, vd) =

Nk
∑

i=1

Nf (i)
∑

t=1

g(xd − xd
i (t) ,

yd − ydi (t), θ
d − θdi (t), vd − vdi (t))

(3)

Where Nk is the number of the trajectories in kth cluster
andNf(i) is the length of the ith trajectory in cluster k and
g(x, y, θ, v) is the spreading kernel.

g(x, y, θ, v) = g1(x, y)g2(θ)g3(v) (4)
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In order to build the feature information statistical his-
togram for each cluster, three steps should be followed:

1) The first step is to discretize the information of each
point in ith trajectory .we change the location of the mov-
ing object (x, y) to a discrete value(xd, yd), where xd ∈
{0, 1, ..., Nx−1}, yd ∈ {0, 1, ..., Ny−1} andNx is the number
of lines of the image,Ny is the number of columns of the
image.

2) Then we transform the local direction vectorθ into
a discrete valueθd, which hasNθ levels, and each level
comprises a circular sector with internal angle:

θd ∈ {θ0, θ1, ..., θN−1}, θj =
j

Nθ

2π (5)

At the same time, the velocity v is turned into a discrete
valuevd within Nv levels (low, middle and high)

vd =

{

0(low speed) , if 0 ≤ v < vt
1(mediu speed) , if vt ≤ v < vh
2(high speed) , if vh ≤ v

(6)

vt = µv − kσv, vh = vt = µv + kσv (7)

where k control the velocity, set k=2. In each cluster, we will
obtain an array about the velocity of trajectories,µv is the
mean of the array, andσv is its variance.

3) The third step is to compute the histograms with
Equation (3) and Equation (4). Forg(x, y) in Equation (4),
a discrete Gaussian function is the best choice. Andσ is the
standard deviation of function. The normal spatial distribution
in n-dimensional space is shown as in Formula (8).

g(r) =
1

√
2πσ2

N
e−

r2

2σ2
(8)

As the research works on a 4-dimensional space, we can
transform the above equation into Formula (9).

g1(x, y) =
1

2πσ2
e−

x2 + y2

2σ2
(9)

Then we compute theg2(θ) , the second part of Equation
(4), as in the following equation,

g2(θ) = max{0, 1− |θ|ang
∆θNθ

} (10)

Where θ ∈ {θ0, ..., θNθ−1}, θj is a discrete direction value,
∆θNθ = 2π/Nθ and |θ|ang = min{|θ|, 2π − |θ|}.

The last item of the spreading kernel isg3(v) = δ(v)(11)
, δ(v) is the discrete Dirac Delta(unit impulse) function.
Eventually, we can get a histogram with dimensionsNx ×
Ny × Nθ × Nv for each cluster. It should be noticed that a
feature information statistical histogram is computed for each
cluster and it represents a motion pattern.

V. A BNORMAL TRAJECTORY DETECTION

According to the result of previous experiments, the refined
clusters and their histograms have been obtained to help us
judge whether the test trajectories are abnormal or not. We will
use the following formula to calculate the local consistency
between the given trajectory and the kth cluster histogramHk.

dk(t) = Hk(x
d(t), yd(t), θd(t), vd(t)) (12)

If they are local consistent at time t, the value ofdk(t) will
be large. Otherwise the value will be small. These abnormal
trajectories are that most sample points of them have low level
values ofdk(t).

We should choose a threshold valueTk for each cluster. If
dk < Tk(13), we will regard the trajectory as local abnormal
at time t. Each trajectory of kth cluster should be calculated
the value ofdik(t), then we can obtain a setDk of kth cluster
as in Equation (14)

Dk =

Nk
⋃

i=1

Nf (i)
⋃

t=1

{dik(t)} (14)

whereTk is r-quantile of the distribution ofDk.

VI. EXPERIMENT RESULTS

This section will demonstrate the results of experiment
based on the previous work. All the experiment data are from
the pedestrian trajectory database of Edinburgh University. In
our research, we draw 20000 pedestrian trajectories randomly
to analyze and study the motion patterns of them.

A. Critical Points Clustering

Firstly, we extract the source and sink points of all the
trajectories in our database. According to Figure 2(a)-(b), we
can see that the entry regions and exit regions are almost bidi-
rectional;So we merge source set and sink set to a whole point
set for further learning. After that, we should group all the
points into several clusters by FCM. In this study, the number
of clusters that can lead the best result will be 12. All point
clusters are shown in Figure 2(c). Through grouping the critical
point set into several clusters some structure information of the
giving scene can be learnt at this stage.

(a) source points distribution (b) sink points distribution

(c) all critical points set (d) density distributionof two sets

Figure 2: Point clusters learning
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group(1-7) group(2-7) group(3-12)

group(4-10) group(5-12) group(6-12)

Figure 3: Several important rough trajectory clusters

B. Trajectory Motion Patterns

In the first step, 12 point clusters can be found. Then,
we regard the trajectories which appeared at region A and
disappeared at region B as a rough trajectory cluster. That is
to say, we have achieved 144 rough trajectory clusters. Several
prominent trajectory clusters are shown in Figure 3.

Secondly, with the purpose of learning crowd motion
regularity easily and accurately, we need to refine the trajectory
clusters obtained before. A group of similar trajectoriesmeans
a pattern of crowd behaviors. In order to learn the behavior
rules better, we should find the center trajectory whose sum
of the Hausdorff distances to other trajectories in its cluster is
minimum. And then those trajectories that have unreasonable
Hausdorff distances to the center trajectory of its cluster should
be removed. As a result we achieve refined trajectories clusters
and then build the feature information statistical histograms for
them.

Moreover, building feature information statistical his-
tograms for refined clusters can helps us learn the probability
distribution of trajectories. In order to describe all the feature
information about the clusters, we adopt the parallel coordi-
nates as shown in Figure 4.

Parallel coordinates is a common method for the high
dimension data visualization. . A high dimension data point
(xd, yd, θd, vd, Hk(x

d, yd, θd, vd)) can be expressed as a bro-
ken line. The inflection points of it are located at each parallel
axis and they can show the value of corresponding dimension.
What’s more, the value ofHk(x

d, yd, θd, vd) shows that the
sum of the probabilities of each location sample point in cluster
k belongs to the statistic class(xd, yd, θd, vd).

C. Abnormal Detection

Eventually, we extract 5000 new trajectories to make abnor-
mal detections. The critical points of these test trajectories are

(a) the histogram of cluster1-2(b) the histogram of cluster4-7

Figure 4: Feature information statistical histograms of clusters

(a) critical points of test tracks (b) critical point clusters

Figure 5: Status of the critical points of test trajectories

divided into 12 groups according to the regions they belonged
to as shown in Figure 5.

Moreover the status of test trajectories is displayed in
TABLE I. Each element in TABLE I represents the number
of test trajectories that most possible belong to each training
cluster learned before. Then the later work can determine the
correctness of our preliminary judgments.

TABLE I: ENTRY-EXIT REGION TRANSFERRING MATRIX
OF TEST TRAJECTORIES

Exit Region
1 2 3 4 5 6 7 8 9 10 11 12

1 61 6 0 14 17 1 44 4 3 9 1 1
2 1 74 16 190 12 7 22 121 4 63 17 53
3 0 6 15 22 0 0 19 12 13 4 0 57

E
nt

ra
nc

e
R

eg
io

n

4 12 216 22 45 64 2 44 644 7 67 54 115
5 18 6 1 65 6 0 18 14 0 34 6 8
6 0 2 1 4 2 3 1 0 1 3 0 8
7 54 26 14 26 19 1 62 93 0 16 25 22
8 26 111 12 586 9 1 71 7 0 242 69 34
9 0 11 21 0 0 1 1 0 37 3 0 24
10 1 92 13 60 8 1 22 109 1 71 16 6
11 5 13 1 34 3 3 24 82 0 14 13 21
12 2 54 50 120 8 8 31 41 13 12 24 18

Next, we detect the local motion coherence between test
trajectories and histogram set of refined trajectory clusters,
the value of r mentioned in section V is set to 20. In
Figure 6, figure (a) shows most of trajectory 42305(the index
of this trajectory in test set is 42305) are local coherence
with the histogram of cluster2-12. Then in (b), most of the
test trajectory 39206 the index of it is 39206 are not local
coherence with the same histogram.So we regard trajectory
39206 as an abnormal one.

The trajectory, most parts of which are coherence with
the histogram will be regarded as normal. Otherwise it will
be reckoned as an abnormal trajectory. Several prominent
detection results are shown in Figure 7. The refined trajectory

(a) dk of trajectory 42305 (b)dk of trajectory 39206

Figure 6: Local motion coherence of two trajectories between
histogram of cluster2-12
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Figure 7: Test trajectories detection

clusters on the left, the normal trajectories for them on the
middle and the abnormal trajectories on the right.

In order to describe the effect of our abnormal detection
step better, we also prepare another test set with 10000
trajectories. The status of it is displayed in TABLE II. And
several detection results are show in Figure 8. It proves the
effct of our approach again.

TABLE II: ENTRY-EXIT REGION TRANSFERRINGMATRIX
OF TEST SET2

Exit Region
1 2 3 4 5 6 7 8 9 10 11 12

1 71 12 0 62 32 0 314 45 3 13 34 38
2 5 107 18 245 18 3 41 134 5 95 47 105
3 0 13 22 28 0 0 22 10 17 5 2 94

E
nt

ra
nc

e
R

eg
io

n

4 56 414 27 38 310 4 79 980 15 223 108 288
5 33 11 4 255 12 0 77 45 0 66 27 20
6 0 3 0 2 0 3 0 3 1 1 5 5
7 350 58 32 47 80 2 159 217 2 39 84 103
8 54 116 11 843 28 1 228 22 0 380 105 99
9 3 13 22 1 0 1 2 0 37 9 0 29
10 2 113 19 101 50 0 29 199 1 72 28 15
11 30 49 5 65 24 2 75 118 0 33 26 64
12 34 134 104 292 17 4 130 112 15 13 53 21

We can see that if the pass regions of a test trajectory are
different from most members in its corresponding cluster, it
will be found out as an abnormal one, just as most in Figure 7
and 8.Even though some trajectories seem similar with other
members in corresponding cluster in spatial aspect, the motion
direction or moving velocity may have distinct differences.
They are also deemed to have another motion tendency and
also be regarded as abnormal, like the examples in the third
line of Figure 7.

VII. C ONCLUSION

In this paper, we have done some progressive work in the
crowd behaviors analysis and abnormal trajectory detection:
Experiment result indicated that the output (normal trajecto-
ries) produced accurately by our method was mostly coherent
with the test cluster. The advantage of our approach is that
the hidden unstructure information of the unstructured scene

Figure 8: Abnormal detection for test set2

are learned on the training step, so we can judge which
trajectory cluster the test trajectory most possibly belongs to
with it. Then on the detecting step, the test trajectory just
needs to compare with the trajectory cluster which has a high
motion consistency with it, instead of the whole clusters. As
a result,the computational efficiency is improved greatly.

In the future, the following work can be carried out
as improvements of the method: the more optimal cluster
algorithm for critical points clustering should be implemented
for learning the cluster number automatically, and the behavior
prediction can use the motion patterns obtained in section IV
to predict the next moving region and semantic behavior.
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Abstract -- Large and complex infrastructures as industry plants 

and hospitals are vulnerable to natural, man-made disasters, and 

causality events. In this paper, we present a solution addressing 

the guiding personnel during maintenance and/or emergency 

conditions. The aim is to reduce the time needed to react and to 

cope with organization and maintenance support, while 

facilitating communication, and indoor / outdoor navigation. The 

solution is based on the formalization of protocol, the modelling of 

knowledge for navigation, the algorithms and the development of 

a mobile application and corresponding server device for 

integrated indoor/outdoor navigation. The navigation algorithms 

are based on low costs mobile sensors and Adaptive Extended 

Kalman Filter. The solution has been validated and tried out 

within a large medical infrastructure, thus demonstrating the 

validity of the identified modalities and procedures, measuring 

the advantage from both qualitative and quantitative aspects. The 

indoor navigation solution has been compared with other former 

solutions based on classical Kalman and dead reckoning.  

Keywords maintenance and emergency management,  mobile 

emergency, indoor / outdoor navigation.  

I.  INTRODUCTION 

Reactions with respect to incidents represent one of the 
greatest challenges in maintenance and emergency 
management. In most cases, the accessible information on the 
nature of the incidents is inaccurate as the needs to solve them; 
thus the personnel is inefficiently coordinated, informed neither 
on real conditions, nor on available resources. The logistics 
aspects related to the intervention and to the movement of 
personnel and patients are very relevant. Information and 
communication technologies play a vital role in coordinating 
crisis response between services and the emergency 
departments [1]. In [2], the emergency plan has been 
transformed into a multimedia software environment to 
combine information coming from different sources. Mobile 
devices have the potential to improve the response to incident 
and emergency. In that case, the organization of the central 
station has been revised in order to reduce the possible 
bottleneck and facilitating the organization of the information. 
Involved personnel need to have access at updated information 
and knowledge in the emergency and maintenance conditions. 
The knowledge supports personnel in a continuously changing 
situation, where what is needed is the adoption of local standard 
intervention protocols, complex dosages, checklists, etc. [3]. 
Therefore, mobile devices are mandatory tools for information 
access and to help sometimes in taking decisions. On such 
grounds, the solution has to guarantee the access to any right 
and updated information in the needed time [4], [5].  In 
addition, the identification of the positions of  critical points, 

emergency facts, of the personnel involved in the emergency 
scenarios, are very important aspects to be addressed. In fact, 
the main purposes of managers are to provide support to (i) 
rescue/ maintenance teams to obtain all the relevant information 
about an problem state and to know how to reach it, (ii) 
personnel involved in the critical area in getting the closest 
updated emergency exits, (iii) rescue/maintenance teams to 
reach points of interest, POIs, to solve the critical issues and to 
collaborate each other. To cope with the above aspects, an 
integrated indoor/outdoor position and navigation solution is 
fundamental.  

Outdoor navigation systems are accessible from almost all 
smartphones. On the other hand, low cost precise indoor 
navigation systems are still problematic. And, the integration of 
indoor-outdoor navigation presents open problems. The simple 
integration of mapping indoor and outdoor maps is the first step 
[6]. Moreover, also the precise detection of the indoor/outdoor 
condition is a complex problem [7]. The condition detection can 
be based on light intensity, on GPS (Global Positioning System) 
accuracy, Wi-Fi power, magnetic field, etc. In/Out detectors can 
be used to switch from different navigation algorithms and to 
reduce the energy consumption. In the literature, many indoor 
navigation systems for robotics systems have been proposed 
using different techniques and solutions based on inertial, 
sensors, and markers as well as a mixture of them, taken from: 
dead reckoning, WiFi, Augmented reality, RFID (Radio-
frequency identification), QR (Quick Response), etc.  

In this paper, an integrated and cheap solution called Mobile 
Emergency Pro for supporting personnel in large infrastructures 
as factories and hospitals for maintenance and emergency 
management is presented. This paper is focussed on presenting 
the technical aspects of the system functionally of the new 
version of an early solution called Mobile Emergency presented 
in [5] and developed for hospital emergency management. The 
main improvements added with respect to the former version 
are related to: (i) the insertion of an improved solution for 
indoor-outdoor navigation based on adaptive Kalman filtering, 
(ii) the corresponding improvement of the mapping and point of 
interest (POI) modelling. The solutions proposed have been 
compared with the state of the art solutions based on dead 
reckoning (as the former Mobile Emergency tool [5]) and 
classical Kalman filtering.  

The paper is organized as follows. In section II, the 
overview of the scenarios addressed by the solutions is 
presented. Section III describes the architecture of the solutions, 
and details about the mobile application called Mobile 
Emergency Pro. The provide description of the architecture 
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presents some details regarding the protocol for data 
interchange from server to the mobile applications and the 
facilities for collaboration among personnel. In addition, details 
regarding the implementation of the aspects related to the 
integrated indoor/outdoor navigation are also reported. Section 
IV presents the state of the art and the integrated inertial indoor-
outdoor navigation model and algorithms (based on adaptive 
Kalman filtering) on which most of the app functionalities are 
based. In Section V, a comparison of the proposed solution with 
respect to the state of the art solution is reported together with 
some experimental results. Conclusions are drawn in Section 
VI. 

II. OVERVIEW OF SCENARIOS AND REQUIREMENTS 

Mobile Emergency Pro solution aims at (i) managing 
communications among personnel during both maintenance and 
emergency management interventions, (ii) provide support with 
information and navigation (to reach the area of interest or to 
escape from them). The application scenario is focussed on 
managing these problems in large infrastructures based on 
several buildings, with thousands of personnel and visiting 
people (e.g., parks, industries, hospitals, etc.). In these large and 
complex scenarios, several interventions/events may occur per 
week, and sometimes per day. They may range from simple 
maintenance problems to serious fire outbursts. During 
emergency situations, there are many additional constraints. 
Connections can be discontinuous (even in the event of multiple 
networks and protocols: Wi-Fi, UMTS, GPRS,.. ). The 
infrastructures are supported by: a capillary positioning of 
plates, operative manuals, information on the walls to provide 
positions of stairs, escapes, extinguishers, phone numbers, 
while control cabinets are sensitive information for security 
reasons.  

The internal personnel is the most credible in informing the 
Central Station about the inception of problems. The calls are 
performed via voice call, SMS and/or web based tools, where 
images and videos depicting the event could be useful to 
compose the scenario of the emergency/intervention. 

In the context of emergency, the personnel may be involved 
in patient assistance. Traditional emergency guidelines and 
protocols do not offer support for team creation to cope with 
such kinds of problems. Specific additional collecting areas for 
each emergency/triage level have to be set up, to start treating 
patients in the area of disaster. These activities may be 
accelerated by recalling medical personnel from other areas of 
the hospital. Mobile device could be used to facilitate the 
aggregation and coordination of collaborative teams [5]. 
Moreover, the rescue team and personnel need to reach the 
emergency position and may be not fully aware about the 
precise location of each department, building and room where 
he/she has to come to. If the position of each person is known in 
real time, the Central Station may better coordinate the 
reactions to the events, the formation of teams, etc. Our aim was 
to create a solution including a Central Station (server) and a 
mobile application (namely: Mobile Emergency Pro 
application) to improve the readiness of personnel during the 
events, facilitate communication, assure positioning, provide 
information and knowledge, help teams and services in: 
reaching the event locations, taking decisions, and thus 
allowing more efficient rescue operations for the victims. The 

main idea is to support the emergency management with the 
aim of: reducing time of intervention and coordination; 
facilitate and improve the coordination among personnel and 
structures involved; facilitate the understanding and the 
activities of the personnel; and provide support in absence of 
communication support. 

III. ARCHITECTURE OVERVIEW 

According to the above described scenario a Central Station 
and the Mobile Emergency Pro mobile application have been 
designed and developed. As depicted in Figure 1, the main 
architecture of Mobile Emergency Solution is made of three 
main elements: the Central Station, the Mobile Emergency Pro 
application and the Mobile Medicine Server 
(http://mobmed.axmedis.org), which is a best practice network 
on medical procedures. 

 

 
Figure  1.  Architecture of the Mobile Emergency Pro solution  

 

The Central Station, CS, provides services for the mobile 
devices, collecting alarms, supporting the personnel during the 
emergency/maintenance, providing support for: 

 receiving alarms for intervention and emergency 
(classification and grouping of them in aggregated events),  

 supporting people involved in the event/ emergency. They 
may need to (i) know the effective event/emergency status 
(location and area, severity, collecting areas, video and 
images, responsible, etc.), (ii) get the most viable and 
closest exit according to the context, (iii) reach a collecting 
area, (iv) reach a POI, (v) have support for moving a 
patient, (vi) establish collaboration among personnel.  

 sending messages to the mobile devices in push by using 
the Apple Push Notification Service, APN. This activity is 
performed to: (i) provide them with the information about 
the next intervention, (ii) recall personnel, (iii) keep 
informed the personnel.  

The Map Manager includes support for indoor map 
management on the CS. It provides fresh maps and related 
information to mobile devices via HTTP. The information 
associated with each map enables the integrated indoor-outdoor 
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navigation: scale, orientation, position of the exits, position and 
colour of collecting areas, POI with their name, ID, type, etc. 
The scale and the orientation are fundamental parameters for 
the proper functioning of the indoor navigation system. The 
scale indicates the ratio between centimetres and pixels. The 
orientation allows to present the map in a coherent manner to 
the user during the navigation, keeping the device magnetic 
Nord and the map magnetic Nord aligned according to the 
device movements. Once defined the scale and the orientation, 
the Map Manager operator can start the mapping phase of POI, 
exits, collecting areas, fire extinguishers, medical kits, stairs... 
For each of them a QR code is automatically generated and 
made available for the internal personnel to be placed, 
integrated in official plates.   

 

III.A Mobile Emergency Pro 

The Mobile Emergency Pro mobile application is available 
on iPhone to provide support for personnel. The main 
functionalities are: possibilities of communicating events 
(maintenance and/or emergency), monitoring events/emergency 
getting information from the server, collaborating with other 
colleagues via mobile communication, navigating in/out getting 
information from the Mobile Medicine Best Practice Network 
[3]. The hospital area is covered by mobile network with GPRS, 
EDGE, HDSPA, 3G, and by local WiFi networks. The Mobile 
Emergency Pro application has to provide support for: 
authenticating and communicating with the CS to get fresh 
information about event / emergency status, enforcing the 
procedures, taking the positions by exploiting mobile devices 
sensors and QR, managing the maps and related information 
points and exits, discovering other users and collaborating, 
accessing to mobile medicine procedures and tools, and finally 
for navigating from the current position to the identified target 
(exit, colleagues, collecting area, points of interest, POIs, and 
tools) by using the integrated indoor / outdoor solution. In 
addition, the mobile application kept stored continuously 
updated information regarding maps, procedures, and the log of 
the user actions. This information can be used to reconstruct 
actions whenever a legal analysis of facts is requested. In 
respect of privacy policies, the user is informed about these 
aspects when the mobile device is registered to the CS. The 
system configuration includes the protocol and classification 
according to the maintenance/emergency manual. This 
information is enforced into the system during the set up and 
configuration by using XML files. 

According to Figure 1 of the general architecture, the Event 
Manager allows the user to: (i) formalize and send the alarms 
and follow the procedure manual adopted, attaching a media 
(typically a video or some images, collected by using the Media 
Acquisition and Delivering module), (ii) receive direct calls 
from the CS in push (as suggestions, actions to be performed, 
tasks and the emergency sheet to coordinate the teams, 
assignments to move, to join a team, to become the responsible 
of a team, to move a different area and room), (iii) monitor the 
status of the active events/emergencies from the CS. In Figure 
2, we can see the UML sequence diagram describing the 
methods sequence required to download the list of emergencies 
in progress. By creating a new NSURLConnection instance, the 
system makes an HTTP request to the Central Station. The 

system gets all the information about the emergencies in 
progress and codes it by using the XML format. Once 
downloaded the XML file, the application parses the data 
through the class DownloadXMLParser and saves them in the 
device database allowing the user to consult them also in offline 
mode. 

 

Figure 2 - UML Diagram sequence: recovery of emergencies status  

 

The emergency status is provided via an XML containing 
the information related to the active emergencies. The mobile 
application parses the information to store it into the local 
database and provide it to the user. In the following, an example 
of the XML file is reported. The example shows a list of two 
emergencies which are located into the hospital.  

<?xml version="1.0" encoding="UTF-8"?> 

<emergencies> 

<emergency> 

<id>9</id> 

<date>2013-10-29 23:23:45</date> 

<type> gas leak</type> 

<dimension>Wide</dimension> 

<patientsNumber>none</patientsNumber> 

<colour>Green</colour> 

<description>30 Km distant</description> 

<patientsState>alive</patientsState> 

<street>VIA DI CAREGGI</street> 

<streetNumber>1</streetNumber> 

<building>001</building> 

<annex>I Obstetrics </annex> 

<floor>1</floor> 

<department>Maternity</department> 

<room>DEG1</room> 

</emergency> 

<emergency> 

<id>1</id> 

<date>2013-10-29 09:41:17</date> 

<type>fire</type> 

<dimension>contained</dimension> 

<patientsNumber>10</patientsNumber> 

<colour>yello</colour> 

<description>under control, needed 

intervention</description> 

<patientsState>stable</patientsState> 

<street>VIA dei Santi Benedetti</street> 

<streetNumber>76</streetNumber> 

<building>001</building> 

<annex>I General Anatomy</annex> 

<floor>1</floor> 

<department>Surgery</department> 

<room>AMB1</room> 
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</emergency> 

</emergencies> 

 

The Media acquisition and delivering module is exploited 
by the Event Manager when images and/or video regarding 
events/emergency have to be sent to the CS to enrich the event 
understanding.  

The Collaboration Discovering module allows establishing 
direct communication with neighbourhoods’ colleagues that are 
connected with the same network, to exploit the device 
connection to the local wireless network, and P2P solution. 
Thus, the operators inside a building are facilitated to 
communicate each other in order to cooperate and coordinate 
the actions. The operators may exchange messages both in 
broadcast or private mode. During an emergency situation, 
operators inside a building may need to communicate with each 
other in order to cooperate and coordinate the rescue actions. 
For this purpose, we introduced in Mobile Emergency Pro a 
functionality called Discovery Mode that allows to find all the 
operators inside the building, exploiting the device connection 
to the local wireless network. The Game Kit framework 
provides classes to create an ad-hoc wireless network among 
devices. Exploiting the P2P Connectivity 2 important 
functionalities  have been designed and implemented:  

 Discovery: the user can discover all the other operators 
inside the building and know their last position reported. 

 Instant Messaging: the user can communicate with other 
operators connected by exchanging text messages both in 
broadcast or private mode.  

In Figure 3, the classes modeling the collaboration and 
discovering aspects are reported. They implement the 
functionalities described according to the Model View control 
patter of the programming model for iOS applications. Relevant 
classes are those related to DiscoveryView and to 
BroadcastChatView that are used for managing P2P discovering 
phases and broadcast messaging, respectively. 

 

Figure 3 - UML Diagram regarding collaboration discovering aspects 

The QR acquisition allows getting position corresponding 
to programmed QR codes placed in several positions in the 
infrastructure (door, cabinet, etc.). QR codes are very cheap and 

can be printed aside of each wall map and hot point at low cost. 
The QR codes have been coded by using 30% of redundancy, 
and the string is defined as:  
<serverURL>ID<PositionID><checkdigit>. The user can grab 
QR code with the camera to take the position by using the 
Mobile Emergency App. Once taken the QR string the device 
creates a connection to the CS taking information about the 
corresponding position, which is buffered into the mobile 
device to avoid information preload. If the User is registered 
and authenticated, the CS implicitly deduces the 
position/location of the person. The access to QR URL by 
means of the Mobile Emergency App. implies the access to 
additional information used by the internal navigation system: 
building code; department code; currently updated image URL 
of the map; room code; spatial coordinates of the QR position 
on the map; spatial coordinates of the nearest exits; spatial 
coordinates of the nearest collecting areas, the list of point of 
interests in the taken map. The Mobile Emergency App exploits 
the additional information together with the maps downloaded 
from the server to allow the users to navigate in both indoor and 
outdoor in and integrated manner, to reach the nearest exit, the 
collecting area and/or any specific position as described in the 
following. On the other hand, the coding of a location code in a 
QR as an URL allowed the Central Station server to provide 
different information according to different QR readers, and 
user agents. Thus, if the QR URL is not called by the Mobile 
Emergency App, a simple map with the current position, exits 
and collecting areas is provided. This allows any user to exploit 
the information associated with QR place in the hospital by any 
simple QR based applications, even if with limited capabilities 
– e.g., no navigation, no emergency status, no networking, no 
communication, etc.   

 

    
(a)                                         (b) 

Figure 4  - (a) the Indoor Path Manager displays the path suggested to 
reach an emergency exit. (b) the Outdoor Path Manager shows the suggested 
path to reach an outdoor collecting area.   

Once the maps are obtained or preloaded, the Map 
Consulting module may be used to visualize them. The user 
can visualize the building GPS position by consulting a 
geographical map and can also consult all its floor maps, 
passing from outdoor to indoor consultation. On each map, the 
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user can see the position of all the POI (e.g., stairs, fire 
extinguishers, medical kits, tech. cabinets, exits, …). 

In the Mobile Emergency Pro tool, the Path Manager 
module allows to visualize the path necessary to reach a chosen 
destination (exits, collecting areas, stairs, other operators) from 
the current position. This module is divided in two sub-modules 
and algorithms: the Indoor Path Manager and the Outdoor Path 
Manager. The Indoor Path Manager is responsible for guiding 
the user within a building. It exploits the floor map with 
information about the user and the destination positions. In 
order to help user to easily reach the destinations, the Indoor 
Path Manager exploits the Indoor Navigation System (see 
Figure 4a) that performs reasoning about the map 
information/descriptor, taking into account the position and the 
movements of the users. It estimates the user current position by 
using the sensors of the mobile device to perform adjustments 
with respect to the position set using a QR code. This module is 
used, for example, to reach an emergency exit, a collecting area 
or another medical operator detected with the discovery mode. 
On the other hand, the Outdoor Path Manager (see Figure 4b) 
guides the user towards a Point of Interest or buildings located 
outside a building displaying the path required to reach the 
destination on an outdoor iOS Map. This sub-module 
determines the path on the basis of the user position, obtained 
from the smartphone GPS sensor, and the knowledge of the POI 
geographical coordinates. At every movement, the system 
updates the user position on the map. 

The Reach Location module provides support to teams 
helping them to reach the event/emergency location, especially 
even when they do not know the location details and how to 
reach it. The adopted strategy takes into account available 
information about the emergency status, maps, possible paths, 
and takes into account indoor and outdoor paths. To this 
purpose, the solution is based on an algorithm that work on the 
internal data base of the mobile phones and when needed ask 
for additional information to the central station. 

 

 

Figure 5  - UML Diagram regarding integrated navigation aspects. 

 

As regards software model for the navigation aspects: 
indoor/outdoor, path manager, indoor navigation system, they 
have been mapped on several classes into the Mobile 
Emergency Pro applications. The programming paradigm of the 
Apple iOS constrains to map functional aspects connected to 
the views according to the Model-View-Control pattern. To this 
end, in Figure 5, the subset of classes connected to the 
navigation aspect of the applications are depicted. Among them, 
class IndoorMapView is the class that manages the indoor 
navigation activating the Kalman filtering (and former 
algorithms). Other interesting classes are: MapViewCollecting 
that allow to load maps and show positions in browsing 
modality, MyOutdoorPosition that permits to exploit the 
outdoor navigators connected with the operating system 
application and to collected the GPS coordinates, 
ReachMergencyView that enforce the algorithm for the 
strategies to reach the buildings, etc. These classes are also 
connected to the QR code acquisition when needed. More 
details about the algorithms for navigation are reported in the 
following section. 

 

IV. INDOOR/OUTDOOR NAVIGATION 

On the main purpose of Mobile Emergency Pro is to provide 
support to (i) teams to get details about reaching the event 
location, (ii) involved personnel in getting the closest and 
updated exit, (iii) registered users in reaching POI. In order to 
support the users reaching the target locations, an integrated 
indoor/outdoor navigation system support is needed. To this 
end, the teams/users to be moved can be located indoor/outdoor 
and may receive info to reach a different location in the 
minimum time. In the case of large infrastructures (industries, 
parks, hospitals) dedicated solutions are needed to provide 
updated and integrated indoor/outdoor information with all the 
POI, exits, cabinets, collecting areas, positions of  colleagues, 
etc. For these reasons, the integrated indoor/outdoor navigation 
system has been designed to work with the CS.  

 

IV.A State of the Art of Indoor Navigation Systems 

In the literature, many indoor navigation systems have been 
proposed [8], [9]. In [10], a method of personal positioning for a 
wearable Augmented Reality System based on dead reckoning 
has been proposed. In that system, the user is equipped with a 
communication device endowed of built-in sensors, a wearable 
camera, and an inertial head tracker and display. Other solutions 
adopted triangulation of Wi-Fi hotspots or other source of 
signals (or laser light). In [11], a pedestrian location system has 
been proposed by combining a foot-mounted inertial unit and 
Wi-Fi, thus achieving a location accuracy of 0.73m in the 95% 
of cases. Alternative solutions have proposed the combination 
of inertial solutions based on accelerometers and RFID tags 
[12]. Most of these solutions are not viable in large and 
complex infrastructures since they may require to: (i) distribute 
specific devices in the area to mark the zone; or (ii) navigate by 
carrying on and using specific expensive devices; or (iii) 
combine both cases. In large public infrastructures, the solution 
has to be light and cheap enough to be placed in the hands of all 
personnel, which should carry them every day. In [13], a simple 
prototype for indoor navigation based on QR codes indicating 
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direction for impaired has been presented. QR code can be 
grabbed by a mobile phone camera, and the information is 
provided via Wi-Fi. A very primitive navigation system has 
been also provided, allowing to record the person’s ID, time 
stamping the visited position, elapsed time after leaving the last 
position and expected arrival time to the next position, in order 
to activate the support team or family members in case of 
anomalies. In [14] an infrastructure-less solution for navigation 
in extreme environment (indoor and climbing) has been 
proposed. This solution has been based on an electronic 
compass, and for the indoor navigation case "You-Are-Here" 
(YAH-map) maps have been adopted to take the initial 
references. The successive posiions are estimated by assuming a 
stable and regular walk step for the human. A low-cost indoor 
navigation system running on off-the shelf camera phones is 
presented in [14]. In this case, the proposed system uses 
smartphone cameras to determine user location by detecting 
fiduciary markers, called SignPost, which provide location 
information. The scanning of SignPosts has to be performed by 
the person with the phone camera (for example 37 markers in 
an area of 100x200 meters). The required infrastructure is 
limited to paper markers (square markers or frame markers) and 
static digital maps. Moreover, the movements from one 
SignPost to the next is not supported, they are just markers to be 
discovered. In [16], a solution for indoor pedestrian navigation 
based on QR and accelerometers, compass, camera and Internet 
connectivity of modern smartphones has been proposed. The 
user gets the initial position and map information from a QR 
code on a YAH-map. The system deduces the initial position of 
the user and his orientation on the basis of the distance and the 
angle from the scanned 2D datamatrix. Then, the system 
estimates the movement by calculating the number of user’s 
steps from the starting point using the accelerometers and the 
direction using the compass, and accumulating large errors due 
to the assumption about the regular step length, in order of 4% 
after 40 steps.   

 

IV.B Integrated Indoor/Outdoor Navigation 

The integration of indoor/outdoor with high precision is a 
complex problem to be solved [7]. A detector of in/out passages 
can exploit almost all accessible sensors of the mobile device, 
among them: GPS accuracy, presence of WiFi, cell connection 
power, magnetic field, etc. When the navigation system starts as 
a first step, it has to understand if the device is indoor or 
outdoor.  

In Mobile Emergency Pro solution, the user may set the 
target point to be reached: (i) by receiving a push message from 
the CS for an intervention, (ii) searching and browsing for the 
exits, collecting areas, position of colleague, POI. The identified 
target position can be near of far from the current position; it 
can be in another building, or at a different floor. Thus the 
navigation system decomposes the problem in segments of 
indoor and/or outdoor navigation subtasks taking into account 
the position of the best doors to enter/exit in/out of the 
buildings, and thus changing the navigation modality.   

When the mobile is outdoor, the Outdoor Path Manager 
exploits and displays the required path to reach the target point. 
For example: reaching a building at precise accessible door. In 
this case, the navigation system is provided by the iOS map and 

navigation support is activated with the right parameters on the 
basis of the closest path to enter in the building from the right 
door. In the case of ground floor, the passing from outdoor to 
indoor or viceversa has to lead at the activation of the 
indoor/outdoor according to the knowledge of the GPS position 
of the building entrance, which are coded and associated with 
the map information, as stored into the Mobile Emergency 
database. 

In Mobile Emergency Pro, the in/out detector takes a 
decision on the basis of the: GPS accuracy, previous position (if 
any), and in the case of uncertainty ask to the user to get the 
point acquiring a QR code. Once the position is identified, the 
corresponding map is shown to the user (taking from the cache 
or downloaded) and the user may navigate in the context. The 
distance between the last GPS position (that should be just out 
of the door) and the QR coded position should be coherent. In 
any case, the QR coded position is taken as a reference, but a 
confirmation may be requested to the user in some cases. If the 
building is correct, and floor has to be changed the system 
provides direction to the closest stairs showing them on the 
map. Once reached the correct floor, the navigator displays a 
map showing the current position of the user and the location of 
the target position. In both cases, the Indoor Path Manager 
helps the user to easily get closer and reach the destination.  

 

IV.C Inertial Integrated Indoor Navigation 

Within indoor environments, the system cannot obtain 
updated GPS information with the needed accuracy. Therefore, 
the proposed solution computes the current position by taking 
into account of: (i) the information acquired from the last taken 
QR information (the map and the position of the map with 
respect to the coordinates, position of the QR in the map, 
building, floor, etc.), (ii) the movements considering the device 
sensors such as gyroscopes, magnetic compass and 
accelerometers as an Inertial Navigation System.  

In [3], the current position was calculated in relation to the 
last position (QR) by using an improved dead reckoning 
algorithm with respect to that proposed by [10]. The idea was to 
exploit the signals extracted from the smartphone sensors to 
construct a pedometer: a tool for measuring / counting the steps 
performed by a human, and associating them to the 
corresponding direction. Among the signals that can be used to 
analyse the walking, those coming from the accelerometer are 
the most relevant.  

The Mobile Emergency Pro has been developed on iOS 
platform. The available sensors on iPhone allow estimating the 
acceleration, the magnetometer and the gyroscope. All these 
sensors take the measures along three axes, and thus once the 
measure is performed, it is possible to perform the inverse of 
the rotation to get a measure independent on the device 
orientation. On the other hand, the measures obtained are 
affected by relevant errors. To make the usage of these data 
possible, a strong reduction of the noise is needed, and thus the 
Kalman filtering has been adopted [17]. The Kalman filter uses 
state space models which relate inputs, outputs and state 
variables by first order differential equations. A Kalman filter 
performs the prediction of state     , given the observation 
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(measure)     . Both the state and the observation are 
modelled as: 

                    
          

 
Where    and    model the noise of process and that of 

measure, they are assumed to be independent, white and normal 
probability distribution of noise: 

 (  )  (    ),         (  )  (    ), 
 

Where    and    are the covariance matrices. Low 
covariance of    and    will give rise to high trust, with 
growing covariances the uncertainty in the equations will also 
grow. The extreme case   0  would imply complete trust in 

the previous state      while the case   ∞ implies no trust at 

all. The variable    is an optional m dimensioned control input 
and is related to    by the n × m matrix B. The filter process 
alternates between these two steps: predict the future state at the 
time update and adjust the predicted state in the measurement 
update. 

Predict: 

- state estimate:    ̂        ̂         

- estimate covariance:                    
                                                                      

Update (a posteriori): 

- gain:              
 (        

    )
    

- state:    ̂       ̂         (     ̂     ) 

- covariance:       (      )         
The a-posteriori estimation of the covariance is a measure of 

the accuracy about state estimation.  

Typically, Kalman filter addresses linear systems. In this 
case, there are parts of the model which introduce non-linear 
features: the time between the steps is not constant, the 
trigonometric functions sine and cosine used to compute the 
position. The solution was to use an Extended Kalman filter 
which uses a linearized non-linear model. The linearization 
approach has led us to make some small changes into the above 
presented equations  

In practice, two Kalman filters have been applied for the 
accelerations along the x and y axes. The state vector is 
represented by position, velocity and acceleration assuming that 
in each time interval (between two measures) the motion is 
uniformly accelerated. Thus the acceleration between two 
consecutive instant is constant. Thus the state transition matrix 
A holds (where    is the time interval): 

  (
   

 

 
   

    
   

) 

  is a 3x3 diagonal matrix with constant values, R is a float, 
and the measurement model   (     ). R has been measured 
by keeping the mobile in the same position for a while and 
taking the average of the covariance noise along x and y. The 
obtained value:  R=0.00064. Q cannot be directly estimated and 

thus after a number of trials a value of       was set as a 
compromise. 

The results obtained with the described implementation of 
Kalman filter were not satisfactory due to the high level of 
noise on the measures. As will be shown in the next section, the 
experimental results obtained by using dead reckoning and the 
above described simple and direct implementation of Kalman 
Filter where quite similar, especially in the cases in which 
several changes of directions have to be followed.  

For the above reasons, in order to improve the solution an 
Extended Adaptive Kalman Filter has been adopted to cope 
with non-linearity [18]. Thus, in the second solution proposed, 
matrix Q is adaptively estimated by using Q at the previous 
time instant and a corrective scale factor (estimated on the basis 
of the ratio from the innovation covariance and the predicted 
value). The process was initiated by starting from the value 
empirically estimated,   . In some cases, the adaptively 
estimated value of Q may become zero, and thus, in order to 
avoid singularity in the global estimation, when this happen, Q 
is reset to   . That is the value that we early estimated. This 
approach  improved the quality of the path estimation and 
following as described in the next Section of validation.   

The assumption performed about the uniformly accelerated 
motion is not always true. That is due to the fact that the 
acceleration between two consecutive instant is not constant as 
happen when the device is not moving. In these cases:      
  ,  therefore, in the presence of relevant noise on measures, the 
velocity is neither zero nor constant and thus v tends to increase 
even when a is zero or noisy around zero. This problems has 
been avoided constraining the velocity to zero if the estimated 
velocity is lower than 0.76. This decreases the chance to see the 
continuous moving cursors when the user stopped.  

 

 

 

 

 

(a) 

   

 

 

 

 

 

(b) 
 

Figure 6  - (a) the indoor path for test (starting from the entrance and exploring 

some of the rooms, thus multiple changes of directions), (b) trend of the mean 

error of estimated for navigation with (1) dead reckoning, (2) Kalman filtering. 
Error is in mm and the path length was of 40 mt.  

 

(1) 

(2) 
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V. EXPERIMENTAL RESULTS 

The experimental results have been carried out to the global 
assessment of the advantages of using the Mobile Emergency 
App in the context of emergency in hospitals. The general 
indoor/outdoor navigation has been assessed and the results 
reported in [5]. The general advantage of adopting Mobile 
Emergency has been the reduction of time needed to reach the 
target point for the rescue team of the 18%. In addition, in this 
paper, we focused about the improvement related to the 
integrated indoor/outdoor navigation system, and in particular 
on the new algorithms for the inertial indoor navigation. In [5], 
the indoor navigation was based on an enhanced dead reckoning 
algorithm as described in Section IV.C.  

For this reason, the first step has been to compare the results 
of the former algorithm of dead reckoning with the first 
implementation of Kalman filtering with Q constant. The results 
are reported in Figure 6, where the typical trend path is reported 
together with the trend of the mean error (estimated on the basis 
of 8 indoor navigations) on the same path of Figure 6a. In 
Figure 7, some navigation screens taken during the navigation 
are depicted. The results depicted in Figure 6b for Kalman (2) 
show a relevant improvement with respect to the basis solution 
of dead reckoning [5]. 

 

  
 

  
Figure 7  - In the order: indoor navigation to reach an exit, outdoor navigation 

segment, indoor navigation to reach a colleague.  

 
According to Section IV.C, a second algorithm has been 

proposed, thus obtaining a further improvement by adopting the 
Adaptive Extended Kalman filter. In Figure 8, the comparison 
of the trend of mean error for Extended Kalman and the 
Adaptive Extended Kalman Filer are reported. Therefore, the 
final error is lower than 20 cm at the end of the path.  

All the experiments and measures have been obtained by 
sampling the curve and keeping aligned the time code for 
measuring the data coming from the internal sensors with 
respect the position of the person passing by the marked points. 
The measures have been recorded with a TV camera to allow 
review and verification according to the time code. Due to the 
high number of samples taken for the measures, and the time 
code in ms, the error of measure was smaller than 2 cm. 
Therefore, proposed solutions are better ranked with respect to 
the state of the art solutions reviewed in Section IV.A. 

 

 
Figure 8  - Trend of the mean error of estimated positions during navigation for 
(1) Extended Kalman, (2) Adaptive Extended Kalman filtering. Errors is in 

mm. 

VI. DISCUSSIONS AND CONCLUSION 
Wide infrastructures as industry plants and hospitals are 

vulnerable to causality events. In this paper, we presented a 
solution addressing the guiding personnel during maintenance 
and/or emergency conditions. The aim is to reduce the time 
needed to react and to cope with organization and maintenance 
support, while facilitating communication, and indoor / outdoor 
navigation. The solution is based on the formalization of 
protocol, the modelling of knowledge for navigation, the 
algorithms and the development of a mobile application and 
corresponding server device for integrated indoor/outdoor 
navigation. The introduction of the integrated indoor/outdoor 
navigation has  constrained to a major restructuring of the 
software architecture of the application. The details are reported 
in the paper. The navigation algorithms are based on low costs 
mobile sensors and Adaptive Extended Kalman Filter. The 
solution has been validated within a large medical 
infrastructure, thus demonstrating the validity of the identified 
modalities and procedures, measuring the advantage from both 
qualitative and quantitative aspects. The indoor navigation 
solution has been compared with other former solutions based 
on classical Kalman and dead reckoning (the former solution). 
The proposed solution for indoor navigation resulted to be 
better ranked with respect to the solution reviewed at the state 
of the art. 

(1) 

(2) 
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The present solution present some intelligence aspects in the 
navigation systems (on client side) and may could integrate 
some intelligence into the Central Station to select the 
personnel, provide suggestions, arrange the groups for the 
interventions. Both these aspects could be subjected to a further 
addition of some intelligence and may of some Slow 
Intelligence solutions [19]. The selection of the best teams on 
the basis of their profiles, position, and intervention can be a 
complex task. In more details, the slow intelligence approach 
could be adopted for managing the status evolution of the 
several groups and single persons involved into the emergency 
or maintenance conditions.  
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Abstract---Critical infrastructures are attractive targets 

for attacks by intruders with different hostile aims. 

Modern information and sensor technology provides 

abilities to detect such attacks. The objective of this work 

is to outline a system design for surveillance systems 

aimed at protection of critical infrastructures, with the 

focus on early threat detection at the perimeters of 

critical facilities. The outline of the system design is 

based on an assessment of stakeholder needs. The needs 

were identified from interviews with domain experts and 

system operators. The system design of the surveillance 

system and the user requirements in terms of capabilities 

were then determined. The result consists of the systems 

design for surveillance systems, comprising the systems 

capabilities, the systems structure, and the systems 

process.The outcome of the work will have an impact on 

the implementation of the surveillance systems with 

respect to the sensors utilized, the sensor data algorithms 

and the fusion techniques. 

Keywords: security systems, surveillance systems, 

critical infrastructure, user requirements,  

I. INTRODUCTION 

In recent times, the risk for critical infrastructures 

to be subject to attacks from various groups of 

terrorists or criminals has become increasingly high 

and therefore they must be protected. To accomplish 

sufficient surveillance, modern information 

technology could be used. Such surveillance systems 

need to be based on modern sensors and sensor 

systems with advanced sensor-data analysis and data 

fusion. However, to accomplish systems of high 

quality, they must be based on the stakeholders needs, 

so that needed capabilities can be provided that 

support the system operators in their work to handle 

upcoming events and incidents enforced to the 

facilities to be protected from attacks [1]. Hence, to 

accomplish such surveillance systems it is essential to 

put a sufficient amount of resources on the early 

stages of the development, which is to identify the 

stakeholder needs and to define the users requirements 

in terms of system capabilities. To enhance the 

realization of such systems they should be based on an 

adequate system design. Thereby, the probability to 

get useful systems that provide the means to support 

handling of incidents and crisis management will 

increase and help to avoid or at least minimize the 

consequences of attacks on critical infrastructure 

facilities. The approach taken for determination of 

the system design is based on the assessment of 

stakeholder needs through a series of interviews 

with a number of especially appointed domain 

experts and security personnel. 

This work has been carried out as a part of the 

EU project, The Privacy Preserving Perimeter 

Protection Project (P5). The objective of the project 

is to demonstrate an intelligent perimeter 

surveillance system that will operate in all weather 

and light conditions and with privacy preserving 

properties. The system will monitor a part of the 

area just outside the boundary of critical 

infrastructure facilities and, thereby, provide early 

warnings to detected terrestrial and airborne threats.  

The system should have a low false alarm rate, 

e.g. due to animals and other innocuous events, 

combined with high level of threat detection 

sensitivity and privacy standards will be central 

ambitions of the project.  

The objective of the work described here is to 

outline a systems design for surveillance systems 

aimed at protection of critical infrastructures. In 

particular, the surveillance system should be able to 

support the security staff at the facility to respond to 

attacks from intruders at an early stage and thus the 

protection and surveillance of the perimeter of the 

facilities will be in focus to make it possible to give 

early warnings of attacks. Thus the overall objective 

of this part of the project is to identify a systems 

design including user requirements in terms of 

capabilities. The system should thus be able to warn 

for threats carried out by different types of objects, 

(persons or vehicles etc.). Eventually, these 

capabilities of warnings should be realized by state 

of the art sensor solutions. To determine what 

sensors to be used and the methods for sensor-data 

analysis and fusion is, however, outside the scope of 

this part of the P5 project. 
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II. PHYSICAL CONTEXT 

The physical context in which surveillance systems 

of critical infrastructures operate is varying from 

facility to facility; especially with respect to the 

perimeter, which also differ with respect to the type of 

infrastructure that should be protected. Generally, the 

critical infrastructure facility can be described as 

containing a central complex, i.e. the surveilled area of 

the critical infrastructure with one or several buildings 

or installations as illustrated in Fig.1. The area 

surrounding the survelled area makes up the perimeter  

of the facility that may differ in width with respect to 

its extension. Thus, the perimeter can be defined as 

illustrated in Fig. 1 where the perimeter is made up by 

the Restricted area, the Facility boundary, a strip of the 

outside area, and the airspace above the facility. In 

some cases, there is no restricted area and the 

boundary of the facility coincides with the boundary 

of the Surveilled area. The outside strip may also vary 

from facility to facility depending on its context. 

Further, the terrain type at different facilities, differ as 

well and the surveillance system must be able to adapt 

to such differences. 

Critical 

infrastructure

(Surveilled area)

Restricted 

area

Outside 

area

Facility 

boundary 

 
Figure 1. An illustration of an extended perimeter surrounding a 

critical infrastructure facility. 

III. METHODS 

The work was carried out as two main activities: a 

needs assessment activity and an outline of the design 

of the surveillance systems. 

 

A. Needs assessment 

The needs assessment was performed in six steps. 

The initial step was to determine who the stakeholders 

are, which of them should be given the opportunity to 

influence the development of the system, and how 

their statements should be collected. The work was 

carried out during a workshop, involving the project 

management, in which different categories of 

stakeholders were identified, such as systems 

operators, business managers, and security managers. 

Thus, it was decided which categories of stakeholders 

that should be provided the opportunity to influence 

the design of the system. The second step was to 

capture the stakeholders’ statements. The respondents 

were selected as good representatives of the selected 

stakeholder categories. Interview questions that focus 

on the specific problems subject to the studies were 

developed. Each interview was carried out by two 

persons; one that asked the questions and another 

responsible for recording the answers through note 

taking. The third step of the needs assessment was 

to interpret the collected statements to determine the 

actual needs. When asking stakeholders about what 

needs they have, they will use descriptions of, e.g., 

problematic situations that they have experienced 

and technical solutions that they believe can be 

useful to them [2]. The Voice of the customer table 

(VCT) was used for analyzing statements to reveal 

the actual needs [1][3]. The outcome from this step 

was a large set of unstructured and unsorted needs.  

The fourth step was to thoroughly analyse the 

identified needs, to unify the formulation of the 

needs and, thereby, identify and discard duplicates 

of needs. Further, the analysis also included to 

determine if any needs had been left out, and if 

appropriate add the missing ones. To accomplish 

this and due to the amount of needs it is likely 

necessary to categorize the needs. This step was 

performed by using affinity diagrams and hierarchy 

diagrams [3]. The fifth step is to validate the needs. 

This was carried out in a workshop with stakeholder 

representatives. During the workshop the identified 

needs were presented to the stakeholders’ 

representatives; based on their comments 

inaccuracies were corrected. The sixth step was to 

prioritize the needs in terms of stakeholder value. 

During a workshop, the stakeholders’ 

representatives were asked to prioritize, on a scale 

from 0 to 3, the identified needs based on how 

important they considered the needs to be; taking 

into account the scope of the project. In this case 3 

means the highest importance and 0 not important. 

The highest prioritized needs, 3 and 2, were 

established as the needs that should constitute the 

foundation for the determination of the capabilities. 

B. Outline of the system design 

The outline of the system design was carried out 

in three steps as definition of (1) the systems 

capabilities, (2) the systems structure, and (3) the 

systems process. The initial step, to define the 

systems capabilities was based on the needs with the 

highest priorities. The capabilities were compiled 

and elaborated to a coherent set of capabilities, 

documented in a hierarchical diagram [3]. The 

validation of the capabilities was performed during 

several workshops where the developers present the 

capabilities to the stakeholder representatives. The 

provided comments and suggestions are analyzed 

and appropriately incorporated in the set of 

capabilities. The second step was to define the 

structure of the systems, i.e., systems components 

that together provide the defined capabilities. The 

third step was to define systems process. That is 

18



outlining how the systems accomplish the capabilities, 

as activity diagrams [3].  

After the first version of the system design was 

completed, validation of the design was performed 

with stakeholder representatives and technical experts. 

The latter were experts on surveillance techniques.  

 

IV. SYSTEM CAPABILITIES 

The outcome of this study is a system design for 

surveillance systems for protection of critical 

infrastructures. The design is based on the systems 

capabilities, the systems structure, and its process. 

A. Outline of the system design 

The systems capability structure is hierarchical and 

will thus include sets of subordinate capabilities and 

eventual a number of leaf capabilities. Leaf 

capabilities with attachments to the Sensor data 

analysis and fusion modules are either of the type 

Track (an entity of an event), Detect and Watch 

(entities). Detect and Watch are concerned with the 

detection of objects deviating from normal inside the 

boundary of the facility respectively outside whereas 

Track is concerned with tracking of the deviating 

objects. Watch is similar to Detect but since different 

legislation is applied to the outside area (in most 

countries), sensor types that directly can identify 

individuals are not allowed on the outside due to 

privacy considerations that must be followed and for 

this reason Watch is introduced. 

The general interpretation of the capabilities is that 

a certain capability is not enabled until all its 

subordinate capabilities have been enabled or when a 

leaf node has been supplied with relevant event related 

information or in some other way terminated.  

The ultimate capability for the protection and the 

surveillance of critical infrastructures in this work is 

Handle facility protection. This capability has four 

subordinate capabilities Handle surveillance, Handle 

deviation, Handle incident and Handle user 

interactions (Fig. 2).  

Handle facility 
protection

Handle incident Handle user 
interactions

Handle 
surveilance Handle deviation

 
Figure 2. The two top levels of the capability structure,  

The capability Handle surveillance is concerned 

with surveillance of the perimeter of the facility, 

which on the next lower level is utilized by four 

capabilities: Surveil Restricted area, Surveil Boundary 

fence, Surveil Airspace, and Watch Outside area (Fig. 

3). These capabilities are aimed at the surveillance of 

the facility perimeter. Furthermore, the capability 

Handle surveillance relates to aspects like: the system 

should be able to operate e.g. without interruption, 

during all weather conditions and with respect to 

privacy considerations. 

 

Handle 
surveillance

Surveil Restricted 
area

Surveil at different 
states

Surveil with 
respect to given 

constraints

Watch Outside 
area

Surveil Boundary 
fence Surveil Airspace

Surveil with 
respect to the 
given context

 
Figure 3. The Handle surveillance branch of the capability 

structure. 

An illustration to the deeper levels of the four 

perimeter surveillance oriented capabilities in Fig. 3 

can be seen in Fig. 4, which shows how they are 

divided further into surveillance of the land and the 

sea areas and on the lowest level the detection of 

various types of events requested to release an 

alarm; this is indicated with either one of the alarm 

types: verified alarm (VA) or unverified alarm (UA) 

(section IV D). Thus, a Detect capability for 

protection of the Restricted area is formulated as 

Detect person behaving in a deviating way on land 

of restricted area (UA), which indicates that the 

capability determined to detect a person behaving in 

a deviating way and that the alarm in this case is 

unverified and consequently needs to be verified in 

some way, e.g., guards can be sent out by the 

operator to determine what kind of event that has 

occurred. 

Detect entity on land of 
restricted area

Detect vehicle in a 
forbidden area of restricted 

area (VA)

Detect boat sailing towards 
shore on surface (VA) 

Surveil sea section of 
restricted area

Surveil land section of 
restricted area

Surveil restricted area

Detect  vehicle on land of 
restricted area

Detect unauthorized 
disembarkment (VA) 

Detect vehicle with 
deviating behaving on land 

of restricted area (UA)

Detect person on land of 
restricted area

Detect person in a 
forbidden area of 

restricted area (VA)

Detect  person behaving in 
a deviating way on land of 

restricted area (UA)

 
Figure 4. The capabilities for surveillance of the facility 

perimeter. 
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The second capability, on the second level, is the 

Handle deviation that has to be enabled once a 

deviation has been determined (Fig. 5). These 

capabilities are concerned with the handling of the 

type of alarm that has been released but also to the 

analysis of the occurred deviation type that eventually 

should be reported.  

The third capability, Handle incident (Fig. 6), is 

enabled when an incident has been determined, by a 

verified alarm, and is concerned with the monitoring 

of the incident, that is, to track incident related objects, 

to gather, analyse and store various kinds of incident 

related information but also to request orders from and 

to forward information to participating persons in the 

crisis management organization. Eventually, the 

incident will be terminated. 
Handle 

deviation

Handle 
unverified alarm

Report deviationAnalyse 
deviation

Handle verified 
alarm

 
Figure 5. The main part of the Handle deviation capability structure. 

The fourth and final capability at the top level, i.e., 

Handle user activities and support (Fig. 7). This 

capability is aimed at directly support the operators to 

control sensors, basically of visual type, and to gather 

information from them. Further, information gathered 

by the surveillance system should also be handled, 

stored and aggregated in such a way that a situational 

picture can be built up. The situational picture must 

also be possible to adapt to the needs of the operator, 

e.g., by zooming and panning to follow the events 

going on during an incident. Among other things, the 

situational picture will include information of 

deviating objects such as detected deviations, objects 

locations and tracks and alarm related information. 

Handle incident

Request orders

Monitor incident

Gather incident 
related information 

Receive 
information

Track incident 
related entity

Forward 
information

Terminate incident

Analyse the 
development of 

the incident
 

Figure 6. The Handle incident capability structure. 

B. System structure 

The main components of the system structure are: 

the User interface module, the Command & control 

module and the Sensor system module (Fig. 8). Inside 

the Command & control module there is the User 

support module that handles the surveillance 

processes and on its upside it supports the user 

interface; this means that it is serving the operator of 

the surveillance system. At the down side, the 

surveillance processes are served by the Sensor data 

analysis & fusion module. The sensor system 

delivers information about detected objects and 

tracks from these objects.  

Handle user 
interactions

Adapt & present 
current operational 

picture

Gather operational 
informationControl sensors

Manual gathering 
(VA)

Automatic gathering 
(VA)

Manual control

Automatic control 
Aggregate collected 

operational 
information

Include current 
surveillance  
information 

 
Figure 7. The Handle user interactions capabilities. 

Command & Control module
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 User controlled 
sensors

Operational 
picture

Deviation & 
incident 

information

 Sensors

User interface module

Operators

Sensor system 

 
Figure 8. A schematic description of the system structure of the 

surveillance system. 

The users can, besides the user interface, which 

contains the operational picture with its deviation 

and incident related information, also control visual 

sensors outside the sensor system. The purpose of 

these sensors is to allow the operator to follow and 

verify what is going on during an event. Thus, some 

video screens must be available for this purpose. 

C. Surveillance structure 

The subordinate capabilities of Handle facility 

protection (Fig. 2) are the most influential 

capabilities in the surveillance process. The 

capabilities Handle surveillance, Handle deviation 

and Handle incident can all be transformed into 

corresponding processes, i.e., the Surveillance 

process, the Deviation process and the Incident 

process. The relationship between these processes 
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can be seen in Fig. 8. The Surveillance process is a 

process that will be running for as long as the system 

is running. A Deviation process is the cause of an 

alarm and is also the result of a single registered event 

(a single instance), and as many events may occur 

simultaneously, due to some hostile and coordinated 

activities this leads to the initiation of multiple 

deviation processes that each in turn may initiate a 

single Incident process. All detected incidents may 

thus lead to the initiation of an Incident process but 

multiple incident processes may, on a higher level, be 

part of the same ongoing incident with multiple events 

or actions taken by a group of intruders. Once any of 

the events in any of the deviation and incident 

processes have been solved the corresponding 

processes must terminate. 

D. Alarm handling 

The alarm handling is essential to surveillance 

systems, because false alarm rate must be kept low 

and the type of alarm precise so that the operators 

know when and how to act in case of serious events. 

An alarm is either directly verified or unverified. At a 

verified alarm the cause of the alarm is known with a 

certainty high enough to initiate a response to the 

event. The cause of an unverified alarm is uncertain 

and in such a case the immediate action is to 

determine its cause.  

A verified alarm may turn out to be either false or 

the result of a failing system component. Both cases 

must be adjusted promptly. The third case is an 

incident corresponding to an event that is anything 

from harmless and up to something serious. In any of 

these cases the operators must act to keep up the 

security of the facility. An illustration of the type of 

alarm that can be determined by the sensor system 

may include the following information: 

Sub-area type: Land section of Restricted area 

Deviation: vehicle observed at forbidden area 

Alarm type: VA (verified alarm)  

This will lead to the release of a verified alarm in 

the Restricted area with respect to the type of sub area 

and the determined type of deviation (Fig. 4). 

V. RELATED WORKS 

In [4] a system for surveillance of critical 

infrastructures is described, which concerns early 

warnings with respect to attacks from e.g. terrorists 

although in this work no strong efforts for 

determination of user requirements have been 

performed. Some other work on surveillance systems 

design with relationship to the work carried out here is 

the work by Jungert et al. [5]. In Goodall [6] gathering 

of user requirements for a visualization system with 

capabilities for intrusion detection analysis is 

discussed. Shan, Wang, Li, and Chen [7] present a 

comprehensive design for decision support systems 

within emergency response. Hansson et al. [8] 

demonstrates the intensions to determine the general 

context for security systems as a foundation for user 

and system requirements. 

 

VI. CONCLUDING REMARKS 

The objective of the work presented is this work 

was to define a system design of surveillance 

systems for protection of critical infrastructures, 

which includes a set of capabilities and a systems 

structure. The stakeholders’ needs have been 

identified and used to define the users’ requirements 

in terms of capabilities and a systems design in 

collaboration with the stakeholders. The result of 

this work will be used as input the other parts of the 

P5 project, i.e. to complete the systems architecture 

of the surveillance system with its sensor system 

and network of selected sensors. 

ACKNOWLEDGEMENT 

This work has been performed as part of the Privacy 

Preserving Perimeter Protection Project (Grant 

number 312784), which is a European and FP7 

funded project for the protection of critical 

infrastructures  

REFERENCES 
1. N. Hallberg, T. Timpka, and H, Eriksson, “The Medical 

Software Quality Deployment Method,” Methods of 

Information in Medicine, vol. 38, 1999, pp. 66-73. 

2. N. Hallberg, S. Pilemalm, and T. Timpka, “Quality Driven 

Requirements Engineering for Development of Crisis 

Management Systems”, Int. J. of Information Systems for 
Crisis Response and Management (IJISCRAM), vol. 4, 

2012, pp. 35-52. 

3. N. R. Tague, The quality toolbox. Milwaukee: ASQ Quality 
Press, 2005. 

4. F. Flammini, A. Gaglione, N. Mazzocca, V. Moscato, and 
C. Pragliola, “On-line integration and reasoning of multi-

sensor data to enhance infrastructure surveillance,” J. of 

Information Assurance and Security, vol. 4, 2009, pp. 183-
191. 

5. E. Jungert, C. Grönwall, N. Hallberg, B. Kylesten, F. Lantz, 

and L. Eriksson, “A Generic Architecture for Surveillance 
Systems,” Proc. of the Int. conf. on Distributed Multimedia 

Systems, pp. 57-63, Oct 2010. 

6. J. R. Goodall, “User requirements and design of a 

visualization for intrusion detection analysis”, Proc. 2005 

Workshop on Information Assurance and Security, pp. 394-
401, June 2005. 

7. S. Shan, L. Wang, L. Li, and Y. Chen, “An emergency 
response decision support system framework for application 

in e-government,” Information Technology and 

Management, vol. 13, 2012, pp. 411-427. 

8. J. Hansson, R. Granlund, N. Hallberg, F. Lantz, and E. 

Jungert, “A reference context module for development of 

security systems,” Proc. of the Int. conf. on Distributed 
Multimedia Systems, pp. 64-69. Aug. 2011. 

 

21



Joint Fingerprinting and Encryption in Hybrid 
Domains for Multimedia Sharing in Social networks 

 

Conghuan Ye, Zenggang Xiong, Yaoming Ding, Guangwei Wang, Jiping Li, Kaibing Zhang 
College of Computer and Information Science 

Hubei Engineering University 
Xiaogan, China 

p2pgrid@gmail.com
 
 

Abstract: The advent of social networks and cloud computing has 
made social multimedia sharing in social networks easier and 
more efficient. The lowered cost of redistribution, however, also 
invites much motivation for large-scale copyright infringement. It 
is necessary to safeguard multimedia sharing for security and 
privacy. In this paper, we propose a novel framework for joint 
fingerprinting and encryption (JFE) based on Cellular Automata 
(CA) and social network analysis (SNA) with the purpose of 
protecting media distribution in social networks. The motivation 
is to map the hierarchical community structure of social 
networks into the tree structure of Discrete Wavelet Transform 
(DWT) for fingerprinting and encryption. Firstly, the fingerprint 
code is produced using SNA. Secondly, fingerprints are 
embedded in the DWT domain. Thirdly, CA is used for 
permutation in the DWT domain. Finally, the image is diffused 
with XOR operation in the spatial domain. The proposed method, 
to the best of our knowledge, is the first JFE method using CA 
and SNA in hybrid domains for security and privacy in social 
networks. The use of fingerprinting along with encryption can 
provide a double-layer of protection for media sharing in social 
networks. Theory analysis and experimental results show the 
effectiveness of the proposed JFE scheme. 

Keywords: security and privacy; fingerprinting; multimedia 
encryption; social multimedia sharing; 

I.  INTRODUCTION  

The advent of social networks and cloud computing makes 
multimedia sharing in social networks very easy. Multimedia 
content may be generated, processed, transmitted, retrieved, 
consumed or shared in social networks [1]. Content distribution 
in social networks offer distinctive challenges such as privacy 
and security issues. In order to decrease the loss of multimedia 
owners, secure multimedia sharing in social networks is 
becoming more and more urgent for practical applications. To 
prevent illegal use in social networks, techniques, such as 
watermarking (or fingerprinting) and encryption [2] of these 
media for security and privacy need to be carried out. 

Multimedia encryption is one way which may ensure the 
content security and prevent an unauthorized access. Chaotic 
maps are employed to generate a permutation table for 
confusion and a pseudo-random keystream for diffusion [3], 
therefore, the chaos-based approach is a promising direction for 
multimedia encryption. A substantial amount of research work 

on chaos-based image encryption has been carried out [4-6]. 
However, these schemes only focus on encrypting. In fact, 
when the ciphered data is deciphered by the authorized user, it 
is unprotected, and it is still possible for a legal user to deliver 
decrypted data to an unauthorized person. The content could be 
copied and redistributed at their option. There are not ways to 
continue the work of protecting the multimedia content, 
therefore the privacy of content owner may be leaked. In this 
case, extra protection schemes should be adopted to deter 
content redistribution, therefore, encrypted data need an 
additional level of protection in order to keep control on them 
after the decryption phase. Watermarking is another technology 
to protect copyright further. It enables a distributor to hide 
additional bits into multimedia content while preserving its 
quality [7]. The use of watermarking along with encryption can 
provide a double-layer of protection for multimedia sharing. 

There have been some related works on watermarking in 
the encrypted domain over the past few years. Commutative 
Encryption and Watermarking (CEW) could be used for 
providing comprehensive security protection for multimedia 
content. D. Bouslimi et al. proposed a joint encryption and 
watermarking algorithm in [8]. The convergence of the two 
technologies is now facilitating privacy and security studies [9]. 
An interactive buyer-seller watermarking protocol for invisible 
watermarking was proposed in [10]. And in [11], the 
encryption is performed on most significant bit planes while 
watermarking the rest of lower significant bit planes. Two 
robust watermarking algorithms were proposed to watermark 
compressed JPEG Images in encrypted domain [12]  and 
JPEG2000 compressed and encrypted images [13] respectively. 
However, watermarking can’t trace somebody who 
redistributed the copies. To solve this problem, digital 
fingerprinting methods have been intensively investigated. 

Digital fingerprinting is a technique for identifying users 
who might try to use multimedia content for unintended 
purposes [14]. Fingerprint, which is used to identify adversary 
who leak copies of the content, represents the ID of a user [15]. 
Although the approach of embedding and extracting 
fingerprints is similar to that of watermarking, the goals of each 
method are quite different. Basically, watermarks embedded 
into multimedia data for enforcing copyrights [16] must 
uniquely identify the data, but fingerprinting is aimed at traitor 
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tracing. Fingerprinting can further safeguard security and 
privacy for content sharing in social networks. Kundur and 
Karthik [17] proposed a novel architecture for joint 
fingerprinting and decryption (JFD) that holds promise for a 
better compromise between practicality and security. The 
scheme provided a good framework for JFD, but the encrypted 
data is not secure in visual perception since the encryption of 
signs of DCT coefficients cannot fully scramble the original 
data. A joint fingerprinting and decryption (JFD) scheme based 
on vector quantization is proposed with the purpose of 
protecting multimedia distribution in [18-20]. In [21], the JFE 
scheme in the compressed domain is proposed. In order to map 
the community structure of social networks into the tree 
structure Haar  (TSH) transform, the authors proposed a secure 
content sharing method in the TSH transform domain [22].  

 Although the above joint encryption and watermarking 
(fingerprinting) methods meet the requirements of protecting 
multimedia distribution, they are performed on either the 
transform domain or pixel domain, and none of them can be 
applied to hybrid domains for security and privacy in social 
networks. In addition, the traditional fingerprinting methods do 
not consider the relationship between users in social networks; 
then they cannot be applied to secure sharing in social networks. 
Undoubtedly, safeguarding privacy and security of personal 
information in social networks is still in its infancy, therefore a 
fast and simple encryption procedure is required for real time 
request. In fact, CA is capable of developing chaotic behavior 
using simple operations or rules offering the benefit of high 
speed computation, which makes CA an interesting platform 
for digital image scrambling [23]. With the different wavelet 
bases and decomposition levels, the DWT can extract different 
kinds of information from the multimedia, and is therefore very 
likely to map community structure of social networks into tree 
structure of DWT for fingerprinting and encryption. To encrypt 
the important data only, transform domain algorithm can 
improve the encryption speed, but the encryption effect is 
weaker obviously. In practice, permutation and diffusion are 
often combined in order to get high computational security. 

In this paper, the first JFE method in hybrid domains using 
SNA to deal with the issues of multimedia sharing is proposed. 
The proposed JFE method offers a discussion of how to use 
SNA for the JFE to realize secure content sharing in social 
networks. This paper addresses the issue of protecting 
multimedia distribution using fingerprinting/encryption in the 
hybrid domains for social networks. Firstly, we describe a 
method for the fingerprint code produced by the dendrogram of 
hierarchical and overlapping structure of social network, and 
conduct to get wavelet decomposition with the structure of 
fingerprint code. Secondly, we propose a JFE method in hybrid 
domains, where the fingerprints are embedded in the DWT 
domain, and the encryption process is carried out in both the 
spatial domain and the DWT domain. By using our technique, 
one is well able to design a privacy-preserving and secure 
sharing system in social networks. By using the proposed 
scheme, two properties of multimedia content transmission can 
be ensured, including privacy preserving and traitor tracing, 
which sometimes deter traitord behaviors. The remainder of 
this paper is organized as follows. In Section 2, techniques used 

in this paper will be introduced. Section 3 details the proposed 
JFE scheme based on CA and SNA. Then, the experimental 
results will be given in Section 4. Finally, conclusions are 
drawn in Section 5. 

II. BASIC THEORY 

A. Social network 

A social network is a cluster of people or groups of people 
with some pattern of contacts or interactions between them. 
Our intent here is to suggest that SNA [24] can help design 
secure multimedia sharing systems. Graph theories are 
available to measure networks. Given a graph ( , )G V E , the 

elements of  1 2{ , , ... , }nV v v v  are the nodes, while the 

elements of 1 2{ , , ... , }nE e e e are edges. Two nodes are 

connected if they regularly talk to each other. 

B. Chaotic maps 

The Logistic Map is a well-known continuous dynamical 
system. A 1D Logistic map is described as follows:  

1 (1 )n n nx ux x   

where u   [0,4], nx   (0,1), n=0,1,2,…. The research 

result shows that the system is in a chaotic state under the 
condition that 3.56994< u ≤4. This Logistic Map generates 
continuous values between [0, 1], which are discretized 
(binaries) in order to fulfill the initial CA to later encryption. 
The piecewise linear chaotic map (PWLCM) can be described 
in Eq. (2): 
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where ny   (0, 1), n=0, 1, 2, …. When control parameter 
 (0, 0.5), Eq. (2) evolves into a chaotic state, and   can 
serve as a secret key. 

C. Cellular Automata 

CA [23] are dynamical complex space and time discrete 
systems. GL (Game of Life) is governed by its local rules and 
by its immediate neighbors, which specifies how CA evolves in 
time. In general, the state of a cell at the next generation 
depends on its own state and the sum of the neighbor cells. At 
every time step, all the cells update their states synchronously 
by applying rules (transition function). Each cell has eight 
neighbors which are the cells that are horizontally, vertically, or 
diagonally adjacent. Each cell computes its new state by 
applying the following transition rules.  
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Figure 1.  Encoding and DWT using social network analysis 

 Any live cell with fewer than two live neighbors dies  

 Any live cell with two or three live neighbors lives on 
to the next generation. 

 Any live cell with more than three live neighbors dies, 
as if by overcrowding. 

 Any dead cell with exactly three live neighbors 
becomes a live cell.  

For binary cells 1c , 2c , …, 9c , we say that the transition 

function, at any time t, for GL (Game of Life) rule [25]  is of 
the form: 
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      (3) 

CA capable of exhibiting chaos is attractive in cryptography 
because of the large keyspace. We propose performing pixel 
scrambling with the help of the GL. 

III. THE PROPOSED JFE ALGORITHM 

The proposed technique uses a multimedia content such 
as an image and gives a fingerprinted and encrypted image 
which can be decrypted later for various purposes. The 
proposed technique consists of four phases. In the first 
phase, the fingerprint code for users in social networks is 
produced by the dendrogram of hierarchical and 
overlapping structure of social networks, followed by the 

second phase, image I  is transformed with DWT through 
mapping community structure of social networks into tree 
structure of DWT. For the third phase, the fingerprints are 
embedded in the DWT domain, and the permutation 
process is carried out in both the spatial domain and the 
DWT domain, and the low-pass subband coefficients of 
image DWT decomposition are permuted by GL in DWT 
domain. Finally, the image after IDWT reconstruction is 
diffused with PWLCM map and XOR operation in the 
spatial domain. 
 
Notations 

For ease of reference, important notations used throughout 
the paper are listed below. 

uN        the number of users  

OX      the robust coefficients vector for the outer code  

I

X       the robust coefficients vector for the inner code 

OL        the length of the outer code  

IL         the length of the inner code 

( )Q    the quantization function with step size   

kF         the fingerprint information for user k  

kd         the dither sequence 

kY         the fingerprinted coefficients vector 

*w        the codeword 

m̂          the traitor 

0G       the initial  two-dimensional grids of cells 

JFSI     the scrambled and fingerprinted image 

R         the number of iteration times for scrambling 

          the pixel sequence 

       the chaotic sequence for encryption 

       the encrypted coefficients sequence 

JFEI      the encrypted fingerprinted image 

A. Fingerprint Encoding Using Social network analysis 

 Given a multimedia social networks, we try to use the 
method in [26] to get the overlapping and hierarchical structure 
of social networks. In the Fig.1, the dendrogram shows the 
social relations between members in a given social networks. 
The dengrogram can provide a good concatenated 
fingerprinting code design by the tree-based fingerprint scheme 
to reduce the length of code.  As shown in Fig.1, users are 
placed into c four communities. These communities are 
encoded by outer code that is constructed by BS code  [27], and 
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the users in each community are encoded by the inner code 

produced with Tardos scheme [28]. Therefore, for uN  users 

can be concatenated by a multilevel outer code for 
communities and an inner Tardo code for users in the 
communities [29]. In Fig.1, note that every level outer code can 
be small if users are grouped appropriately and the collusion 
probability in the same community is higher than that of 
collusion between communities. 

B. DWT Using Social network analysis 

As a kind of frequency transformation, DWT provides a 
time-frequency representation of an image. In the DWT 
transform [30], an image is split into LL, LH, HL, and HH 
subband. In this paper, we transform middle-frequency 
subbands repeatedly. This process can be repeated until the 
height or width of the area to be transformed is no longer 
divisible by two.  

For example, in Fig.1, the number of layers of community 
structure is 1n  , then, the interval Intv  will be split into 

1n   intervals, while the sizes of these intervals are decided 
by the length of the outer codes in Fig.1. The LH and HL 
subbands are then themselves split into a second-level 
approximation and details, and the process is repeated. For a 
given code scheme, we define the splitting scheme for multi-
level DWT through social network analysis. For example, in 
Fig.1, the number of the layers of community structure is 1n  , 
then the number of the layers of outer code is n, and the LH 
and HL subbands for community code embedding will be split 
into n  levels according to Fig.1. An example of decomposing 
an image by a 4-level wavelet transformation is shown in Fig. 2. 
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Figure 2.  Logarithmic tree decomposition scheme in two dimensional case 

C. The JFE process 

The architecture of joint fingerprinting and encryption (JFE) 
algorithm based on DWT and chaotic CA is designed and 
shown in Fig.3. The JFE process is composed of two processes: 
fingerprinting and substitution in the DWT domain, and 
diffusion in the spatial domain. 

1) Fingerprint embedding 
Digital fingerprinting is a technique for identifying traitor 

who uses multimedia content for unintended purposes, such 
as redistribution. Digital fingerprinting system could realize 
traitor tracing. Once a traitord copy is detected, the owner 
extracts the fingerprint of the traitord copy and carries out 

traitor tracing algorithms to identify the traitor.  
In this paper, we focus on blind watermarking to embed 

fingerprints because the watermark is detected without 
reference to the original image once a traitord image was 
found. To simplify the description of embedding method, 
we only discuss embedding of a unique fingerprint using an 
improved QIM scheme. 

Suppose uN  is a set of users. We choose the robust 

coefficients in all LH-level and HL-level subbands to create 

a vector, 1 2( , ,..., )O

O

L
X x x x  of host signals to embed 

community fingerprint code, and choose another robust 
coefficients  sequence in LL subband to create a vector, 

1 2( , ,..., )
I

IL
X x x x , where OL  and IL  is the length of the 

outer codeword and the inner codeword, respectively. So 
the length of fingerprint code is O IL L L  . The outer code 
hiding scheme is described in Eq. (4), and the inner code 
embedding scheme is similar to that of the outer codeword. 

( ) , 1,2,...,O
k k k k k k uY Q X F d F d k N           (4) 

where ( )Q  is the quantization function with step size  , kF  

is the fingerprint information for user k , and kd  is a dither 

sequence which follows a uniformly distribution over 
( - / 2 , / 2 ). 
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Figure 3.  The architecture of image fingerprinting and encryption algorithm 

2) The traitor tracing  
The traitors tracing algorithm takes a codeword *w and 

outputs at least one traitor. The fingerprinting system is formed 

by {0,1}  , where   is a base alphabet. An ( , )uN L  code 

is an ordered subset of L , where L  is the code length. A set 
(1) (2) ( ){ , , ... , }nw w w   of codewords will be called an 

( , )uN L  code. The codeword ( )iw ( {1, 2,..., })ui N , the 
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i -th codeword of ( , )uN L code, is assigned to the user iu . In 

our implementation, we apply the minimum-distance detector 
technique to trace the traitor who leaked information. The 
robust coefficients extracted from all LH, HL, and LL subband 
compose a long vector Z with size L . By calculating the 
difference as follow: 

  
2

1,2,ˆ arg min
uk N km Z Y                            (5) 

The detector produces the value of the m̂ th user, which is 
declared the traitor. 

3) Encryption and decryption algorithm  
The contents are encrypted totally via chaotic CA 

permutation process and XOR diffusion process. The proposed 
encryption algorithm can be divided into the following steps: 

Step 1:  Divide the original image of size M N  into two 

parts, 1 2I I I  , where I denotes half of the image. Then 

calculate the sum of both parts denoted by 
1I

s  and
2I

s , 

respectively. Substract these sums and multiply the total 
number of gray levels in the image to get Th , which is used to 
generate the initial value using MD5, which is a widely used 
cryptographic hash function with a 128-bit hash value [31]. The 
MD5 hash value of  Th  is ThV . According to the order of bits, 

we segment ThV  into eight 16-bit parts 1
ThV , 2

ThV , …, 8
ThV , 

and compute the values of these parts in decimal numbers. We 

can compute initial values, 0x , 0y , and parameters u , , which 

are viewed as the secret keys in this algorithm. Our encryption 
algorithm actually does have some of the following secret keys: 

(1) The initial values 0x  (Logistic map) and 0y (PWLCM 

system); (2) The control parameters u (Logistic map) and 
 (PWLCM system). 

1
0 16
=

2

ThV
x



2
0 16

y =
2

ThV



5
16

=3.57+ 0.43
2

ThV
u 



6
17

=
2

ThV


Step 2: We calculate the one-level DWT coefficient matrix 
of the image I . Then we can get four sub-bands: the 
approximation coefficients LL, and the detailed coefficients HL, 
LH, and HH; 

Step 3: Use a logistic map to generate the sequence 

( 1 2 /2 /2M Nx x x   ). Then we create a two-dimensional grids 

of cells 0G , as the seeds of GL, where 0G is used to permute 

the LL coefficient matrix. The rule is that if the value of ix  is 

bigger than the mean value of the sequence, the corresponding 
cell is alive, else is dead; 

Step 4: When producing the k th generation kG   by the 

rules of GL, the corresponding plain coefficients are inserted in 
the scrambling matrix one by one; 

Step 5: After R  iterations, we stop and put the rest of 
the value into the scrambling coefficient matrix; 

Step 6: Perform two-level IDWT reconstruction with 
the encrypted wavelet transform coefficients. We have now 
the scrambled and fingerprinted image JFSI ; 

Step 7: Convert 2D image JFSI  into a 1D pixel sequence 
 by using the pixel positions; 

Step8: Using the PWLCM map to generate chaotic 
sequence = { 1 2, , ..., M Nfp fp fp  }, then compute 

  1( ) ( ), 1,2,...,i i i i icp dt p c r i M N      

where 14( 10 )mod 256i idt fp  , 1 0, 128i i ir r p r   . This 

produces the new sequence = { 0 1, , ... , M Ncp cp cp  }; 

Step 9: Convert ={ icp } into a 2D image JFEI  

according to element positions, i.e., encrypted image , by 
using the element positions. 

The decryption algorithm uses the inverse process of the 
encryption algorithm. 

IV. EXPERIMENT RESULTS AND SECURITY ANALYSIS  

The performance of the proposed JFE technique 
demonstrated using MATLAB platform on a computer having a 
Pentium(R) Dual-Core E5700 CPU and 2-GB RAM. A number 
of experiments have been performed on a set of grayscale test 
images, which  include images Lena, Peppers, Airplane, 
Couple, Fishingboat, Bridge, Baboon, and Watch. Six 

parameters are used as the keys: the initial values 0x  (Logistic 

map) ; 0y (PWLCM system); the parameters u (Logistic map), 
 (PWLCM system), k, and the iteration times R . In our 

experiments 0x =0.986372185231, u =3.95374324256, 0y = 

0.475291583612,  =0.419673893132. 

A. Perceptual Security 

The visual impact of the proposed encryption scheme is 
demonstrated in Fig.4. It is clear that all the encrypted images 
become noise-like images and are all actually unintelligible. 
Therefore, the proposed scheme indeed possessed high 
perceptual security. The fingerprint is embedded in the DWT 
domain using social network analysis. In order to preserve 
visual quality, the fingerprint in the fingerprinted copy should 
be imperceptible and perceptually undetectable. Fig.4 (b), (f), 
(j), and (n) show some experimental results of decrypted 
fingerprinted images. It can be observed that the quality of the 
fingerprinted image doesn’t have any observable change. 
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B. Ability of resisting brute-force attack  

Key space size is the total number of different keys that can 
be used in an encryption algorithm. The total key space 
includes two processes: confusion and diffusion. Our 
encryption algorithm actually does have some of the following 

secret keys: (1) Initial values 0x  (Logistic map), 0y (PWLCM 

system); (2) Parameters u (Logistic map),  (PWLCM 

system), k; (3) The iteration times R . The sensitivity to 0x , 

0y , u  and   is considered as 1610  [32], The total key space 

is about 16 410  = 6410 .This key space is large enough to resist 
the brute-force attack.  

a         b      c              d 

     

e         f     g               h 

    

i         j     k               l 

     

m        n                  o  p 

     

Figure 4.   The experimental results: (a), (e), (i), and (m) are the encrypted 
images, (b), (f), (j), and (n) are the decrypted images with fingerprints, (c), (g), 
(k), and (o) are the grey histograms of the original images, (d), (h), (l), and (p) 
are the grey histograms of the encrypted images 

C. Resistance to statistical attack  

The basic idea is to compare the histograms of the 
original and encrypted images. Fig. 4 show the grey-scale 
histograms. Comparing the two histograms we find that the 
pixel grey values of the original images are concentrated on 
some values, the histogram of encrypted images is very 
uniform. The features of the original images are destroyed 
during the encryption process, which makes statistical 
attacks difficult. 

An effective encryption algorithm can reduce the 
correlation between adjacent pixels. In order to test the 
correlation of two adjacent pixels, we randomly select 3000 
pairs (horizontal, vertical and diagonal) of adjacent pixels 
from the original image and the encrypted image. Using the 
following formulas for the correlation coefficient, we 
obtain:  
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 

where x and y are the grey values of two adjacent pixels in the 
image, cov( , )x y is the covariance, D(x) is the variance, and 
E(x) is the mean. Fig. 5(a), (b) show the correlation of two 
adjacent pixels in Lena image and its encrypted image, where 
the correlation coefficients are 0.9468 and 0.0036, respectively. 
It can clearly be seen that our algorithm can destroy the 
relativity effectively; the proposed image encryption algorithm 
has a strong ability to resist statistical attack. 
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Figure 5.   Correlation of two adjacent pixels in the original image and in the 
encrypted image. 

D. Resistance to differential attack  

Attackers often make a slight change to the original image, 
and use the proposed algorithm to encrypt it before and after 
changing. Then they compare two encrypted images to find out 
the difference, which is called differential attack. Such 
difference can be measured by means of two criteria namely, 
the number of pixel change rate (NPCR) and the unified 
average changing intensity (UACI). The proposed 
cryptosystem can ensure two ciphered images completely 
different, even if there is only one bit difference between them. 
The following formulas are used to calculate the NPCR and the 
UACI. 

1 2

1 2

0, ( , ) ( , )
( , )
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if T i j T i j
C i j

if T i j T i j


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where M and N are the height and width of the image, and 

1( , )T i j  and 2 ( , )T i j  denote the grey value of the encrypted 

images before and after one pixel of the plain image is changed. 

We obtained meanNPCR =0.9965 and meanUACI =0.3256, from 

the simulation of the images. This result demonstrates that our 
algorithm has a strong ability to resist differential attack. 

E. Information entropy  

If the distribution of grey values is more uniform, the 
information entropy is greater. The information entropy is 
defined as follows:  

 ( )
2

0

( ) ( ) log i

L
P m

i
i

H m P m


                   (13) 

where im  is the i th pixel grey value for an L level grey 

image, ( )iP m  is the emergence probability of im , so 

0
( ) 1

L

ii
P m


 . For an ideal random image, the value of 

the information entropy is 8. An effective encryption 
algorithm should make the information entropy tend to 8. 
We obtained an information entropy H=7.9946, that is very 
close to 8. It can be seen that the proposed algorithm is very 
effective. 

F. Discussion of the encryption process 

According to Section 3, we know that the diffusion process 
in Fig. 6 only enhances the unintelligibility of the encrypted 
image and is optional for the proposed method. Therefore, even 
if the chaotic map used in GL is cracked, the hacker still cannot 
decrypt the image since the random sequence of diffusion 
remains secret. Fig. 6 shows the comparison of when a 
diffusion process is and is not applied. It is clear that the 
diffusion process in the proposed scheme can enhance 
perceptual security. Therefore, if confidentiality is in high 
demand, the proposed first method with diffusion can be 
applied. Otherwise, the encryption method with only 
permutation can be performed since only a rough sketch 
without details would be revealed, making the perceptual 
quality unacceptable. 

G. The adaptability of the algorithm 

According to Section 3, the proposed algorithm encrypts 
the original image of size M N  based on the height and 
width of the image, therefore, the algorithm can encrypt any 
images adaptively. In addition, the images are encrypted totally 
via chaotic CA permutation process and XOR diffusion process, 
after the two processes, the relativity of the original images is 
destroyed, in the end, the encrypted images become noise-like 
images. According to the grey histograms of the encrypted 
images shown in Fig.4 and the resistance to statistical attack in 

Fig.5, the proposed algorithm can also apply to a larger set of 
images.   
a            b                c     d 
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i             j        k     l          

          

m             n         o     p 

          

Figure 6.  Evaluation of the encryption process: (a), (e), (i), (m) are 4 × 4 
block permutation in the 2-level LL subband via GL,  (b), (f), (j), (n) are 
single coefficient permutation in 2-level LL subband via GL,  (c), (g), (q), (o) 
are images which are permutated by 4 × 4 block in all subbands of 1-level 
DWT via GL,  (d), (h), (l), (p) are encrypted images with permutation on 2-
level LL subband via GL and diffusion in spatial domain 

H. Encryption Efficience 

This subsection presents a comparative analysis of the 
proposed technique with the joint encryption/watermarking 
algorithm for verifying medical image presented by D. 
Bouslimi et al. [8]. The authors have suggested the merging of 
a stream cipher algorithm (RC45) and watermarking 
approaches. However, the stream cipher algorithm for 
encryption still has a high time complexity according to the 
abundant data in images. The approach is inefficient because a 
large amount of time is spent on the encryption process. The 
proposed algorithm is able to overcome the aforementioned 
weaknesses by confusing LL subband with CA and diffusion in 
the spatial domain. This proves an improvement by the 
proposed technique over the existing watermarking and 
encryption technique. 

In the case of multimedia distribution in social networks, if 
a technique requires a huge amount of time to encrypt/decrypt 
an image, then it is not considered a feasible technique. 
Therefore, the time efficiency of the proposed technique is 
evaluated in this subsection. In the proposed technique, the 
time efficiency is depicted in Table 1. These experiments are 
run on a computer having a Pentium(R) Dual-Core E5700, and 
with MATLAB 7.1 version. From the table, it is clear that time 
taken for the encryption process is completed in 0.5s or so. 
Therefore, we can say that the proposed JFE scheme is time 
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efficient, and it can provide security services within strict time 
deadlines to users.  

TABLE I.  TIME EFFICIENCY  

Images Lena peppers airplane baboon watch 

Time(s) 0.560 0.5228 0.4997 0.5188 0.5397

 

V. CONCLUSION 

The traditional JFE methods don’t consider the relationship 
between users, therefore they cannot be applied to secure 
content sharing for social networks because of the tremendous 
scale of social networks. In this paper, the first JFE method 
based on CA and SNA in hybrid domains to deal with the 
issues of multimedia sharing and traitor tracing is proposed. 
The experiment results and algorithm analyses show that the 
new algorithm possesses a large key space and can resist brute-
force, differential and statistical attacks. Our method does not 
require a great deal of computation time because the proposed 
algorithm confuses the important data using chaotic CA in the 
DWT domain. This algorithm is simple, secure, fast, and easy 
to be realized. The fundamental goal of our research has been 
to provide a useful synthesis of SNA for the field of secure 
multimedia distribution in social networks.  
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Abstract—Recommendation systems have become prevalent 

in recent years as they dealing with the information 

overload problem by suggesting users the most relevant 

products from a massive amount of data. For media 

product, online collaborative movie recommendations make 

attempts to assist users to access their preferred movies by 

capturing precisely similar neighbors among users or 

movies from their historical common ratings. However, due 

to the data sparsely, neighbor selecting is getting more 

difficult with the fast increasing of movies and users. In this 

paper, a hybrid model-based movie recommendation 

system which utilizes the improved K-means clustering 

coupled with genetic algorithms (GA) to partition 

transformed user space is proposed. It employs principal 

component analysis (PCA) data reduction technique to 

dense the movie population space which could reduce the 

computation complexity in intelligent movie 

recommendation as well. The experiment results on 

Movielens dataset indicate that the proposed approach can 

provide high performance in terms of accuracy, and 

generate more reliable and personalized movie 

recommendations when compared with the existing 

methods.  

Keywords—Movie recommendation, Collaborative 

filtering, Sparsity data, Genetic algorithms, K-means 

I. INTRODUCTION 

Fast development of internet technology has resulted 
in explosive growth of available information over the last 
decade. Recommendation systems (RS), as one of the 
most successful information filtering applications, have 
become an efficient way to solve the information 
overload problem. The aim of Recommendation systems 
is to automatically generate suggested items (movies, 
books, news, music, CDs, DVDs, webpages) for users 
according to their historical preferences and save their 
searching time online by exacting useful data. 

Movie recommendation is the most widely used 
application coupled with online multimedia platforms 
which aims to help customers to access preferred movies 
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intelligently from a huge movie library. A lot of work has 
been done both in the academic and industry area in 
developing new movie recommendation algorithms and 
extensions. The majority of existing recommendation 
systems is based on collaborative filtering (CF) 
mechanism [1-3] which has been successfully developed 
in the past few years. It first collects ratings of movies 
given by individuals and then recommends promising 
movies to target customer based on the ―like-minded‖ 
individuals with similar tastes and preferences in the past. 
There have been many famous online multimedia 
platforms (e.g., youtube.com, Netflix.com, and 
douban.com) incorporated with CF technique to suggest 
media products to their customers. However, traditional 
recommendation systems always suffer from some 
inherent limitations: poor scalability, data sparsity and 
cold start problems [3, 4]. A number of works have 
developed model-based approaches to deal with these 
problems and proved the benefits on prediction accuracy 
in RS [5-8].  

Model-based CF uses the user-item ratings to learn a 
model which is then used to generate online prediction. 
Clustering and dimensionality reduction techniques are 
often employed in model-based approaches to address 
the data sparse problem [5, 8-9]. The sparsity issues arise 
due to the insufficiency of user’s history rating data and 
it is made even more severe in terms of the dramatically 
growth of users and items. Moreover, high-dimensional 
rating data may cause it difficult to extract common 
interesting users by similarity computation, which results 
in poor recommendations. In the literature, there have 
been many model-based recommendation systems 
developed by partitioning algorithms coupled, such as K-
means and self-organizing maps (SOM) [15-18, 20]. The 
aim of clustering is to divide users into different groups 
to form ―like-minded‖ (nearest) neighbors instead of 
searching the whole user space, which could dramatically 
improve the system scalability. It has been proved that 
clustering-based recommendation systems outperform 
the pure CF-based ones in terms of efficiency and 
prediction quality [7, 9-11]. In many works, the 
clustering methods are conducted with the entire 
dimensions of data which might lead to somewhat 
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inaccuracy and consume more computation time. In 
general, making high quality movie recommendations is 
still a challenge, and exploring an appropriate and 
efficiency clustering method is a crucial problem in this 
situation.  

To address challenges aforementioned, a hybrid 
model-based movie recommendation approach is 
proposed to alleviate the issues of both high 
dimensionality and data sparsity. In this article, we 
construct an optimized clustering algorithm to partition 
user profiles which have been represented by denser 
profile vectors after Principal Component Analysis 
transforming. The whole system consists of two phases, 
an online phase, and an offline phase. In offline phase, a 
clustering model is trained in a relatively low 
dimensional space, and prepares to target active users 
into different clusters. In online phase, a TOP-N movie 
recommendation list is presented for an active user due to 
predicted ratings of movies. Furthermore, a genetic 
algorithm (GA) is employed in our new approach to 
improve the performance of K-means clustering, and the 
improved clustering algorithm is named as GA-KM. We 
further investigate the performance of the proposed 
approach in Movieslens dataset. In terms of accuracy and 
precision, the experiment results prove that the proposed 
approach is capable of providing more reliable movie 
recommendations comparing with the existing cluster-
based CF methods. 

The remainder of this paper is organized as follows: 
section 2 gives a brief overview on collaborative 
recommendation systems and clustering-based 
collaborative recommendation. Then we discuss the 
development of our proposed approach called PCA-
GAKM movie recommendation system in detail in 
Section 3. In section 4, experiment results on movielens 
dataset and discussion are described. Finally, we 
summarize this paper and the future work is given. 

II. RELATED WORK 

A. Movie Recommendation Systems based on 

Collaborative Filtering 

Recommendation systems (RS), introduced by 
Tapestry project in 1992, is one of the most successful 
information management systems [12]. The practical 
recommender applications help users to filter mass 
useless information for dealing with the information 
overloading and providing personalized suggestions. 
There has been a great success in e-commerce to make 
the customer access the preferred products, and improve 
the business profit. In addition, to enhance the ability of 
personalization, recommendation system is also widely 
deployed in many multimedia websites for targeting 
media products to particular customers. Nowadays, 
Collaborative filtering (CF) is the most effective 
technique employed by movie recommendation systems, 
which is on the basis of the nearest-neighbor mechanism. 
It is on the assumption that people who have similar 

history rating pattern may be on the maximum likelihood 
that have the same preference in the future. All ―like-
minded‖ users, called neighbors, are derived from their 
rating database that is recording evaluation values to 
movies. The prediction of a missing rating given by a 
target user can be inferred by the weighted similarity of 
his/her neighborhood.  

Reference [6] divides CF techniques into two 
important classes of recommender systems: memory-
based CF and model-based CF. Memory-based CF 
operate on the entire user space to search nearest 
neighbors for an active user, and automatically produce a 
list of suggested movies to recommend. This method 
suffers from the computation complexity and data 
sparsity problem. In order to address computational and 
memory bottleneck issues, Sarwar et al. proposed an 
item-based CF in which the correlations between items 
are computed to form the neighborhood for a target item 
[4]. In their empirical studies, it is proved that item-based 
approach can shorten computation time apparently while 
providing comparable prediction accuracy.  

Model-based CF, on the other hand, develops a pre-
build model to store rating patterns based on user-rating 
database which can deal with the scalability and sparsity 
issues. In terms of recommendation quality, model-based 
CF applications can perform as well as memory-based 
ones. However, model-based approaches are time-
consuming in building and training the offline model 
which is hard to be updated as well. Algorithms that 
often used in model-based CF applications include 
Bayesian networks [6], clustering algorithms [9-11], 
neural networks [13], and SVD (Singular Value 
Decomposition) [5, 14]. While traditional collaborative 
recommendation systems have their instinct limitations, 
such as computational scalability, data sparsity and cold-
start, and these issues are still challenges that affect the 
prediction quality. Over the last decade, there have been 
high interests toward RS area due to the possible 
improvement in performance and problems solving 
capability.  

B. Clustering-based Collaborative Recommendation 

In movie recommendation, clustering is a widely 
used approach to alleviate the scalability problem and 
provides a comparable accuracy. Many works have 
proved with experiments that the benefits of clustering-
based CF frameworks [15-18]. The aim of clustering 
algorithms is to partition objects into clusters that 
minimize the distance between objects within a same 
cluster to identify similar objects. As one of model-based 
CF methods, clustering-based CF is used to improve k-
nearest neighbor (k-NN) performance by prebuilding an 
offline clustering model. Typically, numbers of users can 
be grouped into different clusters based on their rating 
similarity to find ―like-minded‖ neighbors by using the 
clustering technique. Then the clustering process is 
performed offline to build the model. When a target user 
arrived, the online module assigns a cluster with a largest 
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similarity weight to him/her, and the prediction rating of 
a specified item is computed based on the same cluster 
numbers instead of searching whole user space.  

According to early studies in [3, 6], CF coupled with 
clustering algorithms is a promising schema to provide 
accuracy personal recommendations and address the 
large scale problems. But they also concluded that good 
performance of clustering-based CF depends on 
appropriate clustering techniques and the nature of 
dataset as well. Li and Kim applied fuzzy K-means 
clustering method to group items which combined the 
content information for similarity measurement to 
enhance the recommendation accuracy [9]. In the 
conclusion of their work, it shows that the proposed 
cluster-based approach is capable of dealing with the 
cold start problem. Furthermore, Wang et al.  developed

 

[19] a new approach to cluster both the rows and 
columns fuzzily in order to condense the original user 
rating matrix. In Kim and Ahn’s research, a new optimal 
K-means clustering approach with genetic algorithms is 
introduced to make online shopping market segmentation 
[10]. The proposed approach is tested to exhibit better 
quality than other widely used clustering methods such 
as pure K-means and SOM algorithms in the domain of 
market segmentation, and could be a promising tool for 
e-commerce recommendation systems. 

Liu and Shih proposed two hybrid methods that 
exploited the merits of the Weighted RFM-based and the 
preference-based CF methods to improve the quality of 
recommendations [20]. Moreover, K-means clustering is 
employed to group customers based on their enhanced 
profile. The experiments prove that the combined models 
perform better than the classical K-NN mechanism. Xue 
et al. proposed a novel CF framework that uses clustering 
technique to address data sparsity and scalability in 
common CF [7]. In their work, K-means algorithm is 
employed to classify users for smoothing the rating 
matrix that is to generate estimated values for missing 
ratings corresponding to cluster members. In latter 
recommendation phrase, the clustering result is utilized 
to neighborhood selection for an active user. The 
experiment results show that the novel approach can 
demonstrate significant improvement in prediction 
accuracy. Georgiou and Tsapatsoulis developed a genetic 
algorithm based clustering method which allows 
overlapping clusters to personalized recommendation, 
and their experiment findings show that the new 
approach outperforms K-means clustering in terms of 
efficiency and accuracy [21].  

The above works have proved that clustering-based 
CF systems show more accuracy prediction and help deal 
with scalability and data sparse issues. 

III. PCA-GAKM BASED COLLABORATIVE FILTERING 

FRAMEWORK 

In this section, we aim at developing a hybrid cluster-
based model to improve movie prediction accuracy, in 
which offline and online modules are coupled to make 

intelligent movie recommendations. Traditional CF 
search the whole space to locate the k-nearest neighbors 
for a target user, however, considering the super high 
dimensionality of user profile vectors, it is hard to 
calculate a similarity to find like-minded neighbors based 
on ratings which leads to poor recommendation because 
of sparse. To address such an issue, our offline clustering 
module involves two phases: 1) to concentrate feature 
information into a relatively low and dense space using 
PCA technique; 2) To build an effective GA-KM 
clustering algorithm based on the transformed user space. 

Fig 1 shows an overview of the new approach: offline 
module represented by light flow arrows, is used to 
optimize and train the user profiles into different clusters 
on the basis of history rating data; online module is real-
time movie recommendation noted with dark flow arrows, 
to which a target user’s rating vector input, and come out 
with a TOP-N movie recommendation list. We explain 
the details in the following. 

 
Fig 1. Overview of proposed movie recommendation system 

framework 

A. Pre-processing Data using PCA  

In this section, we employ a linear feature extraction 
technique to transfer the original high space into a 
relatively low space in which carries denser feature 
information. Since the high dimensionality of user-rating 
matrix which is mostly empty at the beginning makes the 
similarity computation very difficult, our approach is 
started with PCA-based dimension reduction process. As 
one of the most successful feature extraction techniques, 
PCA is widely used in data prefilling and dimensional 
reduction of collaborative filtering systems [14][22-23]. 

The main idea of PCA is to convert the original data 
to a new coordinate space which is represented by 
principal component of data with highest eigenvalue. The 
first principal component vector carries the most 
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significant information after ordering them by 
eigenvalues from high to low. In general, the components 
of lesser significance are ignored to form a space with 
fewer dimensions than the original one. Suppose we have 
user-rating m×n matrix in which n-dimension vector 
represents user’s profile. It turns out the n principal 
components after performing eigenvalue decomposition, 
and we select the only first d components (d≪n) to keep 
in the new data space which is based on the value of 
accumulated proportion of 90% of the original one. As a 
result, the reduced feature vectors from PCA are 
prepared to feed to GA-KM algorithm for classification. 

B. An Enhanced K-means Clustering Optimized by 

Genetic Algorithms 

Memory-based CF systems suffer from two main 
common flaws: cold-start and data sparse. Many research 
works have proved benefits of cluster-based CF in terms 
of the increased quality of recommendation and 
robustness. The objective of this section is to propose an 
effective classification method to ensure the users who 
have the same preference could fall into one cluster to 
generate accurate like-minded neighbors. The GA-KM 
algorithm we employed in this work can be roughly 
performed in two phases:  

 K-means clustering 

K-means algorithm is one of the most commonly 
used clustering approaches due to its simplicity, 
flexibility and computation efficiency especially 
considering large amounts of data. K-means iteratively 
computes k cluster centers to assign objects into the most 
nearest cluster based on distance measure. When center 
points have no more change, the clustering algorithm 
comes to a convergence. However, K-means lacks the 
ability of selecting appropriate initial seed and may lead 
to inaccuracy of classification. Randomly selecting initial 
seed could result in a local optimal solution that is quite 
inferior to the global optimum. In other words, different 
initial seeds running on the same dataset may produce 
different partition results.  

Given a set of objects 1 2( , , )nx x x , where each object 

is an m-dimensional vector, K-means algorithm aims to 
automatically partition these objects into k groups. 
Typically, the procedure consists of the following steps 
[24-25]:  

1) choose k initial cluster centers Cj, j=1,2,3…k; 
2) each xi is assigned to its closest cluster center 

according to the distance metric; 
3) compute the sum of squared distances from all 

members in one cluster: 

(1) 

where Mj denotes the mean of data points in 
Ctemp; 

4) if there is no further change, then the algorithm 
has converged and clustering task is end; 
otherwise, recalculate the Mj of k clusters as the 
new cluster centers and go to step2. 

To overcome the above limitations, we introduce 
genetic algorithm to merge with K-means clustering 
process for the enhancement of classification quality 
around a specified k.  

 Genetic algorithms 

Genetic algorithms (GA) are inspired by nature 
evolutionary theory which is known for its global 
adaptive and robust search capability to capture good 
solutions [26]. It can solve diverse optimization problems 
with efficiency due to its stochastic search on large and 
complicated spaces. The whole process of GA is guided 
by Darwin’s nature survival principle and provides a 
mechanism to model biological evolution. A GA utilizes 
a population of ―individuals‖ as chromosomes, 
representing possible solutions for a given problem. Each 
chromosome contains number of genes which is used to 
compute fitness to determine the likelihood of 
reproduction for the next generation. Typically, a 
chromosome with the fittest value will be more likely to 
reproduce than unfit ones. GAs iteratively creates new 
populations replace of the old ones by selecting solutions 
(chromosomes) on the basis of pre-specified fitness 
function. During each successive iteration, three genetic 
operators are executed to construct the new generation 
known as selection, crossover and mutation. Selection 
process selects a proportion of the current population to 
breed a new generation according to their fitness value. 
Crossover operator allows swapping a portion of two 
parent chromosomes for each other to be recombined 
into new offspring. Mutation operator randomly alters 
the value of a gene to produce offspring. All above 
operators provide the means to extend the diversity of 
population over time and bring new information to it. 
Finally, the iterations tend to terminate when the fitness 
threshold is met or a pre-defined number of generations 
is reached. 

A common drawback of K-means algorithm has 
described above that sensitivity selection of initial seeds 
could influence final output and easy to fall into local 
optimum. In order to avoid the premature convergence of 
K-means clustering, we considered a genetic algorithm as 
the optimization tool for evolving initial seeds in the first 
step of K-means process in order to identify optimal 
partitions. In our study, a chromosome with k genes is 

designed for k cluster centers as 1 2( , , )kx x x , where xi 

is a vector with n dimensions. During the evolution 
process, we applied fitness function to evaluate the 
quality of solutions that is: 

(2) 

2

1
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The fitness value is the sum of distances for all inner 
points to their cluster centers and tries to minimize the 
values which correspond to optimized partitions. In every 
successive iteration, three genetic operators precede to 
construct new populations as offspring according to the 
fittest survival principles. The populations tend to 
converge to an optimum chromosome (solution) when 

the fitness criterion is satisfied. Once the optimal cluster 
centers have come out, we use them as initial seeds to 
perform K-means algorithm in the last step of clustering. 
Pseudo-code of the hybrid GA-KM approach is presented 
as follows, and other configuration parameters will be 
pointed in Fig 2. 

Algorithm：GA-KM Pseudo-code 

Initialization:  
 Parameters Initialization: 
  Maximum Iterations Tmax = 200 and iteration t=0; 
  Population Size popnum = 50; 
  Clusters Number: k; 
  Probability of Crossover: Pc; 
  Probability of Mutation: Pm; 

  Fitness function：minimize the total distance of every sample to its nearest center 

 

 Population Initialization: 
  Generate the initial population P(0) randomly, each individual consists of k centers; 
While (  t < Tmax )  
{ 
 For i = 1 to popnum 
   fi = f (chromosomei ); 
 End  
 Optimization Reserved for Each Population; 
 Selection Operator: 
  Roulette Selection; 
 Crossover Operator: 

  Select α∈[1,k]  randomly; 

  Crossover parent chromosomes with probability Pc: 
   Parent chromosomes  Ci1,Ci2, new pair of Children chromosomes  Ci1',Ci2': 

    Ci1' = [Ci1 (1: α, :); Ci2 (α+1: end, :)] 
                                                     Ci2' = [Ci2 (1: α, :); Ci1 (α+1: end, :)] 

 
Compare  Ci1',Ci2' with  Ci1,Ci2, if the children chromosomes are better than the parents, the parents will 
be replaced with the children; 

  Replace the worst two chromosomes in population with Ci1',Ci2'; 
 Mutation Operator: 
  Mutate each center of the best chromosomes with probability Pm respectively: 
   For each center Ci: 
    Replace Ci  with random center in all samples; 
  Compare Cnew  with Ci, if it is better,  Ci  will be replaced with  Cnew ; 
 t = t + 1; 
}  
Get the initial k centers with the optimal fitness value. 
K-means Optimization: 
 Generate new clusters and new k centers; 

Fig 2. GA-KM clustering algorithm procedure 

The offline model was constructed by our PCA-

GAKM approach, and once the target user is reached, 

we calculate the most interesting movies as TOP-N 

recommendation list online from a cluster neighborhood 

instead of searching the whole user space. The 

estimated rating value for an un-rated movie given by 

Ua is predicted as follows [27]: 

(3) 

 

where  uR  is average rating score given by Ua, Cx is a 

set of neighbors belonging to one common cluster with 
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Ua, yR denotes the average rating given by Ua’s 

neighbor y, sim(Ua , y) is a similarity function based on 
Pearson correlation measure to decide the similarity 
degree between two users. 

IV. EXPERIMENTS AND RESULTS 

In this section, we describe the experimental design, 
and empirically investigate the proposed movie 
recommendation algorithm via PCA-GAKM technique 
and compare its performance with benchmark 
clustering-based CF. Finally the results will be analyzed 
and discussed. We carried out all our experiments on 
Dual Xeon 3.0GHz, 8.0GB RAM computer and run 
Matlab R2011b to simulate the model.  

A.  Data Set and Evaluation Criteria 

We consider the well-known Movielens dataset to 
conduct the experiments, which is available online, 
including 100,000 ratings by 943 users on 1,682 movies, 
and assigned to a discrete scale of 1-5. Each user has 
rated at least 20 movies. We use φ to describe the 
sparsity level of dataset: φml=1-
100,000/943×1682=0.9369. Then the dataset was 
randomly split into training and test data respectively 
with a ratio of 80%/20%. We utilized training data to 
build the offline model, and the remaining data were 
used to make prediction. To verify the quality of 
recommendation, we employed the mean absolute error 
(MAE), precision, recall as evaluation measures which 
have been widely used to compare and measure the 
performance of recommendation systems. The MAE is a 
statistical accuracy metric which measures the average 
absolute difference between the predicted ratings and 
actual ratings on test users as shown in Eq.(4). A lower 
MAE value corresponds to more accurate predictions.  

(4) 

where M is the total number of predicted movies,
,i jP , 

represents the predicted value for user i on item j, and 

,i jr is the true rating. 

To understand whether users are interested with the 

recommendation movies, we employ the precision and 

recall metrics which are widely used in movie 

recommender systems to evaluate intelligence level of 

recommendations. Precision is the ratio of interesting 

movies retrieved by a recommendation method to the 

number of recommendations. Recall gives the ratio of 

interesting movies retrieved that is considered 

interesting. These two measures are clearly conflict in 

nature because increasing the size of recommended 

movies N leads to an increase in recall but decrease the 

precision. The precision and recall for Top-N (N is the 

number of predicted movies) recommendation are 

defined in (5) & (6) respectively.  

(5) 

(6) 

B. Experimental Designs 

We try to conduct different clustering algorithms – 
K-means, SOM, and the proposed GA-KM on a 
relatively low dimension space after PCA 
transformation. K-means is easy with efficiency, but 
sensitive for initial cluster and often convergence to a 
local optimum. SOM, as an artificial neural network, 
has been applied to many intelligent systems for its 
good performance. In our GA optimal processing, we 
use Euclidean distance measure to decide the similarity 
of n-dimensional vectors in search space. The initial 
population is generated with the size of 50 and number 
of generation: Tmax=200. Parameter N represents the 
number of movies on the recommendation list. To 
decide the cluster number K suitably, we first make a 
robust estimation on unrated scores by performing 
global K-means clustering operations on dataset where 
K varies from 4 to 28. It has been seen in Fig 3 that 
smaller MAE values occurs when K is between 12 and 
18. Thus we set K to 16 as the total number of clusters 
to guide our numerical experiments. 

 

Fig 3. Precision error on different cluster numbers 

In this part, we use an all-but-10 method, in which 
we randomly held out ten ratings for each user in test 
data that should be predicted based on model. Prediction 
is calculated for the hidden votes by three clustering 
algorithms to compare the recommendation accuracy. In 
addition, to examine the prediction precision, we 
employed UPCC (Pearson Correlation Coefficient based 
CF) and up-to-date clustering-based CF methods to 
compare with the proposed hybrid clustering approach.  

We also conduct experiments to verify quality of the 
new hybrid model. Here cold-start users are defined as 
users who have rated less than 5 movies. We get five 
ratings visible for each test user; the rest of ratings 

, ,i ij jP r
MAE

M




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replaced with null, and tried to prediction their values. 
Given5 data is designed to test cold-start problem 
caused by a new user with little history information. To 
normal target users, we also build Given10 to Given20 
and Allbut5 to Allbut10 test data to generate 
recommendation. In each above experiment, we repeat 
five times for randomly training and test datasets, and 
average the results.  

C. Results and Discussion 

The sparse of user-item rating matrix makes it hard 
to find real neighbors to form the final recommendation 
list. In our experiments, we compare the performances 
and some trends of the existing baseline CF movie 
recommendation systems with our approach, while the 
neighborhood size varies from 5-60 in an increment of 5. 
Detail explanation is showed as the follows from 
experiment results: 

1) Performance of PCA-GAKM CF approach 

We first try to evaluate the movie recommendation 
quality with the traditional cluster-based CFs. Fig 4 
shows that all methods tries to reach the optimum 
prediction values where the neighborhood size varies 
from 15-20, and it becomes relatively stable around 60 
nearest neighbors. All clustering with PCA algorithms 
performed better accuracy than pure cluster-based CFs. 
We consider that PCA process could be necessary to 
dense the original user-rating space, and then improve 
the partition results. Without the first step of 
dimensional reduction, GAKM and SOM gave very 
close MAE values and it seems that GAKM produce 
slightly better prediction than SOM. When coupling 
with PCA technique, GAKM shows a distinct 
improvement on recommendation accuracy compared 
with SOM. Moreover, the proposed PCA-GAKM 
performs apparently high accuracy among all the 
algorithms, and produces the smallest MAE values 
continually where the neighbor size varies. All K-means 
clustering CF generate increasing MAE values which 
indicate the decreasing quality for recommendation due 
to sensitiveness of the algorithm. Traditional user-based 
CF produces relatively worse prediction compared with 
the basic clustering-based methods.  

To exam the difference of predictive accuracy 
between our proposed method and other comparative 
cluster-based methods, we applied t-test in the 
recommendation results. As shown in Table 1, the 
differences between MAE values are statistically 
significant at the 1% level. Therefore, we can affirm 
that the proposed PCA-GAKM outperforms with 
respect to the comparable cluster-based methods. 

 

TABLE I.  THE T-TEST RESULTS FOR VARIOUS CLUSTER-BASED 

METHODS IN TERMS OF MAES. 

   PCA-

GAKM 

 

Method Mean Std. dev t-Value Sig* 

PCA-SOM 0.8018 5.900e-03 9.0633 .000 

SOM-CLUSTER 0.8078 2.589e-03 16.5194 .000 

UPCC 0.8232 1.292e-03 28.9869 .000 
KMEANS-

CLUSTER 
0.8175 2.244e-03 23.3691 .000 

PCA-KMEANS 0.8412 2.845e-03 37.0515 .000 

GAKM-CLUSTER 0.8040 2.786e-03 13.8541 .000 

PCA-GAKM 0.7821 4.747e-03   

*Statistically significant at the 1% level. 

 

 
Fig 4. Comparing accuracy with existing clustering-based CF 

2) Precision of PCA-GAKM CF approach 

To analyze precision of recommendation, we fix the 
neighbor size n=20. As seen from Fig 5, the overall 
precisions improve with the increasing number of 
recommendation, and the PCA-GAKM generates higher 
precision rates which indicate that it can recommend 
more interesting and reliable movies to users than other 
clustering-based algorithms when a relatively small 
number of movies on recommendation list are 
considered. In addition, Fig 6 compares the recall rates 
of user interesting movies, and it’s apparently that PCA-
GAKM still provide greater recall rates with each value 
in N (the number of recommendation). The existing 
cluster-based CFs show lower precision and recall rates 
comparing to our optimal clustering approach. 

3) Recommendation of cold-start users 

We finally experiment the cold-start problem with 
―less information‖ users who has rated few movies in 
history. It is understandable that searching neighbors in 
high dimensional space become difficult for cold-start 
users with few ratings. Fig 7 enables us to discover that 
clustering coupled with PCA methods may produce a 
generalized improvement in prediction accuracy for 
cold-start users. Among examined clustering methods, 
the proposed PCA-GAKM seems to have the best 
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performance in alleviating cold-start with the 
satisfactory MAE values. With increasing number of 
ratings used to make prediction, all approaches show the 
similar trend that prediction accuracy is getting higher 
as presented in Fig 7. 

 
Fig 5. Precision comparison with existing cluster-based CF 

 

 
Fig 6. Recall comparison as the recommendation size grows 

 

 
Fig 7. MAE comparisons in different rating reveal level 

V. CONCLUSIONS AND FUTURE WORK  

In this paper we develop a hybrid model-based CF 
approach to generate movie recommendations which 
combines dimensional reduction technique with 

clustering algorithm. In the sparse data environment, 
selection of ―like-minded‖ neighborhood on the basis of 
common ratings is a vital function to generate high 
quality movie recommendations. In our proposed 
approach, feature selection based on PCA was first 
performed on whole data space, and then the clusters 
were generated from relatively low dimension vector 
space transformed by the first step. In this way, the 
original user space becomes much denser and reliable, 
and used for neighborhood selection instead of 
searching in the whole user space. In addition, to result 
in best neighborhood, we apply genetic algorithms to 
optimize K-means process to cluster similar users. 
Based on the Movielens dataset, the experimental 
evaluation of the proposed approach proved that it is 
capable of providing high prediction accuracy and more 
reliable movie recommendations for users’ preference 
comparing to the existing clustering-based CFs. As for 
cold-start issue, the experiment also demonstrated that 
our proposed approach is capable of generating 
effective estimation of movie ratings for new users via 
traditional movie recommendation systems. 

As for future work, we will continue to improve our 
approach to deal with higher dimensionality and 
sparsity issues in practical environment, and will 
explore more effective data reduction algorithms to 
couple with clustering-based CF. Furthermore, we will 
study how the variation number of clusters may 
influence the movie recommendation scalability and 
reliability. To generate high personalized movie 
recommendations, other features of users, such as tags, 
context, and web of trust should be considered in our 
future studies. 
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Abstract

How to smoothly replay high-definition (HD) videos in
desktop virtualization systems has been a much needed yet
challenging problem. Existing desktop virtualization sys-
tems apply well to classic office-applications but offer a
very limited performance for multimedia applications, e-
specially for replaying HD videos. In existing solutions,
video is decoded on the server, and then decoded video da-
ta is highly compressed before being delivered to the client.
However, high compression ratio requires a large amount
of processing power and causes response delay, poor video
quality and dropped frames that greatly deteriorate user ex-
perience. Although some solutions have been optimized for
video replay, they are forced to modify media players and
only support specific video formats. Therefore, we propose
an original-stream based solution to provide good user ex-
perience for replaying HD videos in desktop virtualization
systems without any modification on applications as well
as support most of prevalent HD video formats. In our so-
lution, video content is directly delivered to the client in its
originally encoded state, and the actual video decoding and
rendering are executed by the client’s GPU. The experimen-
tal results validate our method and show that this proposed
approach measurably outperforms state-of-the-art solution-
s.

1 Introduction

As an emerging trend, virtualization [1, 2, 3] has been
widely used in cloud computing [4, 5, 6] over the past
decade. Among those virtualization applications, desktop
virtualization has become an important branch [7, 8]. In
desktop virtualization environment, all applications and op-
erating system code are executed in a server which lies in a

∗This research is funded by National Natural Science Foundation of
China under grant NO. 60970125.

remote data center. End user only needs a thin client which
handles display, keyboard and mouse combined with ade-
quate processing power for graphical rendering and network
communication. The client no longer has to keep user state
and communicate with server by using a remote protocol.
The protocol allows graphical displays to be virtualized, and
transmit user input from the client to the server [9]. Many
productive desktop virtualization systems have been devel-
oped and applied to various commercial applications since
they provide a lot of advantages for IT enterprises such as
reducing maintenance and operating costs and improving
resource utilization efficiency.

However, existing desktop virtualization systems stil-
l suffer from a number of problems before being widely ap-
plied: they can not provide high fidelity display and good
interactive experiences for end users, especially on multi-
media applications which are commonly used in desktop
computing. Current remote display protocols such as Re-
mote Framebuffer protocol (RFB) [10] and Remote Desk-
top Protocol (RDP) [11] are widely used in desktop virtu-
alization systems [12]. They are mainly designed for low-
motion graphical applications, such as text editors whose
graphic changes are minor with low frequency. However,
those protocols cannot effectively support high-motion s-
cenarios such as video playback and real-time interactions.
First, because the transport of multimedia data over those
protocols is inefficient, requiring high bandwidth to ensure
the delivery of all frames to the client in real time. Sec-
ond, intensive computation for video decoding imposes a
heavy burden on server’s CPU, which greatly decreases the
overall performance of a desktop virtualization system with
increasing clients. The problems become even worse when
it comes to replaying high definition (HD) video [13] which
has a much larger amount of data than standard definition
(SD) video. Real-time re-encoding of the video data can
definitely save bandwidth but it is computationally expen-
sive, even with modern CPUs, and it causes high response
delay, poor video quality and dropped frames that greatly
deteriorate user experience.
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To address the existing problems, we propose an
original-stream based solution for replaying HD videos in
desktop virtualization systems, which is named HDR for the
sake of simplicity and readability. Combined with virtual-
ization technology, HDR provides great user experiences of
replaying HD videos without any changes on applications
or the window system. The HDR prototype is implemented
in Virtualbox [14], an open source virtualization software.
The experimental results show that our system could reach
almost 100% video quality and full frame rate in full screen
on HD video playback in both 100 Mbps and 10 Mbps net-
work environments while classic systems only achieve no
more than 20% quality and very low frame rate which is
not enough to replay HD videos smoothly. We have tested
most of prevalent video formats such as H264, MPEG-2 and
VC-1 with generally used resolutions for HD videos such as
720P, 1080i and 1080P. Besides, a number of popular me-
dia players have been tested in our experiments. The re-
sults show that all the tested video formats and media play-
er applications can be well supported in HDR while some
other systems only support specific video formats and me-
dia player applications. Additionally, our solution greatly
reduces both server and client’s CPU usage by using GPU-
accelerated video decoding technology [15].

2 Related Work

Many productive desktop virtualization systems have
been developed and applied to various commercial appli-
cations since they provides a lot of advantages for IT en-
terprises such as reducing maintenance and operating cost-
s and improving resource utilization efficiency. VNC [10]
and THINC [16] are famous thin-client systems proposed in
academic research while in industry there are Microsoft Re-
mote Desktop [11], Citrix XenDesktop [17], VMware View
[18], Sun Ray and HP Remote Graphics and so on. Howev-
er, most of them cannot provide a satisfactory performance
for replaying HD videos.

VNC (Virtual Network Computing) is a popular remote
display system with RFB protocol. It uses a virtual driver
to maintain local copy of the framebuffer state used to re-
fresh its display and forward user input directly to the serv-
er. VNC provides a good performance for office applica-
tions but not for video, because the “Client-Pull” mode of
screen update in VNC is very sensitive to network latency.
It takes encoding time, data transmission time and round
trip latency time for every frame to be fully processed that
it is not suitable for frequently updated video replay.

THINC and its portable version pTHINC intercepts low-
level video driver commands and adopts a push mode to in-
teract with client. Its codec is efficient for UI compression
but suffers from compression performance degradation over
multimedia content encoding. As a result, it can achieve

a great multimedia playback performance with sufficient
bandwidth but not for network environments with low band-
width.

RDP (Remote Desktop Protocol) is widely used in desk-
top virtualization products such as Microsoft RDS and VM-
vare view. For office applications, such as a text editor or
a spread-sheet, RDP is highly optimized and the display
changes are quite small and have a sufficiently low frequen-
cy to cope with. However, with the emergence of multi-
media applications, existing remote display protocol cannot
reach the high levels of crisp. As a result, RDP provides a
poor performance for video replay. In recent years, multi-
media applications has been playing a significant role in re-
mote display, for example, Microsoft is taking much more
efforts to optimize RDP and VMvare is trying to find a more
efficient solution for its desktop virtualization systems.

For the past few years, popular commercial products X-
en Desktop and RemoteFx [19] have devoted much effort
to the optimization for video replay. They try to deliver
video files to the client before they are decoded on the serv-
er, this method will achieve good video quality with low
bandwidth, but the main drawback is that they capture the
video stream from application layer by taking advantage of
Windows media foundation so that it only supports certain
video formats and media player applications that use the
necessary Windows media framework. Considering multi-
tudinous video formats and media player applications and
system scalability, these solutions are inappropriate to be
used in desktop virtualization systems.

3 Design of Architecture

We propose HDR, an original-stream based method to
solve existing problems of replaying HD videos in desk-
top virtualization systems. In the HDR, encoded video con-
tent and decoding API calls are intercepted from the display
driver of the server and delivered to the client through the
network. The client re-executes the API calls to display the
video on the screen. The intercepted video content is in it-
s originally encoded state, which means that the video has
never been decoded in the server. The proposed method
has two main goals: i) improving user experience of watch-
ing HD videos remotely in terms of video quality, fluency,
bandwidth and generality and ii) an obvious reduction on
server and client’s CPU utilization and an exclusive use of
server’s GPU.

3.1 Overview of HDR

Figure 1 shows the overview of the HDR. The clients are
connected to the desktop virtualization server through ether-
net or wireless network. User’s applications are executed in
Guest OS virtualized by the server. A HD video file played
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by a media player of the server will be eventually displayed
on the client’s screen. Generally, media players call video
acceleration (VA) APIs to leverage GPU-accelerated video
decoder for better decoding a HD video. Then the encoded
video content is passed to the display driver and finally de-
coded and rendered by GPU. But in the HDR, the video con-
tent and API calls will be intercepted in the display driver of
the server and delivered to the client by the virtual desktop
agent. The virtual desktop agent composes of command-
s & video bitstream hooker and event manager. Actually
the hooker is implemented by modifying the display driver,
which is used to intercept video content and API calls. Then
the event manager delivers the intercepted data to the clien-
t through the network. The hooker and the event manager
communicate with each other by shared memory. On the
client side, the client agent re-executes the API calls from
the server to display the video on the screen.

In the workflow of HDR, there is no need to compress
the video data for transmitting to the client, because the HD
video is not decoded on the server and it is still at the orig-
inally encoded state (e.g. H264, MPEG2, VC-1) which is
very suitable for transmitting. No compression and decom-
pression mean little quality loss, low response latency and
low CPU usage. Also the GPU of the server is not used.
Moreover, HDR intercepts the video data and commands
from the display driver layer which is transparent to appli-
cations so that it is able to work seamlessly with existing
applications without any modifications.

3.2 Original­stream based streaming

In the HDR, we deliver HD video content in its origi-
nally encoded state instead of highly compressed decoded
video data to the client through the network for two rea-
sons: Firstly, HD videos produced by cameras are always

encoded to H264 [20], MPEG-2 or VC-1 formats due to
the large amount of data so that they can be easily stored
and transported in computer systems. For a desktop virtual-
ization system, it is very convenient to deliver and process
HD videos in those formats. Secondly, in a desktop vir-
tualization system, the objective is to enable client users to
achieve the same desktop experiences as in the local PCs. In
traditional solutions, HD videos are decoded on the server
and the decoded video data is highly compressed to reduce
bandwidth before transmitted to the client. On the client,
the compressed video data has to be decompressed before
displayed on the screen. The complicated process on video
data greatly damages the quality of HD videos, causes high
response delay and consumes more CPU power. Therefore,
HDR transmits HD video content in its originally encoded
state. In the HDR, high compression is not needed for video
data on the server and decompression is also eliminated on
the client, HD video can be replayed on the client at its ful-
l quality with ideal frame rate. User can achieve the same
experience as that in the local PCs with low CPU usage of
both the server and client.

3.3 Driver­based video hooking

In the previous subsection, we discuss that it is much
better to deliver video data in its originally encoded state
instead of highly compressed decoded video data. In this
subsection, we discuss where to intercept the encoded video
data. In practice, video data can be intercepted at different
layers: media player application, display driver and frame-
buffer. In framebuffer, the video has been decoded to pixel
data which has to be highly compressed for transmitting to
client. In application layer, a video file is in the encoded
state but often encapsulated into different formats such as
MKV, WMV and MP4, etc. Besides, a variety of media

41



Win32 

GDI
OpenGL runtime

User-mode 

display driver

Direct3D 

runtime

Kernel-mode 

access (gdi32.dll)

OpenGL installable 

client driver (ICD)

Application

Kernel

User mode

Display driver hooking

Figure 2. Video hooking from WDDM

player applications have been developed such as Windows
media player, MPlayer, KMPlayer, etc. Meanwhile, vari-
ous development frameworks for media player application-
s such as Windows media foundation (WMF) and Direct-
Show have been proposed. In a virtual desktop, it is neces-
sary to support most of popular media player applications
and video formats. If we intercept the video data from the
application layer, we have to modify those different appli-
cations and the client agent will become much more com-
plicated. Therefore, the best choice is to intercept the video
data from the display driver layer which is transparent to
applications, and in the display driver, the video is also in
its encoded state. It enables HDR to work seamlessly with
existing applications without any modifications.

To intercept the encoded video data from the display
driver, we assume that all the media players of the serv-
er adopt GPU-accelerated technology to decode and render
the video. The GPU-accelerated technology guarantees the
encoded video data to be passed to the display driver for G-
PU decoding. GPU-accelerated video decoding technology
is very popular and widely used by most of media player
applications because that decoding tasks for HD videos are
often computation-intensive which imposes a heavy burden
on classic low-end CPUs, and high-end CPU is much more
expensive than GPU and consume a lot of power.

4 Implementation

We have implemented a prototype server based on Win-
dows 7 system in a virtual environment created by Virtual-
box and a client based on Windows 7 system in real phys-
ical machines. In the HDR, we have assumed that all the
media players of the server adopt GPU-accelerated technol-
ogy to decode and render HD videos so that the encoded
video data can be intercepted from the display driver. In
Windows 7 system, DirectX Video Acceleration (DXVA)
[21] technology is the most widely used GPU-accelerated

technology. It is a Microsoft API specification for the Mi-
crosoft Windows and Xbox 360 platforms that allows video
decoding to be GPU accelerated. The pipeline of DXVA
allows certain CPU-intensive operations such as IDCT, mo-
tion compensation and deinterlacing to be offloaded to the
GPU. The DXVA is used by software video decoders to de-
fine a codec-specific pipeline for GPU-accelerated decoding
and rendering of the codec. The pipeline starts at the CPU
which is used for parsing the media stream and conversion
to DXVA-compatible structures. DXVA specifies a set of
operations that can be hardware accelerated and device driv-
er interfaces (DDIs) that the graphic driver can implement
to accelerate the operations.

In the HDR, we intercept encoded video content and de-
coding API calls By modifying the implementation of DX-
VA DDIs in server’s display driver. However, most of the
display drivers especially for Windows OS are commercial
proprietary closed, to achieve our goal, we have develope-
d a virtual display driver based on Windows Device Driver
Model (WDDM) [22] on the server. The main modification-
s are made in the user-mode display driver in case of severe
effects on system kernel as shown in Figure 2.

In order to deliver the intercepted data from the display
driver to the client, the virtual desktop agent takes advan-
tage of shared memory technology for the communication
between the event manager and the modified display driver
(i.e., the hooker). First, the event manager creates a shared
memory region and maps the region to its process space.
Then, the driver also maps the same shared region to its
process space so that both the event manager process and
the driver process can notify each other to read and write
the shared memory by holding an event handle. The driver
writes the intercepted data to the shared memory and notify
the event manager. The event manager reads the data and
delivers them to the client through the network.

Generally, media players need to query the ability infor-
mation of the local GPU before using DXVA to decode HD
videos. This is because that DXVA is only available for
suitable GPUs. In the HDR, the actual decoding and ren-
dering operations for HD videos are executed by the clien-
t’s graphic device. To work compatibly with the server, the
client should deliver the ability information of its graphic
device to the server in advance. Considering various video
cards of clients, we adopt a simple and adaptive method to
finish this job. Firstly, when a connection between a client
and server is built, the client delivers the ability information
of its video card to the server and the server will save the in-
formation as a local file which shall be valid until the client
disconnects with the server. Once a media player begins to
query the ability, the information of the file will be extract-
ed to it. This method effectively solves the ability query
problem and dynamically adapts diverse client video cards.
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5 Performance Evaluation

In this section, system performance is evaluated in real
applications under different network conditions to demon-
strate the effectiveness of HDR. We mainly evaluate the per-
formance of HDR in terms of bandwidth consumption, CPU
usage, video quality and frame rate. Several prevalent re-
mote display systems are involved for comparison. They are
TightVNC [23], Microsoft Remote Desktop and THINC.

5.1 Experimental Setup

In our experiments, we use a 100 Mbps, 1ms latency
LAN network to emulate different network conditions. The
bandwidth emulated by the widely used network emulator
WANem [24] is 100 Mbps and 10 Mbps. The Server ma-
chine has a 2.66 GHz Intel Core i7 − 920 processor and 8
GB of RAM. Client 1 is a 2.0 GHz Intel Core II laptop with
1 GB of RAM, Client 2 is a thin client with a 1.6 GHZ Intel
ATOM N270 processor and 512 MB memory. the client 1
runs Windows 7 SP1 system and the client 2 runs Windows
Embedded Standard 7 system. For THINC, we use Virtual-
Box 4.1.16 to run Ubuntu 12.04 system on both server and
client hardware. For HDR we use VirtualBox 4.1.16 to run
Windows 7 system on server hardware. WANem emulator
is also installed on a virtual machine created by VirtualBox
4.1.16 on server hardware. The tested videos include vari-
ous formats with different resolutions, but in the following,
we just give the results of the two H264 HD video clips
for the limited space of this paper: (1)Video 1.avi (1280 *
720p, 30 fps, H264 codec, time: 119 s); (2)Video 2.mkv
(1920 * 1080p, 30 fps, H264 codec, time: 96 s). The media
player used is Windows media player for Windows system,
and for linux we use MPlayer.

5.2 Experimental Results

In the following, we introduce our experiments in detail
and show the experimental results of all the tested solutions
in terms of bandwidth consumption, CPU utilization, video
quality and frame rate. Besides, we have also tested that
how the FPS in HDR is affected by network delay.

5.2.1 Bandwidth consumption

This experiment is designed to show the detailed bandwidth
consumption of each participating system under differen-
t network conditions while replaying HD videos of differ-
ent resolutions. For the 100 Mbps high-bandwidth and 10
Mbps low-bandwidth environments, we compute the aver-
age bandwidth consumption during the video replay. We
can see the results from Figure 4 (a) and (b), all the solu-
tions consume different bandwidth for HD videos of differ-

ent resolutions. 1080P video 2 consume much more band-
width than 720P video 1. HDR and TightVNC consume
much less than other solutions under both 10 Mbps and 100
Mbps, but TightVNC does not consume much bandwidth
simply because the quality of video is extremely low.

5.2.2 CPU consumption

Table 1. CPU utilization for video 1

Protocol
Role

Server Client 1 Client 2

TightVNC 3.7% 4.9% 21.2%
RDP 12.5% 11.1% 35.4%
THINC 10% 10.4% 38.3%
HDR 3.7% 2.4% 10%

Table 2. CPU utilization for video 2

Protocol
Role

Server Client 1 Client 2

TightVNC 4.8% 5.6% 22.5%
RDP 15.1% 12.9% 46.8%
THINC 12% 14.5% 44%
HDR 4.1% 3% 13.2%

For desktop virtualization systems, CPU consumption
is an essential metric for system performance. In this ex-
periment, we have tested the average CPU consumption of
video replay on the two clients and the server. Table 1 and
Table 2 show the CPU utilization of the participating sys-
tems for the two videos, respectively. As shown in the ta-
bles, video 2 consume much more CPU than video 1. H-
DR performs better than RDP and THINC, because HDR
delivers video data to the client without high compression
which costs much CPU resource and the client’s CPU dose
not need to decompress the video data. Additionally, video
decoding on the client is executed by GPU and CPU is just
used to process network I/O requests in HDR.

5.2.3 Video quality

Video quality is measured by using slow motion technique
[25], which takes both playback delays and frame drops in-
to consideration. Define Video Quality (V.Q.), the video
quality is calculated according to formula 1. 100% video
quality is the optimal quality, which means all video frames
are played at real-time speed. Figure 5 (a) and (b) show
the results of video quality for the two videos under 100
Mbps and 10 Mbps network environments, respectively. A-
mong the tested solutions, TightVNC provides the worst
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Figure 3. Bandwidth consumption for different HD videos under different network envrionments
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Figure 4. Video quality for different HD videos under different network envrionments

quality of video. RDP performs better than TightVNC, it
can achieve almost 65% for 720P video 1 but only 40%
for 1080P video 2 under 100 Mbps. It becomes much
worse while the network bandwidth is reduced to 10 Mbps.
THINC does very well under 100 Mbps but it only achieve
the video quality no more than 20% under 10 Mbps even for
720P video 1. By contrast, HDR provide 100% quality of
the two videos under 100 Mbps, and the only quality loss is

for 1080P video 2 under 10 Mbps. Thus, our proposed so-
lution outperforms all the tested solutions in terms of video
quality.

V.Q =

(DataTransfered(30fps))/(PlaybackTime(30fps))
IdealFPS(30fps)

(DataTransfered(1fps))/(PlaybackTime(30fps))
IdealFPS(1fps)

(1)
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5.2.4 Frames per second (FPS)

Table 3. Frame Rate under different network
environments

Video
Protocol

TightVNC RDP THINC HDR

10Mb/s (video 1) 4.1 6.6 11.2 30
10Mb/s (video 2) 3.7 5.3 6.2 28.8
100Mb/s (video 1) 6.2 12.4 20.8 30
100Mb/s (video 2) 5.8 10.1 16.1 30

In this experiment, the evaluated factor is FPS for video
replay on the clients, we compute the average FPS during
the video replay. FPS is a count of how many pictures a
movie displays per second. A frame is a still, visible image.
Showing these frames in succession creates the illusion of
a motion picture. For video 1 and video 2, the full FPS
is 30. We have tested these videos in a local PC, all of
them can achieve 30 FPS, but in the participating systems,
not all of them can make it. As shown in Table 3, HDR
can achieve an ideal FPS for both the two videos under 100
Mbps and video 1 under 10 Mbps, and it reaches 28.8 even
for 1080P video 2 under 10 Mbps. However, among the
other solutions, only THINC achieves a FPS greater than
20 for 720P video 1 under 100 Mbps, all the others have a
very low FPS especially for 1080P video 2 under 10 Mbps.

5.2.5 Network delay

The above experiments are done under LAN network with 1
ms latency. Although we have limited network bandwidth,
latency is not taken into account. In practice, propagation
delay between server and client can also affect system per-
formance. The above experimental results show that HDR
performs very well under both 100 Mbps and 10 Mbps en-
vironments, now we test the performance under different
network delay. We use WANem to emulate a 100 Mbps net-
work with different delay to test the average FPS of video
replay. As shown in Figure 6, when the delay is lower than
20 ms, the FPS is still ideal, but as the delay increases, the
FPS decreases rapidly. When the delay is more than 50 ms,
the FPS is too low for users to watch HD videos smooth-
ly. Though the above experiment results indicate that HDR
is an excellent solution for replaying HD videos in desktop
virtualization systems and performs much better than exist-
ing solutions, high network latency limits the performance
due to the large amount data of HD videos.
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Figure 5. How FPS is affected by network de­
lay in HDR

6 Conclusion

Desktop virtualization has been widely applied and mul-
timedia applications play a significant role in it. Existing
desktop virtualization systems provide good performance
for general-purpose applications but still have some chal-
lenges for multimedia applications, especially for replaying
HD videos which have large amount of data and frequent
display updates. We introduce HDR which transmits video
content to the clients in its originally encoded state so that
video is replayed on the client with ideal FPS, none of quali-
ty loss, low CPU cost and network bandwidth. The encoded
video content is intercepted from display driver layer on the
server which enables HDR to work seamlessly with unmod-
ified media player applications, do not depend on any mul-
timedia framework such as Windows media framework and
support most of prevalent video formats and HD resolution-
s. Besides, HDR uses an adaptive method to dynamically
adapts various clients with different video cards.

We have measured HDR’s performance on HD video re-
play in terms of bandwidth consumption, CPU usage, video
quality and frame rate under 100 Mbps and 10 Mbps net-
work environments and make a comparison with classic re-
mote display systems. From our experimental results, we
can see that HDR costs much less resource (CPU, network
bandwidth) and provides better user experience (FPS, video
quality) than other systems. It shows that HDR is a very
favorable method, which far outperforms other state-of-the-
art methods. In HDR, client users will achieve the same
good experience as that in a local PC. However, there are
still some limitations in our prototype system. In the fu-
ture, we plan to expand HDR to more client devices such as
smartphones and PDAs. We will also make more optimiza-
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tions to reduce the complexity of client agents and lower the
processing time on the server to adapt for network environ-
ments with high latency.
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Abstract—User diversity and co-evolution of users and systems 
are two important phenomena usually observed in the design and 
use of IT artifacts. In recent years, End-User Development (EUD) 
has been proposed to take into account these phenomena, by 
providing mechanisms that support people, who are not software 
professionals, to modify, adapt, and even create IT artifacts 
according to their specific evolving needs. This is particularly 
true in the case of sentient multimedia systems, in which the 
system is called on to interact with multiple sensors and multiple 
human actors. However, to motivate and sustain these people, a 
culture of participation is necessary, as well as proper meta-
design activities that may promote and maintain it. To this aim, 
this paper first proposes a model for describing interaction and 
co-evolution in sentient multimedia systems enhanced by EUD 
features. Then it presents four main roles involved in interaction 
and co-evolution, including that of maieuta-designer, as the 
“social counterpart” of the meta-designer. Finally, it describes 
how the maieuta-designer is in charge of carrying out all those 
activities that are necessary to cultivate a culture of participation, 
by means of proper ways that are briefly introduced in the paper. 

Keywords-End-User Development; cultures of participation; co-
evolution; meta-designer; maieuta-designer 

I. INTRODUCTION 

Sentient multimedia systems are distributed systems that 
actively interact with the environment through the exchange of 
multimedia information with many kinds of information 
sources, such as sensors, robots, actuators, websites and others. 
End users also belong to such sources of information, since 
they are called on to communicate and express their feelings, 
evolving needs and requests to this web of computational 
nodes. Accordingly, the overall system has to take into account 
this information flow coming from humans. If we take this 
stance, a sentient multimedia system can also be seen as a 
socio-technical system, which encompasses people (rather than 
just users) that are bound together by social ties and personal 
relations of acquaintance and that are also linked with each 
other and with personal devices and other machines. The latter 
are able to perceive the environment in which people interact, 
also by considering the capability of people to feel a situation 
besides perceiving it (e.g., through the issue of a preference, 
"likes", and emoticons in tweets), and interpret situations to 
give people multimedia and multichannel means to act 
accordingly. 

In many IT domains, IT artifacts are usually developed as 
commodities rather than as ad-hoc projects, that is more for 
uniform populations of consumers rather than for members of 
different communities that exhibit local needs and perform 
situated practices to achieve their goals [1]. Moreover, each 
end-user community is often characterized by user diversity, 
due to users’ different physical and/or cognitive abilities, past 
experiences, roles, responsibilities and work contexts. To this 
end, in today's competitive global market, the adoption of 
product configuration software has recently helped to 
increasingly speed up the understanding of the customers' 
needs for a successful design and implementation of 
customized products [2-5]. In fact, product configuration is the 
activity of customizing a product, in order to better meet the 
needs of a particular end user more quickly. However, fulfilling 
the needs of end users is a “moving target” [6], since they 
evolve (e.g., regarding their proficiency of use, skills, 
expectations, needs, wishes and domain knowledge) by using 
software systems, and they can also change their practices (to 
accommodate the new artifact [7]). Acknowledging this 
twofold evolution (i.e., of users and their tasks) entails the 
requirement that IT artifacts should be designed to be very 
flexible, in order to be easily adapted to the specific needs of 
the user communities and, hopefully, to be personalized by the 
individual users to better fit their own evolving needs. This 
overall phenomenon has been called co-evolution of users and 
systems, to denote the variety of situations where users and 
their systems must co-evolve in a continuously self-adapting 
mutual fit [8].  

End-User Development (EUD) has been proposed as one 
possible solution to cope with the challenges posed by user 
diversity and co-evolution, since it encompasses techniques 
that allow end users to modify and extend their own IT artifacts 
without necessarily delegating these modifications to software 
professional developers. Taking co-evolution seriously sheds 
light on the fact that continuously relying on professional 
actors for these interventions would not be feasible in the long 
run. Indeed, one kind of unintended consequence related to IT 
artifact deployment, which is reported most frequently in the 
specialist literature, regards the never-ending request for 
modifications, corrections and evolution of artifacts by the 
users [9]. In other words, in a EUD perspective, software 
systems are viewed as “continuously evolving sociotechnical 
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systems driven by design activities of both professional 
software engineers and users” [10].  

For the particular human-oriented extension of the 
traditional definition of sentient multimedia systems (see 
above) proposed by us, we uphold that an EUD approach is 
necessary also for the design and continuous evolution of this 
novel class of applications. In particular, through the use of 
EUD methods and techniques, a sentient multimedia system 
can resemble a living system, with some degree of intelligence, 
that reacts to the end users’ evolution through the consequent 
self-adaptation and in turn favors the adaptation of end users to 
the evolution of the system. In this way, the word “sentient” 
would also imply “alive” and “intelligent”, as this kind of 
emergent behavior is what characterizes many complex 
systems, like socio-technical systems, that do have feedback 
loops between perception and action. 

However, this far-reaching objective also requires the 
“cultivation” of a culture of participation, in order to motivate 
and sustain end users in their contribution to system evolution. 
This avoids the risk of participation inequality [11] and of 
replicating the current gap between IT professionals and end 
users at the shop floor level. The meta-design framework, 
which aims to help “users to become co-designers at use time”, 
has been proposed to this latter aim [12]. However, this 
framework seems to have neglected some important aspects 
that might make it more operative in real settings, like its 
relationship with activities promoting a culture of participation. 
Therefore, in this paper, we would like to investigate how to 
extend the original proposal of meta-design with mechanisms 
that are more specifically aimed at cultivating a culture of 
participation and thus enabling a suitable environment for the 
sustainable co-evolution of users and their systems. 

To this end, we draw on our research experience in a 
variety of application domains (e.g., medicine, mechanical 
engineering, e-government and others) and on the analysis of 
the existing literature about a variety of EUD projects. We first 
propose a model for interaction and co-evolution that aims at 
clarifying the dynamics occurring in EUD settings among the 
different professionals involved, their tasks and the systems 
they use. In particular, we expand the technical activities a 
meta-designer should perform to support system adaptation and 
growth over time, and then provide indications about the 
activities of his/her “social counterpart”, namely the maieuta-
designer, who is in charge of activating all the necessary social 
mechanisms that may sustain the co-evolution phenomenon. 

The paper is organized as follows: Section II presents the 
related works; Section III describes the proposed model for 
interaction and co-evolution between users and systems, by 
clarifying in particular the role played by each different 
professional; Section IV expands the role of the maieuta-
designer and proposes a framework for supporting his/her 
activities and Section V concludes the paper. 

II. RELATED WORKS

Since the eighties, the human-computer interaction (HCI) 
literature has proposed different techniques for the design of 
interactive systems. They start from user-centered methods [13] 
– including field studies, interviews, task analysis, usability

testing – and move on to participatory design techniques [14], 
where users are directly involved in the creation of interaction 
scenarios [15] and/or static and semi-static prototypes [16]. 

However, while HCI scholars have been considering user-
centered and participatory design approaches as consolidated 
and successful practices for interactive system development, 
only in recent years the need for continuous system 
development with the participation of end users also at use time 
has received adequate attention. Consequently, end-user 
programming (EUP) techniques have been embedded in 
commercial software, such as macro recording in word 
processors, formula composition in spread sheets or filter 
definition in e-mail clients. EUP is defined in [17] as 
“programming to achieve the result of a program primarily for 
personal, rather than public use.” However, as highlighted in 
[18], the problem with end-user programming is that the 
programs created by end users are often of too low quality in 
terms of efficiency and maintainability. To cope with this 
problem, the End-User Software Engineering (EUSE) research 
area has emerged, which studies EUP practices and proposes 
new kinds of technologies that help end users improve software 
quality [17]. Software engineering activities, such as 
specification, reuse, testing, and debugging, are the primary 
focus of this research area, and therefore attention is put on the 
software code created by end users. 

Recently, the term ‘end-user programming’ has been 
gradually replaced with the term ‘end-user development’ [19], 
in order to give user involvement in system design a broader 
perspective, with respect to mere code development for 
personal goals. Indeed, EUD denotes any kind of active 
participation of end users in the software design and 
development process, ranging from requirement specification 
through domain-specific modelling (cfr. [20]) to more 
advanced activities, such as system personalization and 
modification, or even creation of new software artifacts [21]. 
Therefore, contrary to participatory design, EUD research 
advocates end user participation not only during the design 
phase, but also during system usage. Both research lines are 
currently very active: on the one hand, new methods and 
techniques are being studied to better capture and satisfy user 
requirements; on the other, a variety of mechanisms are being 
proposed to allow run-time system modifications with 
increasing complexity and expression power [22] and possible 
creation of new software artifacts to be used by (or also by) 
other people [23].  

This has led to the conception of a new design paradigm for 
systems that support EUD activities, namely meta-design. 
In [10], meta-design is regarded as a framework for creating 
“sociotechnical environments that empower domain experts to 
engage actively in the continuous development of systems”. 
Conversely, in [8] Costabile et al. view meta-design as “a 
design paradigm that includes end users as active members of 
the design team and provides all the stakeholders in the team 
with suitable languages and tools to foster their personal and 
common reasoning about the development of interactive 
software systems that support end users’ work”. The two 
proposals focus on different but complementary aspects of 
meta-design: the former stresses the social as well as the 
technical nature of the software environment that should foster 
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users’ involvement; the latter highlights the importance of 
defining proper languages and tools to adequately support 
different stakeholders’ participation in system development. 

In both cases, meta-design is regarded in the wider 
perspective of cultures of participation [12, 24]. Indeed, 
cultures of participation open up new opportunities and 
challenges for the design of innovative interactive systems, 
whose users “are provided with the means to participate and to 
contribute actively in personally meaningful problems” [12]. 
With respect to EUSE, cultures of participation thus pay more 
attention to interaction design and conceptual modelling of 
EUD environments, cooperation among users and impact on 
work organizations. Particularly, beyond meta-design, Fischer 
proposes two other components for establishing a culture of 
participation [12] that we think are fundamental also in the 
conception and design of sentient multimedia systems: 1) 
social creativity, in order to allow all possible contributions to 
be considered to solve a complex problem and to support 
people interacting with each other and through shared hardware 
and software artefacts; 2) richer ecologies of participation, in 
order to obtain different levels of participation on the basis of 
the different roles that people and their devices can play or 
would like to play.  

The importance of cultures of participation has been 
demonstrated in the literature with reference to a variety of 
application domains [12]. However, one aspect has been 
neglected till now, that is how to enable users to appropriate 
such a culture, in order to obtain software artifacts that 
successfully evolve in user’s hands and co-evolve with users’ 
tasks, abilities, skills, and preferences. This is particularly true 
for sentient multimedia systems, as they are bound to the 
environment and the people living in it, and thus this requires 
users to be even more engaged in their shaping over time. In 
our view, this requires proper mechanisms and tools that allow 
the nurturing and cultivation of cultures of participation within 
organizational settings. To this end, in the following we 
propose an analysis of the activities a meta-designer should 
perform throughout the software life cycle. In particular, we 
suggest refining the meta-designer role, by splitting and 
specializing it into two main sub-roles – a more technical role 
and a more social one – which, according to the situation, 
domain, and budget constraints, can be played by the same 
person or by different professionals.  

III. ECOLOGY OF PARTICIPANTS IN CO-EVOLUTION OF 

USERS AND SYSTEMS 

This section is aimed at proposing a model for interaction 
and co-evolution in complex settings, including sentient 
multimedia systems. To this end, it first presents the traditional 
view on the interaction and co-evolution between users and 
systems, and then extends this view to the case of EUD 
settings. In particular, it focuses on the roles played by different 
stakeholders in EUD practice, and then clarifies how co-
evolution may be “technically” and “socially” sustained. 

A. Interaction and Co-Evolution of End Users and Systems 

The interaction and co-evolution model proposed in [25] 
describes three types of mutual influence between end users 
and systems, which give rise to three different cycles (see 

Figure 1). The most internal one is the interaction cycle, 
namely a short-term cycle emerging from the exchange of 
visual, aural, haptic or multi-modal messages between a user 
and a system during interaction. This cycle has been modelled 
in the literature in a variety of ways [26-28]. The intermediary 
cycle is what Carroll and Rosson call the task-artifact cycle 
[7]. It is a mid-term cycle that highlights how the software 
artifacts created to support some user’s tasks usually suggest 
new possible tasks and, to support these new tasks, new 
artifacts must be created. Finally, the external cycle is a long-
term cycle that concerns the mutual influence between the 
technology used for artifact implementation and the user 
organization (technology-end-user organization cycle). Since 
technology advances give software developers new 
possibilities for improving interactive systems once they are 
already in use, new interaction possibilities occur that might 
change users’ working habits, thus making their social and 
work organization evolve itself with technology [8, 29]. The 
co-evolution phenomenon thus encompasses all the three 
cycles, and they affect each other as described in [25]. 

 

 
Figure 1. The traditional Interaction and Co-Evolution model. 

Figure 1 also highlights the two roles involved in this 
traditional view on interaction and co-evolution: the end user 
and the software developer. The end user is considered a 
passive user of an interactive system and consumer of its 
products and services. The software developer is the creator of 
the system and, during its life cycle, he/she may be called on 
to modify and extend it for adaptation to the emerging needs 
and requests of end users.  

B. Four Main Roles in EUD practice 

In EUD literature, a new role is considered: the meta-
designer. Thus, the two main roles usually highlighted, other 
than the software developer, are: end user and meta-designer. 
End users are increasingly required to act as active contributors 
at use time, thus becoming “producers” of contents and 
functionalities, like in Wikipedia, Scratch, SketchUp, and many 
others [12]. In literature such an “active” end user is called in 
different ways: “power user” [30], “local developer” [31], 
“gardener” [32], “end-user developer” [33], “bricolant 
bricoleur” [34].  
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To disentangle this variability of names, we have proposed 
to refer to such a figure with the term domain developer [23]. 
This term has been chosen because this person is always an 
expert of the domain in which he/she works and her/his main 
goal is more the development of the capabilities available in 
her/his setting than just software code (software is never an end 
in itself, but always a means). Thus, the domain developer 
subsumes all those roles denoting people in charge of carrying 
out software development activities (namely, ‘actual’ EUD 
activities) without being professional software developers. In 
some cases, end user and domain developer are roles played by 
the same person, as in the case described in [10], where a 
geoscientist decided to spend three months in acquiring 
programming knowledge, in order to be able to develop 
software for himself to analyze the data he collected. However, 
in the majority of situations they are played by different people, 
who may also belong to different communities, like in multi-
tiered proxy design problems [33], i.e. in all those situations 
where end users cannot or are not willing to act as developers. 
A typical example is the case of e-government, where citizens 
using e-government services constitute the community of end 
users, whilst civil servants called on to develop services for 
citizens belong to the community of experts in government 
issues [35], and thus may become domain developers. Another 
example is the system described in [36], which provides an 
editing tool that allows caregivers (domain developers) to 

customize a simple, wireless prompting system for individuals 
with cognitive disabilities (end users).  

The role of meta-designer, on the other hand, is intended 
for all professionals who are in charge of creating “socio-
technical environments that empower users to engage actively 
in the continuous development of systems rather than being 
restricted to the use of existing systems” [37]. In other words, a 
meta-designer “creates open systems at design time that can be 
modified by their users, acting as co-designers, requiring and 
supporting more complex interactions at use time” [12].  

Given these definitions, which do not completely clarify the 
activities a meta-designer should actually perform, we also 
consider the role of maiueta-designer (the term is pronounced 
just like that of meta-designer, but with a ju in the middle: 
ˈmɛtə designer vs. meɪˈjuːtə designer). Like the meta-designer, 
also the maieuta-designer can be considered as someone in 
charge of designing the EUD-enabling environment, by which 
domain developers can build and adapt the artifacts to be used 
by end users. The role of the maieuta-designer encompasses 
activities that are involved in the task of supporting the meta-
task of the domain developers, namely creating the socio-
technical preconditions for: a) having the domain experts 
appropriate the design culture and technical notions necessary 
for the meta-task of artifact development and b) involving as 
many end users as possible in the process of continuous 

Figure 2. Interaction and co-evolution in EUD settings. 
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refinement of the artifact, by improving participation and 
“produsage” [38]. For this reason we call such a designer a 
“maieuta”. This is partly in analogy with the Socratic method 
of making people acquire notions, motivations and self-
confidence to undertake challenging tasks and partly in clear 
assonance with the term meta-designer, of which it is a 
specialization more oriented to the social aspects of EUD 
practice than to the technical ones [34]. 

C. Co-Evolution of End Users and Systems through EUD 

The four roles described above – end user, domain 
developer, meta-designer and maieuta-designer – interact with 
each other and with the IT artifact and EUD tools, and each 
contributes to the co-evolution phenomenon. Fig. 2 presents an 
extended version of the Interaction and Co-evolution (ICE) 
model previously described, which encompasses all the four 
roles.  

In EUD practice, the traditional co-evolution process (left-
hand side of the figure) is sustained by the right-hand side co-
evolution process, which involves the domain developer (see 
Fig. 2). Indeed, requests for system evolution coming from end 
users reach domain developers, who may directly operate on 
the system through EUD tools or, if necessary, may in turn ask 
meta-designers for the evolution of their own tools (by means 
of the most internal cycle, i.e., the interaction cycle). In 
particular, the task-artifact cycle that involves end users affects 
the meta-task-artifact cycle of domain developers. For 
example, in the Electronic Patient Record (EPR) project 
described in [39], ward physicians can be aware that new data 
are needed (for example, in the case of specific pathologies), 
but they cannot find the related module in the EPR. Thus, they 
have to ask for a new specific module from the head physician, 
who, using EUD tools, will evolve the current EPR accordingly 
or request meta-designers to create the new type of module. 
The most external cycle is also in this case a long-term cycle 
that regards the mutual influence between the technology used 
for artifact implementation and the organization of the 
community of the domain developers (technology-domain 
developer organization cycle). Technology advances give 
meta-designers new possibilities for improving interactive 
systems used by domain developers to evolve the system, 
resulting in new interaction possibilities that might also change 
users’ work habits.  

Thanks to the powerfulness of the current technology, even 
accessible through the Internet, users have the possibility of 
increasingly taking an active role in the development of 
software tools suited to their needs. This has led from a strong 
dichotomy between the end user and the domain developer to a 
continuum of roles that constitutes a rich ecology of 
participants [12, 40] with different skills towards development, 
responsibility, appropriation and contribution in the whole eco-
system. This is true also in the case in which the same person is 
and wants to be just a “consumer” (i.e., only a user) in some 
situations and a “producer” (i.e., domain developer) in others. 
Therefore, “end user/domain developer” is not an attribute of a 
person, but a role assumed in a specific context. As we will 
discuss in the following, the maieuta-designer is in charge of 
fostering and favoring the migration path from the role of end 
user to that of domain developer. 

The artifact in Fig. 2 is an intermediary object between the 
two co-evolution processes, which can be regarded as being 
composed of two parts: 1) the software system devoted to the 
end user and 2) the EUD tools (including the EUD 
environment and/or software components as building blocks of 
the software system being developed) that are used by the 
domain developer to generate and/or adapt the software system 
for end users. 

An intermediary object is usually an object that is shared, 
exchanged and circulated among members of networks and 
communities to mediate their interactions [41]. In [23], we 
have further distinguished intermediary objects as boundary 
objects and knowledge artifacts to better characterize their role 
in EUD contexts. The notion of boundary objects has been 
introduced by Bowker and Star [42] to account for those 
artifacts that enable a sort of standardized and effectively 
simplified communication and coordination between members 
of different communities of practice. For example, in the e-
government project described in [43], a civil servant may 
generate the XML description of an e-government service 
through a suitable EUD environment, and this description gives 
rise to the automatic creation of the web pages to be used by 
citizens who will apply for the service. Therefore, the XML 
description and the corresponding web pages can be regarded 
as a boundary object between the civil servant and the citizen 
communities. Knowledge artifacts, on the other hand, are 
artifacts that enable and support learning and innovation within 
a specific community of practice (what in [44] has been called 
a “knowing community”), namely processes of knowledge 
acquisition, accumulation and sharing among its members [45]. 
For example, the Electronic Patient Record [39, 46, 47] 
represents a knowledge artifact used within a hospital ward and 
among different wards for accumulating and sharing 
knowledge about patients. 

D. Supporting Co-Evolution in EUD settings: the Meta- and 
Maieuta-Designer roles 

Fisher et al. have proposed a set of meta-design guidelines 
[10], namely indications at a high level of abstraction, on how 
to carry out a meta-design project. Assuming the validity of 
such guidelines, we propose here to make a further step, by 
identifying some more operational indications, in order to make 
the meta-design activities concrete. In particular, splitting the 
social activities and technical activities that the meta-designer 
and maieuta-designer are called on to carry out respectively is 
done to take into account the socio-technical gap, that is the 
divide between what is known that should be supported 
socially and what can actually be technically supported [48]. 

To this aim, we suggest that the meta-designer be in charge 
of designing and providing the most effective EUD tools that 
may sustain the co-evolution between end users, domain 
developers and IT artifacts. In this way, the meta-designer is 
not just a software developer playing the role described in 
Figure 1 (system development and its possible evolution over 
time, on the basis of the users’ requests); but he/she must be 
endowed with a set of skills that allows him/her to understand 
the users’ potential for participation in software co-creation, in 
order to support them with suitable technical tools. Thus he/she 
must have competencies in human-computer interaction, 
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computer-supported cooperative work, interaction design, 
knowledge management, multimedia and even semiotics [49].  

A variety of EUD solutions have been proposed in the 
literature over the years, from script creation [36], to 
component-based approaches [50, 51] and from meta-model 
instantiation [52, 53] to visual programming [8, 54, 55]. The 
meta-designer is thus called on to choose the most suitable 
paradigm for the case in hand, and tailor it to the application 
domain, namely to its habits and users’ characteristics and 
preferences. Furthermore, a meta-designer is requested to 
develop the infrastructures for communication among end users 
and between end users and domain developers [56].  

The maieuta-designer, on the other hand, is not only what 
elsewhere has been defined as a facilitator [57], that is, the role 
responsible for facilitating the adoption of an IT artifact within 
a certain community. Rather, the maieuta-designer is the person 
who is supposed to facilitate appropriation [58], i.e., the 
process by which end users migrate from their initial role to 
that of domain developer along the continuum of roles 
discussed in [40] or, at least, to enable and empower end users 
to appropriate and contribute to their IT artifacts. Therefore, the 
end users can commit themselves to improving the artifacts as a 
way to make them more effective and their work more 
efficient. Whenever an end user is not capable of, or not 
interested in, “evolving” into the role of domain developer, the 
maieuta-designer might favor her/his participation in system 
evolution, e.g., by simply guiding her/him to report perceived 
shortcomings and system faults, and suggesting due 
modifications and appreciated improvements. Moreover, the 
maieuta designer is also in charge of reducing the socio-
technical gap, by creating the conditions and making feasible 
the use of the IT artifacts and lowering the tendency of the 
users to just give up using them, especially if they do not have 
any technical support from IT professional people. 

The clarification provided here of the roles of meta-
designer and maiueta-designer is based on a critical reflection 
on the authors’ experience in a variety of EUD projects. 
Actually, in these projects they have often been engaged in 
playing both roles, at different stages of the system life cycle. 
As meta-designers, they have studied and proposed different 
interaction metaphors and environments, to support domain 
developers in carrying out EUD activities; whereas, as maieuta-
designers they have realized that, besides asking users the right 
questions as any good business analyst does, it is even more 
important that the users themselves are induced to think about 
their answers and build their own awareness on how to deal 
with issues through the system. Thus, the aim of this paper is to 
shed light on the techniques that could be adopted to sustain 
system appropriation, by underlying the need for transferring 
this capability to someone inside the organization who could 
reiterate the awareness process and make it sustainable. 

IV. HELPING END USERS HELP THEMSELVES 

This section provides some further hints on how the tasks 
of the maieuta-designer could be performed. 

A. Identifying the maieuta-designers and their tasks 

As has been outlined above, the concept of maieuta-
designer means identifying someone who could make the 

community gathering around a EUD platform progressively 
more independent of the IT professionals. To some extent, 
he/she is the person who guarantees the long-term 
sustainability of the EUD project. Therefore, this can be an IT 
professional with an educational curriculum that is quite 
different from the one traditionally proposed for the common 
software analyst or engineer. This agenda would encompass, 
for instance, teaching the basics of social informatics and some 
qualitative research methods adapted to the IT domain [59], 
like focus groups [60], insights on current theories on IT 
impact and risk management [61], as well as notions of 
socially-informed history of technological evolution [62]. 

The person playing this role must also train on the job one 
or more “insiders” of the community of end users that will 
continue his/her work of facilitation. The latter should be 
endorsed by the sponsors of the IT project and the 
organization’s top managers, and also be chosen on a 
voluntarily basis according to their ability and will to 
encourage colleagues to take part in the development process. 
The term “designer” is not out-of-place here for at least two 
reasons: first, the maieuta-designer would be a clear example of 
a critical designer, i.e., someone “who asks carefully crafted 
questions and makes [people] think” [63], instead of focusing 
on solving problems and finding answers. Moreover, one of the 
main tasks of the maieuta designer would be to “design” (or 
better “co-design”) initiatives in which to promote the EUD 
project, disseminate the underlying values and concepts (i.e., 
empowerment, co-production, appropriation, co-evolution, 
produsage, equipotentiality [38], etc.) and enrol the most expert 
and enthusiastic end users. Then the maieuta-designer should 
give due visibility of the end users’ contributions, and devise 
simple mechanisms to foster participation and build a real 
culture of participation. This can be done in many ways: for 
instance by applying blended gamification, within a 
competition among colleagues, possibly associated with some 
reward or compensation policy, e.g., a mechanism by which 
“the more contributions produced, the higher the rank 
achieved”. Moreover, this can be done by setting up a social 
media associated with the IT project, e.g., a forum, a blog, a 
wiki, or something that integrates all of these simpler 
components, in which to ask for content and contributions and 
moderate communication within these ad-hoc means. In so 
doing, such a Web resource would flank the EUD platform as 
an additional “resource for action” [64] and a virtual meeting 
place where tasks are coordinated upon the EUD artifacts and 
the related procedures, FAQs and use instructions are 
documented/discussed. 

B. The Google example 

Over the years, Google software developers have produced 
a set of apps and gadgets, technologies for voice recognition, 
home appliances and entertaining devices. Many of them are 
smartphone-based and thus accessible and widely used by end 
users, as well as most of the technologies developed so far by 
Google. However, even though the specific functionality of 
each application is usually known, the possibility of connecting 
or using together different applications, as parts of a unique 
ubiquitous system, is rarely considered by end users. Indeed, 
Google apps and technologies are thought to also interact with 
each other, in order to provide a more pervasive and ubiquitous 
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experience. For example, Chromecast dongle can be connected 
to the TV and exchange data with your tablet or phone, while 
Google Now can exchange data with Google platform, in order 
to suggest personalized hints. Actually, all these applications 
can be considered as parts of a pervasive multimedia system 
surrounding us.  

Since people might not be immediately aware of this 
possibility, Google has set up a team whose aim is to advertise 
the “hidden” sentient multimedia system already available in 
our pocket. The team has thus created the Google House 
Project, an itinerant house toured through New York, London, 
Paris, Hamburg, Dubai and many other important cities all 
around the world1. The house is split into five rooms: kitchen, 
living-room, study, travel-room and fashion-room, with a sixth 
environment outside to try out Google Glass, the company’s 
latest wearable device (Fig. 3). The majority of technologies 
available in the house are smartphone-based, linked up to huge 
displays scattered around the home via Wi-Fi.  

 

 
Figure 3. The Google House idea. 

 

In such a setting, tablets or phones can be used in the kitchen to 
look for recipes, by using voice commands, or run a Google-
owned YouTube channel with millions of subscribers while 
cooking, or have the system convert doses from grams to 
ounces. In the living-room you can use Google Nav to plan 
your day’s journey or use Google Chromecast dongle. The 
Chromecast dongle is popped into the back of the television 
and then connects wirelessly with any tablet or smartphone to 
stream your favorite movie or, even, use the new photo app 
Auto Awesome. This application is able to automatically 

                                                           
1 http://www.thenational.ae/uae/technology/google-house-in-

dubai-the-home-of-the-future-now 

exclude duplicates and duds from a gallery of holiday pictures 
and take the smiles from a series of photos of the same people, 
in order to pool them into one, perfect shot. In the fashion 
room, your daughter can use Hangout to talk with her friends 
about choices of dress or to access Google Trends to identify 
the most popular fashion styles while getting dressed.  

In short, Google has created over the years a variety of 
applications and devices, which have been put in the hands of 
the users, in order to allow them to provide their feedback, try 
different usages, contribute their contents (e.g., in Google Maps 
or Google Sketchup), and eventually become part of the world-
wide Google community. Then, Google developers (we can 
call them meta-designers in this case), have offered the 
possibility of combining these “pieces” of technology in 
different ways and at the user’s own pace to obtain a low cost, 
sentient multimedia system. However, most end users, even 
though they are perfectly able to exploit existing applications 
and devices in this new way, without the intervention of 
computer experts, were not aware of this possibility. Hence, 
Google had the idea of “advertising” it through a widely 
understandable example: a real and tangible house. Indeed, the 
team of researchers welcoming and hosting visitors to try out 
the Google experience (the maieuta-designers in this case), 
aimed to make users conscious of the possibility to create their 
own sentient multimedia system, and thus actually carry out a 
form of EUD. Furthermore, the Google House project allows 
end users to appreciate the different usages of each application: 
for example, the use of Hangout is shown in the fashion-room, 
but nothing prevents a scientist from deciding to use it in his 
study, to keep in touch with his foreign colleagues. 

In other words, the task of maieuta-designers has been 
accomplished in this case by creating a real house and 
exploiting the resonance that the Google name may have all 
over the world. Like a bait-and-switch, this has enabled a 
limited number of users to actually visit the house and try its 
gadgets, but it has allowed millions of users to become aware 
of the nearly infinite scope of sentient multimedia systems and 
of the ever-expanding catalog of available applications which 
can be combined, according to one’s preferences. 

Obviously, this approach can rarely be followed in medium 
and small organizations, and thus other ways should be 
identified to make users more confident in adopting tools and 
their capabilities, in order to put them in a position to exploit 
customization and extension possibilities, for a better fit with 
their needs. Furthermore, a true maieutic approach would also 
entail challenging real users, visiting the house, with Cedric 
Price’s provocative question: “if Google [Technology] is the 
answer, what is your question?” In looking for possible 
answers, the end users could also appropriate the underlying 
idea of such an augmented shelter and could make the best out 
of it in their situated lives and homes. For these reasons, the 
following sub-section delineates a more scalable approach that, 
capitalizing on the experience gained so far in different IT 
projects, is built around the idea of asking users questions. 
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TABLE I.  MACRO-AREAS OF CONCERNS AND LIST OF QUESTIONS 

Macro-areas 
of concern 

Sample Questions 

Psychological 
ownership and 
change 
management 

What’s the system for you, and why has it been produced 
and its adoption encouraged within the organization? 

Do you think that communication within your team, or 
with the other teams, has changed lately, and if this is the 
case, has it been for the better or for the worse? 

How long have you been using the new system, do you 
think your work load has changed, that is increased, 
reduced, or it is just the same? 

Work process 
redesign and 
adjustment 
(i.e., fit to task) 

To what extent do you think you can exploit the system’s 
full potential? How much do you think the system fits your 
specific needs currently? 

Do you still use paper and office applications that you 
believe the new system will (or should) substitute sooner 
or later? 

Usability 
shortcomings 
and room for 
improvement 

Have you found using the system easy so far? 

Have you realized you have made errors in the process of 
either entering or retrieving information from the system? 

Lack, 
redundancy or 
overload of 
data structures 
and 
functionalities 

Do you think the system is requiring you to fill in too 
many data that are not really necessary to proceed in your 
tasks? 

Do you think the system provides too many functionalities 
among which you need to find the right one for your tasks? 

Anomaly 
detection, bug 
reporting and 
evolution 
traceability 

Have you found any errors or something you've considered 
a fault of the system while using it lately? 

Have you applied some effective solution or workaround 
to overcome a shortcoming related to the system lately? 

Do you think that the system has become more difficult to 
be used after some of its recent updates and new releases? 

End-user 
deskilling and 
expertise 
preservation 
and 
enhancement 

Have you lately experienced problems in the handing over 
of tasks or in the workflow (like unusual delays, common 
resources blocked by other teams and the like)? 

Do you think that using the new system may contribute to 
preserving or even enhancing your know-how about the 
work tasks? 

Authorship- 
and privacy-
related 
concerns 

Do you think that sharing content and system 
modifications within your team prevents you from 
protecting ideas and information? 

Do you think that either the data you put into the system, 
or the actions you perform during its use could threaten 
your security and privacy? 

End-user 
accountability 
and power 
issues (also 
empowerment) 

Since the introduction of the new system, do you think that 
new people or roles have gained more visibility and power 
within your organization, at the expense of others? 

What's the main obstacle that prevents you from 
participating more actively in the IT project (like time, 
skills, the colleagues already involved, a sense of 
pointlessness, ...)? 

What could really convince you to join the IT project, if 
anything (e.g., explicit acknowledgment by the top 
management, economic rewards, non-monetary 
compensations, benefits, social status, ...)? 

C. The maieutic approach 

A maieutic approach is mainly characterized by the fact that 
it “brings others to conceive ‘thoughts or ideas'” with 
questioning [65], that is by helping others actively understand 
by themselves how they could make a worthy contribution to 
the project. To contextualize this approach in EUD settings, we 
propose a tentative list of items (see Table 1). Each item in the 
second column of Table 1 is a question that the maieuta-
designer could ask (or speak about with) his/her colleagues to 
address a broader theme or topic regarding the process of 
digitization of the work setting or the related changes. This can 
be done in either small polls or surveys, administered through 
social media, or in informal but scheduled meetings with the 
members of a specific team at a time. It could also be done 
even in totally informal and impromptu talks at the coffee 
break or in similar situations [66]. In particular, the first 
question in the table (“What’s the system for you, and why has 
it been produced and its adoption encouraged within the 
organization?” [67]) is the most important one, as it refers both 
to the original Socratic main question (What’s this? Ti estì;) 
and to one of the most important matters of concern in 
requirement engineering. 

Far from being comprehensive, the list of questions 
reported in Table 1 represents just a first contribution within a 
research strand. This could address more seriously how to 
contribute to fostering a culture of participation within 
organizational communities, especially in the context of a 
digitization project that is supported by EUD and meta-design 
techniques. Indeed, a more general framework of concerns, that 
a maieuta-designer should address, can be built from this 
preliminary list and the study of its impact on real settings (see 
the first column of Table 1). This framework to date includes 
eight macro-areas of concern that encompass: psychological 
ownership and change management [68, 69]; work process 
redesign and adjustment (i.e., fit to task); usability 
shortcomings and room for improvement; lack, redundancy or 
overload of data structures and functionalities; anomaly 
detection, bug reporting and evolution traceability; end-user 
deskilling and expertise preservation and enhancement; 
authorship- and privacy-related concerns; end-user 
accountability and power issues (also empowerment).  

Our point is that there is a need to detect motivated people 
within organizations, and not only give to the domain 
developers a set of tools (i.e., the EUD environments), but also 
(and above all) assign to some people (i.e., the maieuta-
designers) precise responsibilities and roles. It is particularly 
important to provide maieuta-designers with an indication of a 
set of possible actions to undertake and initiatives to foster, so 
that they can contribute to building a real culture of 
participation within their organization. All the actors involved 
may thus enjoy such a culture within the wider process of co-
evolution. 

V. CONCLUSIONS 

In this paper we have proposed explicitly extending the 
notion of a sentient multimedia system to encompass socio-
technical networks of humans and non-humans [70], where 
both kinds of agents are able to perceive and act in the 
environment, but only the former can feel it and make the 
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whole ensemble “sentient”. The most important feature of these 
networks is their ability to autonomously reconfigure their 
inner relationships (human-human, machine-machine, human-
machine) and also to evolve, in the face of the continuous 
changes in the environment and the network itself. In this 
paper, we have focused on a particular design approach that 
does not only allow for continuous evolution, but even fosters 
it: meta-design. We have extended this framework, originally 
proposed within the EUD field, by enriching it with an 
additional role, the maieuta-designer, that could also be seen as 
a critical design device, and therefore as a way to make sentient 
multimedia systems able to wonder about and reflect upon 
themselves. As a critical design device, we suggest supporting 
the maieuta-designer with a list of questions, organized in turn 
according to a set of macro-areas of concerns, through which 
he/she can trigger reflection and cultivate a culture of 
participation. This can be a powerful way to make sentient 
multimedia systems more capable of interacting with an ever-
changing environment and to be ready for the unexpected. 
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Abstract: Mobile computer games have become increasingly 

popular in recent years. A major factor for successful game 

development is the adequate control of the game’s difficulty. 

This paper discusses justification for dynamic difficulty 

adaption for Parkour games. It presents an adaptive mechanism 

for difficulty adjustment in response to the player’s run-time 

performance in the single player mode. The mechanism is based 

on game content generation techniques, considering constrains 

for mobile screens. Both the functionality of the game’s objects 

and the player’s psychological and behavioral inclinations are 

taken into consideration. Our preliminary experiment shows 

that game experiences are significantly enhanced with the 

adaption mechanism. 
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I. INTRODUCTION 

Technological advances have made games on smartphones 
increasingly sophisticated. Customized methodology based on 
automatic content generation has been introduced into game 
designs to enhance interactivity and improve responsiveness.  

Most mobile games provide the Player versus 
Environment (PvE) mode for offline scenario. A player 
completes the missions while progressing the game alone 
against given obstacles in the game environment. Comparing 
with Player versus Player (PvP) game mode, PvE mode has 
no participation from other players who may produce complex 
variations. Considering the time and labor costs, designing 
obstacles manually hinders efficient game production while 
missing rich diversities of obstacle patterns. Repeated game 
actions and tasks tend to cause boredom to players.  

To maximally stimulate players, we introduce rules for 
automatic content generation which would also reduce the 
design effort, increase creativity for game content variations, 
and enhance playability. 

Setting difficulty scales statically as in traditional game 
designs cannot satisfy players’ differentiated needs. With such 
a statically set difficulty scales, each player simply chooses 
easy, medium and hard, or a few more difficulty scales, before 
starting. Such a coarse difficulty setting is too simplistic to 
suit variety of game phases, scenarios and variety types of 
players. We therefore need to build a dynamic mechanism to 

keep the difficulty level just as challenging as attainable by 
the player. 

This paper reports our design and experience with two 
editions of the Dragon One game, a type of Parkour games, 
using both a self-adaptive difficulty mechanism and a fixed 
difficulty mechanism. The former is developed for better user 
experiences. Various game scenarios and typical features are 
also taken into consideration. The next section reviews the 
related work, and Section 3 introduces the mobile Dragon One 
game. Section 4 analyzes various influences on a game’s 
difficulty. Section 5 describes our difficulty adaptation 
mechanism, followed by the evaluation results in Section 6. 
Section 7 concludes the paper. 

II. RELATED WORK

A. Difficulty Scales of Game Design 

Difficulty scaling is one of the most important issues in 
game designs [2]. Players have fun by continually attempting 
to overcome obstacles [22] with increasing difficulty. The 
enjoyment of game stems from the levels of challenge, 
curiosity and fantasy [8]. Challenge is the key criteria in 
Game-Flow Model for evaluating game enjoyment [17].   

The theory of flow has been introduced into game design 
by Csikszentmihalyi [5]. This theory describes the mental 
state when a person is fully immersed in a feeling of energized 
focus or utterly concentrated in the process of an activity for 
its own sake. People would experience a distorted sense of 
time and a lack of self-consciousness. Such a status has 
become the pursuit of user-centered game design [17]. Simple 
and repeated tasks would lead to boredom and mindless, while 
excessive hardness would cause frustration. It is important to 
set challenging but attainable task flow adaptive to the 
player’s ability.  

A good game design would follow an escalating difficulty 
curve [3] [10]. However, players’ perceived difficulties may 
be different from the predetermined difficulty. Assessment for 
game playing experiences has both objective and subjective 
dimensions [9]. Perceived difficulties are essentially 
determined by players’ learning abilities, operation strategies, 
preference of risks, reaction times and team cooperation. 
Predetermined difficulties are set by default parameters at 
each level, such as the maximum speed of protagonists, 
acceleration abilities, endurances and attritions. A difficulty 
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increment might be too little for a risk-taking experienced 
player, too challenging for a risk aversion novice. Therefore, 
an optimized and adaptable difficulty solution customized for 
different types of players would promote game experience and 
replayability. 

B. Procedural Content Generation  

Procedural content generation (PCG) has been defined as 
“the algorithmic creation of game contents with limited or 
indirect user input” [18]. Just-in-time PCG uses a player’s 
run-time data during the game, rather than historical data, to 
generate game contents dynamically. It has become a 
mainstream of intelligent games with the support of 
customization. Previous works realized automatic mission, 
procedure and space generation [12], relying on users’ 
behavior models based on skills [7], experiences [4] [13] [25] 
[14], risk preferences [6], and immersion in different difficulty 
scenarios. Apart from the player’s individual behavior, data 
from the user community are also collected and analyzed to 
support automatic generation [21] [23].  

Previous research conducted case studies in knowledge 
learning game [1], puzzle game [16], racing game [19], action 
adventure game, and etc., proposed generating, adapting, 
optimizing mechanism and game difficulty balancing 
mechanism [26][20][11][24] by introducing neural network 
techniques and theory of incongruently in other disciplines, 
paving the way to automatic generation tailoring players’ 
needs.  

However, none of the aforementioned studies discusses 
the interaction and balance mechanisms between the player’s 
instant behavior and the difficulty level. We consider a self-
adaptive difficulty adjustment mechanism, in response to the 
player’s dynamic performance to be extremely important. Our 
work introduces dynamic difficulty adjustment in response to 
the player’s performance, and extends the literature on 2D 
Parkour games for mobile devices. 

III. DRAGON ONE GAME FOR MOBILE DEVICES  

This section presents a simple mobile game Dragon One 
developed by our team for experiments. Several scenarios of 
the game are shown in Figure 1. 

Game objective: The player needs to pass through all the 
obstacles and collect as many fortunes as possible along the 
way.  

Narration: It is a type of Parkour game with a simple story 
line. A Chinese witch builds a food streamer of thousand 
layers to satisfy her gluttony. She puts all her preys in the food 
streamers as her food. One day, her cat, who is kind-hearted in 
day time, but evil at night, breaks the iron chain of a layer. 
One of the preys, a cute and innocent dragon, gets a chance to 
escape. He starts his journey through shots and obstacles to 
pursue his freedom and rescue other preys.  

Task and manipulation: The player has to control the 
dragon’s movement in horizontal directions at a constant 
speed without delay, to run a long distance and earn as 
bonuses as possible. If killed by an obstacle, the game would 

restart from the same difficulty level, but not the same 
contents. The player needs to continuously make quick 
decisions by clicking he left or right arrow. 

 
Figure 1.  Game interface and scenarios of Dragon One 

Obstacles and bonuses: Obstacles include knives, bombs 
and lasers shots. They are lethal once hit. The bonus objects 
include golden coins and white breads. Collecting as many 
golden coins as possible for good fortune is one of the game’s 
objectives. A white bread is an elixir of rebirth when killed by 
an obstacle. The fortune value, an indication of operation 
skills, could not be used to exchange for any rebirth chance or 
extra protection. In spite of this, players would maintain their 
desire for fortune, trying not to abandon any piece of fortune. 
The functions of obstacles and bonuses are briefly illustrated 
in Table 1. 

TABLE I.  FUNCTIONS OF OBSTACLES AND BONUSES 

Type Item Function 

Obstacle Flying Knives  Action 1:  5 knives work in one group, 

reciprocating moving, falling down very 
fast in vertical direction. 

Action 2: The knife group revolves when 

falling down. 

Bomb Explode with thorns at a fixed height on 

screen. 

Two bombs set abreast with a gap 

through which the dragon can pass. 

Laser Shots Shoot from left or right side.  

Bonus Golden Coins Fortune value increases when hitting it. 

White Bread Get a rebirth chance when hitting it. 
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Fixed difficulty experiments: The game with fixed 
difficulty randomly invokes 7 manually designed sessions. 
Each session consists of all the functions in Table 1, lasting 
about 7 seconds.  

The game is reported to be very challenging at the 
beginning. Players make progress fast after practicing a while, 
because necessary trainings are simply about repeated patterns. 
Players get bored very soon after being able to handle the 
fixed difficulty without much effort. We, therefore, further 
extended the game with the difficulty levels dynamically 
adaptable to the player’s performance, in order to maximally 
engage the player and extend the playtime. 

IV. ANALYSIS OF INFLUENCES ON GAME DIFFICULTY  

A. A Comparative Study  

We extract generally applicable rules to estimate the 
difficulty in a Parkour game, by comparing Dragon One with 
Super Mario, Man on the Next Layer 100 and the most 
difficult game Flappy Bird. Super Mario developed by 
Nintendo has been popular for almost 30 years. Mario’s 
adventure in Mushroom Kingdom has been considered a 
masterpiece of Parkour games, providing significant reference 
of the setting mechanism for tasks, goals, obstacles, bonuses 
and rebirth functions. However this game is not designed 
specifically for mobile devices. The Man on the Next Layer 
100 is a 2D action adventure game, developed for mobile 
devices. Players need exquisite skills to keep on jumping 
down onto lower floating layers, avoiding falling to the 
lifeless abyss, or being crushed on the ceiling for sluggish 
movement. For an ordinary player, this game would last less 
than 3 minutes. It does not provide a scale of difficulty with 
step-up sessions. The fixed difficulty sometime irritates 
players with lower risk preference and lower adaptive ability. 
Similarly, Flappy Bird, a grueling difficulty game commented 
by game geeks in an online forum, are flocked as touchstone 
for game intelligence. The first two obstacles could stop more 
than 95% players. Parkour games tend to control the playing 
time for each round by setting the difficulty scale. Very brief 
playing time would facilitate mobile users’ fragmented time, 
but hard to reach the climax of enjoyment.  

Game designers tend to follow the “design for segment 
market” principle. Games are designed for either casual 
players or hardcore players in a hegemonic manner. Players 
have to adapt themselves to follow the game rules. The 
dichotomy of players’ categorization ignores the diversity of 
players and also individual players' prior training. An adaptive 
mechanism is therefore helpful to change the user-unfriendly 
impressions. 

B. Difficulty vs End of Game 

Parkour games bear remarkable resemblance between each 
other in terms of continual operations, penalties and rewards. 
Except the difference of scenes, storylines and visual traits of 
items, difficulty setting is the key to game experiences.  

 

 

Players have to keep on making right decisions in given 
reaction time. Generally, a Parkour game has high risk with 
no sunk cost for upgrade or accumulated bonus. The attrition 
value is as high as 100%. One accidental failure is fatal. It is 
almost impossible to survive after a wrong decision.  

Comparing with the game of lower attrition setting, every 
moment running a Parkour game is at the door of death. 
Players have to stay highly concentrated. Accommodating for 
extremely high risks, low sunk cost makes players not worried 
about the consequence of failure. The perceived difficulty 
would not increase when approaching the end of endurance. 
The potential influences from different stages of endurance 
thus are excluded.  

In addition, the protagonist’s speed is constant, without 
acceleration or buffering actions, which further simplified the 
game difficulty mechanism. By eliminating possible 
influences, we can ascribe the difficulty into the reaction time 
and decision making.  

C. Objective Influences on Difficulty  

The objective difficulty is determined by the physical 
attributes of game tasks, essentially the speed and complexity. 
For Dragon One, the falling speeds of obstacles are basic 
criteria for evaluating difficulty. Mixed types of obstacles 
require different amounts of time for analysis and decision 
making. When a bonus appears, a concern to balance the risk 
and fortune further increases the complexity for decision 
making. 

D. Subjective Influences on Difficulty 

Subjective influences emphasize on players’ psychology 
and behaviors. Players who are highly tempted to purchase 
fortune could be terribly misled. The floating bonus items 
suggest seductive routes, which may lead to unpredictable 
risks. Moreover, players are prone to make more mistakes 
when they become mindless. A critically difficult task after a 
few easier and relaxed tasks require players to be on high alert. 
Those tricky conditions may deviate players’ performance 
from usual. 

To summarize, we should employ both objective and 
subjective influences to estimate and adjust the difficulty scale 
of a Parkour game. The next section introduces the basic rules 
for generating game contents and constraint conditions for 
determining difficulty levels. 

V. DIFFICULTY ADAPTION MECHANISM  

We design the adaption mechanism based on the number 
of obstacles passed, e.g. the difficulty level increments at 
every 15 obstacles as shown in Table 1. 

In the flowchart in Figure 2, parameter setting and 
difficulty increment are the key in the adaption mechanism. 
We assume that the sizes of the items are fixed. Variable 
parameters include the falling speeds of items and the space 
between them.  
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Figure 2.  A simple mechanism for difficulty adaption 

A. Parameter Setting for Objective Difficulty 

We generate game contents by randomly arranging 
obstacles and bonuses using a constraint condition filter. The 
mobile screen on which our games are implemented measures 
4 inches (640×1136 pixels). The dragon’s function area is 
presumed to be a circle, whose diameter is 95 pixels. We 
defined the diameter of bomb 190 pixels, knife group 
260×110 pixels, diameter of the revolving knife group 280 
pixels (as shown in Figure 3). The obstacle and bonus items 
are lined up vertically. The initial falling speed is 384 pixels 
(1/4 screen) per second. The initial average reaction time on 
one item is about one second. 

We designed an obstacle insertion rule, by inserting an 
obstacle into a random horizontal position. Players may take 
advantage of random content generation by staying at either 
the left or right side of the screen. Without continuing 
operation, the fun no longer exists. Therefore, we make an 
obstacle to appear to steer an active action if the dragon has 
been along the left or right border more than 1.5 seconds. 

Expert players tend to control the dragon by flying around 
1/5 of the screen height, to pre-judge the approaching danger 
and optimize his/her strategy according to multiple items. It 
means that, at each moment of decision making, players 
process the visual information on the screen as organized 
patterns, rather than independent individual objects. Therefore, 
we analyze various composition methods and corresponding 
solutions, as the determining basis for difficulty control. There 
are 3 kinds of obstacles, in 5 functions, as listed in Table 1. 
We abstract the 5 functions into geometric objects, shown in 
Figure 3. No two consecutive obstacles having the same 
function would appear in the game. The compositions of the 
same difficulty functions are excluded in our design. There 
are potentially 10 possible compositions with every two types 
of obstacle functions. The top-down reversal compositions 
obey the same rules. 

We define the minimum vertical space value between two 
consecutive items as interval, denoted l, i.e. the height of the 
gateway between two items, from the bottom edge of the 
above item to the top edge of the item below. Assume that the 
diameter of the dragon’s active area and the diameter of a 
bomb as x0 and x2 respectively, the length of a knife group 
and the length of a laser as x1 and x3 respectively. The l value 
could be calculated under the given patterns as Figure 4. 

The horizontal distance between items also impacts on the 
minimum l. If the horizontal distance is large enough, or the 
space between items is not the only route for the dragon, l 
could be any value. The patterns in Figure 4 represent the 
most difficulty compositions when the horizontal distance is 
at minimum while the interval is also at minimum. If a pair of 
randomly generated obstacles is eligible for the criteria of 
patterns in Figure 4, a smaller interval value in horizontal 
direction would produce higher difficulty. 

Figure 3.  Variables related to obstacles and difficulty 

The interval between two items is set between 0-320 
pixels. There are rules for the minimum interval values for 
special cases, which make sure that it is possible for the 
dragon to get though the toughest obstacle combination. We 
set the initial interval value at 4 lmin. The interval value 
decreases when upgrading the difficulty level. 
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Figure 4.  Patterns of obstacles and dragon’s movement (blue) 

For Pattern 1 in Figure 4,  l √  
       

 
   . 

For Patterns 2 and 5, assume the centers of the circles are 
(α1, β1) and (α2, β2), 

l √(
     

 
   )

 

          
     

 
. 

For Patterns 3, 4, and 6, assume that the lower left corner 
of the rectangular in Patterns 3 and 4, and upper left corner in 
Pattern 6 are (α, β), the center and radius of the circle are (a, b) 

and r (r= 
  

 
 ) respectively in Patterns 3 and 4; r=

  

 
 in Pattern 

6), 

l √              -r. 

For Patterns 7-10, l    Players have to find a chance to 
get through. 

B. Control for Subjective Difficulty  

The level of danger or risk is positively proportional to the 
level of awards in games and also in life. A long string of 
bonuses suggests a misleading route. For example, the golden 
coins arranged along a curve would lead to a corner where it 
is too late to survive by altering the trajectory. Players need 
more effort and skills to deal with temptations and potential 
risks, and foresee the exact time to give up the pursuing of 
bonuses that may worth maximum rewards. Both golden coins 
and white breads could be used as baits to elevate subjective 
difficulty. 

Golden coins are usually organized as a line or a matrix. 
For obstacles, except laser, when the left side of the obstacle 
(p, y1), x0 p 0, the interval value is 0, a coin line leading to 
(q, y2),   q 0, would be tricky. It works the same way for 
the right side. 

A white bread occurs alone. As a bait, a white bread’s 
position is determinant. An expert player is skilled at planning 
the route to earn a chance of rebirth. Any white bread at an 
obviously fatal position would be ignored without any attempt. 
White breads are therefore placed in reachable positions to 
raise the player’s temptation as traps. The trade-off of risks 
and gains requires rapid and intuitive decision making with 
exquisite skills. 

Assume the left side of the obstacle to be (u, y1), the 
interval value l, 0 u  0, the radius of the circle r (could be 
½ x1 or ½ x2), the horizontal speed of the dragon v1, and the 
vertical speed v2 (i.e. the falling speed of the items). The 

horizontal value of the critical position would be      
   

  
. 

The measurements on the right side are calculated similarly. 

When an obstacle and a bonus item are next to each other, 
if l=0, the game difficulty is raised to the maximum. The 
value of l mediates the difficulty for collecting the fortune. 

Bonuses are introduced after the first 30 obstacles have 
been cleared, and then the rate of bonuses appearing will 
escalate to average 1 per 2 screen length. The type of 
subjective difficulties would be random, with coins and white 
breads as baits at misleading positions. 

C. Difficulty Scale 

We define the cases with maximum falling speed, 
minimum interval space, highest rate of obstacle compositions 
as shown in Figure 4, setting the highest frequency of 
misleading bonuses as the hardest level of difficulty. The 
difficulty of the game is measured by 
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F(x)= af(v)+bf(l)+cf(h)+df(p), 

where v is the falling speed of items, l is the time interval 
between two consecutive falling items, h is the proportion of 
10 most difficult compositions in all the appeared 
compositions, and p is the frequency of misleading situations, 
a, b, c, and d are coefficients. 

Assume that the difficulty is divided into n levels and set 
at 20 initially. Parameter n could be adjusted according to the 
player’s performance. Upon three times of failure in the same 
level, n is automatically set equivalent of 1.1 times of the 
original value. The amount of levels could be    
             , i.e. between 20 -120. 

For each level up, the difficulty increment is  

 
 

 
 [F(x) max-F(x)min].  

The difficulty increment is therefore more delicate and 
sensitive to the player’s instant performance as desired. After 
a period of practice, players may reach their learning plateau, 
the game difficulty remains at the challenging status until 
players make another break through. 

Parkour games usually do not provide tutorials or pretest 
level for novices due to their simple and intuitive operations. 
Once the fixed difficulty is no longer challenging enough, the 
game would be abandoned soon. Therefore, an adaptive 
difficulty mechanism not only serves as the guidance to the 
novice, but also stimulates experienced players for upgrading 
progress. 

VI. PRELIMINARY EVALUATION 

We conducted an experiment to evaluate the effects of the 
difficulty adaptation mechanism on different types of players 
and report our findings in this section. 

A. Experimental Setup 

We invited six volunteers as the experimental subjects 
whose profiles are shown in Table 2. The subjects are aged 
from 28 to 58, with the education levels from high school to 
Ph.D. The skill levels are determined by the subjects’ self-
evaluation based on their previous experiences in playing 
similar games. There are five levels, from 1 to 5, representing 
“never played mobile game before”, “beginning player”, 
“average player”, “skilled player” and “hardcore player”. 

TABLE II.  SUBJECTS’ PROFILES 

ID Gender Age Occupation Skill level 

1 Female 30 Ph.D. in Arts, Researcher 3 

2 Female 28 Graduate student in 

Computer Science 

3 

3 Male 33 Game designer 5 

4 Male 30 Ph.D. in Biology, Researcher 4 

5 Male 58 Property company manager 1 

6 Male 35 Public security guard 2 

 

We handed over a smart phone installed with Dragon One 
and asked each subject to play the game for at least 15 rounds, 
and recorded the score in each round.  

B. Results 

 
Figure 5.  Difficulty levels for the first 15 rounds 

We infer the subjects’ difficulty curves from their scores, 
and present them in Figure 5. The horizontal axis indicates the 
15 game rounds, and the vertical axis measures the difficulty. 

The six players’ difficulty curves are significantly 
different. The hardcore player (P3) got a high score in the first 
round. His difficulty value raised to 0.2. By the ninth round, 
his difficulty value reached 0.25. In contrast, the beginning 
player P5 struggled to pass the first level until the fourth 
round. In fact, he played for quite a long time at 0.0909 
difficulty value after his extraordinary performance. The other 
players also got appropriate challenges after a few rounds of 
playing. The difficulty adaptation mechanism has satisfied the 
disparity of players’ expectations.  

Game experiences are optimized accordingly with more 
delicate and sensitive difficulty increments. For example, if 
player P5 kept on practicing before each upgrade, his 
difficulty increment at level n would be            , far 
less than the initial increment value of 0.05. The slow learner 
would not be too frustrated to continue. 

It is increasingly difficult to upgrade after reaching the 
plateau adaptive to the player’s skill and ability. Therefore, 
the difficulty curve would be flat for many rounds to come. 

The adaptive difficulty makes the difference in players’ 
incentives. Players in fixed difficulty scenarios are informed 
of their progress by the increase of the distance and fortune in 
each round. But in the adaptive difficulty setting, the reference 
criteria have to be about the upgrade information. If the 
player’s level setting is also customized, the incentive 
information could be set as the percentile among peer players 
apart from the player’s own experience. 

VII. FUTURE WORK  

Galvanic skin response, heart rate and muscle movement 
data have been used to assist the design of game adaption 
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mechanisms. Such interaction data could be used in Parkour 
games to generate customized experience and suit for more 
complicated playing modes, such as two players in 
competition or cooperation. 

Additionally, the sizes of items in a Parkour game can be 
varied, as variable sized obstacles require more sophisticated 
strategies and generate new and exciting game experiences. 
The increment of item sizes would decrease the available safe 
areas, and increase the difficulty. The enhanced game 
difficulty adaption mechanism and its application in 
marketing research are our future research focus. 
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Abstract — Emotions are an increasingly important factor in 

Human-Computer Interaction. So, extracting emotions from 

multimedia contents is becoming one of the most challenging 

research topics in Computer Science. Facial expressions, posture, 

gestures, speech, emotive changes of physical parameter (e.g. 

body temperature, blush and changes in the tone of the voice) can 

reflect changes in the user's emotional state. All this kind of 

parameters can be detected and interpreted by a computer 

leading to the so-called “affective computing”. Through affective 

computing, client's posture, gestures, and facial expressions could 

be used, along with words, for a more accurate evaluation of 

their psychological state. In this paper an approach for the 

extraction of emotions from images will be introduced. The 

proposed framework involves the adoption of action units’ 

extraction from facial expression according to the Ekman theory. 

The proposed approach has been tested on standard datasets and 

the results are interesting and promising. 

Keywords — Affective Computing, Ekman Theory, Emotional 

Intelligent  

I.  INTRODUCTION 

Affective computing is a kind of human-computer 
interaction  where a device has the ability to detect and 
appropriately respond to its user's emotions and other stimuli. 
A computing device with such a capacity could gather cues 
about user emotion from a variety of sources. Facial 
expressions, posture, gestures, speech, the force or rhythm of 
key strokes, temperature changes of the hand on a mouse can 
all reflect changes in the user's emotional state, and these can 
all be detected and interpreted by a computer. Affective 
computing gets its name from the field of psychology (where 
"affect" is, basically, a synonym for "emotion") and could offer 
benefits in an almost limitless range of applications: e-learning, 
e-health, e-therapy, entertainment, marketing 
[1][2][3][4][5][9][10][11][12][13][14][58].  

The problem of automatic affective recognition through 
non-verbal communication (facial expression, gestures, 
movement and posture of the body and hands) is becoming 
more and more an attractive research topic in recent days.  

 

Several studies [7] have shown that a face, especially a facial 
expression, can be a powerful communication channel to 
convey emotions and opinions related to experiences or 
common situations. A facial expression can be defined as a 
visible manifestation of the emotional state, cognitive activity, 
intention, personality and psychology of a person [3]. It is well 
known that facial expressions contribute strongly to the effect 
of a multimedia message, more than vocal and verbal part [11].  

For mining affective states from multimedia contents the 
adoption of the Ekman Model is an effective approach [7] [8]. 
This model can mine six different affective states: happiness, 
anger, sadness, disgust, fear and surprise. Some studies have 
focused on enriching this model by introducing particular states 
such as attention [15], fatigue [16] and pain [17]. In general, 
the detection of affective states from multimedia contents 
follows two main approaches: the direct recognition of discrete 
basic affects (template matching) or the recognition of affects 
by the inference from movement of facial muscles according to 
the Facial Action Coding System Coding (FACS) [8]. FACS 
classifies the facial movement as Action Units (AUs) 
describing the facial expressions as a combination of AUs. 

The first approach requires the execution of two main steps: 
encoding the face through features (landmarks or filtered 
images) and classification of facial expression. Many papers 
deal with this approach such as [18] that shows how to 
represent the facial expressions in a space of face. The face is 
encoded as a landmark (58 points) and the classification is 
performed with a probabilistic recognition algorithm based on 
the manifold subspace of aligned face appearances. The 
adoption of a space of faces allows describing the sequences of 
facial expression [19][20]. Zhang et al. [21] analyzes the space 
of facial expressions to compare two classification systems 
(geometric-based (face is encode by a landmark) and Gabor-
based (face is encode by Gabor features)) and performs the 
classification with two-layer preceptor network. They show 
that the best results are obtained with a network of 5-7 hidden 
preceptors to represent the space of expression. In this way, the 
facial expression analysis can be performed on static images 
[21][23] or video sequence [22][24][57]. Cohen et al. [22] 
proposes a new architecture of HMM to segment and recognize 
facial expression and affects from video flow, while Lee et al. 
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[24] proposes a method using probabilistic manifold 
appearance. Wang et al. [27] describes an automatic system 
that performs face recognition and affect recognition of grey-
scale images of face by making a classification on a space of 
faces and facial expressions. This system can learn and 
recognize if a new face is in the image and which facial 
expression is represented among basic affects. In H. Deng’s 
paper [25] is shown how to choose the Gabor features with 
PCA method and then LDA is used to identify the basic affects. 
Bartlett et al. [26] proposes an extraction system of facial 
expressions from video that chooses the Gabor features with 
AdaBoost Algorithm and then affects are classified by a SVM. 
Garbas et al. [31] extracts features from the face through a LBP 
filter and chooses the most representative features using Real-
AdaBoost algorithm. Finally the faces are classified as positive 
or negative by a binary classifier. 

The recognition of affects by the inference from movement 
of facial muscles according to the Facial Action Coding 
System Coding (FACS) requires three steps: feature extraction, 
AUs recognition and basic affect classification. Parts of the 
face, such as eyebrows, eyes, nose and lips, are analyzed and 
encoded in sets of points [28][29] or as texture features [3] 
[17][30] to detect AUs. Cohn et al. [28] introduces a method to 
detect the AUs starting from eyebrows, classifying their 
movements as spontaneous or voluntary by the use of a 
Relevance Vector Machine approach. After the detection of the 
AUs it classifies their affective class by a probabilistic decision 
function. The problem is also addressed in the case of rotation 
of the head [29]. Automated Facial Image System (AFA) [32] 
analyzes video in real-time to detect the sentiments. In this 
case, the face is encoded with a 2D mask which is used to 
interrogate a SVM to detect the associated affect. P. Robinson 
et al. [33] have developed a system that analyzes real-time 
video streams to detect the presence of one of the following 
moods: concordant, discordant, focused, interested, thinking 
and unsure. The face is encoded by 24 points and the features 
used are the distances between these points to identify different 
situations (open mouth, head movements, position of the 
eyebrows) the expressions encoded by FACS are recognized by 
a chain of HMM for each possible action and the computation 
of the probability of each state is obtained by the use of a 
Bayesian Network.   

In this paper a new method is proposed for analyzing facial 
expressions and recognizing emotion from multimedia 
contents, in particular images and videos. This method uses 
AUs detection to recognize basic emotions [18] and 
implements a new technique for extracting feature points from 
the face, including an original method for measuring emotion. 
The classic prototypes have been extended introducing the 
concept of combinations of AUs: when a combination occurs, a 
bonus or a penalty is assigned to the measure of emotions. In 
this way, a more detailed recognition model can be obtained.  

The paper is organized as follows: the proposed approach is 
discussed in the next section. In the second section results of 
test on CK+ dataset [33], for image analysis, and on MMI 
Facial Expression [34], eNTERFACE ’05 [55] and Cam3D 
[51]  datasets for video analysis are presented. The obtained 
results are discussed in last section. 

II. THE PROPOSED FRAMEWORK 

As previously said, in this paper a system of Facial 
Expression Analysis, based on the Facial Action Coding 
System (FACS), is proposed. The proposed framework is 
organized in three fundamental modules: 

• Features Detection Module: a face skeleton composed by 
feature points is obtained from a RGB image. 

• AUs Detection Module: the probability that a specific 
action unit has been performed is here calculated. The action 
units (AUs) are obtained from the position of the feature points 
in the face skeleton. A vector of pairs (AU, probability) is built 
as result of this module. 

• Affect Detection and classification: recognition is carried 
out with Ekman's prototype. Detected affects are classified 
according to the Ekman’s categories: happy, sad, angry, fear, 
disgust and surprise 

In the next paragraphs the modules will be described. 

A. Features Detection Module 

According to Eckman's theory, the feature points of interest are 
depicted in Fig. 1. The features detection process consists of 
the following steps (Fig. 2): 

 Face Detection: the Region Of Interest (ROI) of the 
image, containing a face, is detected. 

 ROI Selection: the ROIs of eye, eyebrows, mouth and 
nose are extracted from the face’s ROI. 

 Eye Feature Detection: feature points of the eyes 
(points 8 and 9) are identified. These points are useful 
also to detect feature points of eyebrows and the 
orientation of the head (roll). 

 Nose Feature Detection: the feature points of the nose 
(point 10) are identified. These points are used for 
detecting the orientation of the head (yaw and pitch). 

 Eyebrow Feature Detection: the feature points of 
eyebrows (points 4, 5, 6 and 7) are identified. 

 Mouth Feature Detection: the feature points of the 
mouth (points 0, 1, 2 and 3) are identified. 

 
Figure 1 Feature points for emotion extraction. 
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Figure 2 Feature detection process. 

B. Face Detection 

The problem of face detection is a specific case of object 
detection and in literature there are various solutions: the SIFT 
(Scale Invariant Feature Transform) algorithm [36], SURF 
(Speeded Up Robust Features) algorithm [37], Haar Cascade, 
also known as the algorithm of Viola-Jones [38], SEMB-LBP 
Cascade (Statistically Effective Multi Block Local Binary 
Pattern Cascade) [39] and SURF  Cascade (Speeded Up Robust 
Features Cascade) [46]. The solutions based on the SIFT and 
SURF algorithms include a first phase of features extraction 
and then a second phase of classification of the features that is 
typically performed using SVM. They have excellent 
characteristics being:  

 Scale invariant; 

 Rotation invariant;  

 Symmetric invariant; 

 Partially invariant to brightness changes; 

 Highly repeatable. 

Haar Cascade, SEMB-LBP Cascade and SURF Cascade are 
based on the idea of the cascade classifier [40] and more in 
particular on the AdaBoost algorithm [41]. 

According to many studies [42, 43, 44, 45, 46], face detection 
based on SIFT or SURF obtains higher performance, but are 
too slow for real-time applications. For our aims we selected 
four classifiers based on the OpenCV framework [53]: Stump-
based Haar Cascade, Tree-based Haar Cascade, SEMB-LBP 
classifier and SURF Cascade. We compared the four classifiers 
using the following datasets: IMM Face DB [47], CMU-MIT 
Face Test Set [48], Caltech Faces 1999 [49], Caltech 10,000 
Web Faces [50], Cam3D [51]. The results show that the SURF 
Cascade has a false positive rate close to zero and has an 
excellent hit rate for high-quality images and is the best on 
video with moving subjects. Instead, the Haar Cascade stump-
based has the highest hit rate for images both with low and 
with high resolution. 

 

In addition to precision evaluation, for each algorithm 

processing time has been calculated using the Caltech dataset. 

The tests were performed on a personal computer with the 

following specifications: CPU: Intel I3-2328M 2.20GHz, 

RAM: 4GB DDR3, Video Card: NVIDEA GeForce GT 

635M, HD:  400GB SATA2, SO:  Windows 8 x64. The results 

are shown in table 4.  
 

Caltech with 450 images     

Classifier Total time (sec) Time on 1 image (sec) 

Haar Cascade 1 537,17 1,1937 

Haar Cascade 2 334,10  0,7424 

LBP Cascade 38,43 0,0854 

SURF Cascade 36,04 0.0809 

Table 2 Test results of the processing times 

 

In conclusion, for the proposed system we chose to adopt the 

SURF cascade because it shows good performance for face 

detection on video streams, it is very fast and has a false 

positive rate close to zero. 

C. ROI Selection 

In this module the ROI of eyes, eyebrows, nose and mouth are 

extracted. The image of the face is divided with a 24x24 grid, 

each grid cell outlines a part of the face.  The set of certain 

cells defines a search area where the parts of the face may be 

present. The search areas are the ROIs used in the feature point 

detection. 

 

1) Eye Feature Detection 

 

Eye Feature Detector receives the ROIs of eyes as input and 

returns the feature points as output. This module carries out 

the following phases: 

 

 Eye detection: the position of the eyes is detected using 
a Haar Cascade classifier. The output is a rectangle that 
circumscribes the eye by defining its location and size. 

 Feature Point Detection: the center of the rectangle is 
located and corresponds to the center of the pupil. 

2) Nose Feature Detection 

 

The module of Nose Feature Detection is similar to Eye 

Feature Detection, but returns the position of the tip of the 

nose as a feature point. The performed steps are: 

 Nose Detection. The nose is detected by a Haar 
Cascade classifier: a rectangle is identified and it 
surrounds the tip of the nose. 

 Feature Point Detection. The center of the rectangle is 
identified as feature point of the nose. 

3) Eyebrow Feature Detection 

 

Eyebrow Feature Detection involves the segmentation process 

of the image to obtain a binarized image of eyebrows. The 

segmentation algorithm performs these steps: 
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 Extraction of the red channel;

 Image equalizer. The equalization technique allows to
obtain a uniform histogram by redistributing grey
levels.

 Thresholding. The binarized image B is derived from
the equalized image Ceq in the following way:

 (   )
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  ̅        
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x and y are the coordinates of pixels of the image. 

The binarized image is enhanced through dilation with an 

elliptical kernel. Then the feature points are obtained by taking 

the projections of the ends of the eyes to the top limit of the 

eyebrows. 

4) Mouth Feature Detection

Mouth feature detection is similar to the eyebrow feature 

detection. Segmentation algorithm, to obtain the binarized 

image, includes the following steps: 

 Mouth detection. Haar Cascade classifier is used to
locate the precise position of the mouth in the ROI.

 Extraction of green channel of the image.

 Calculation of the cumulative probability histogram.
The cumulative histogram (CH) is obtained from the
histogram of the image (H) in the following way:

  ( )   (   )   ( )               

  ( )  ( ) 

 Tresholding. The binarized image B is obtained from
the equalized image C in the following way:

 (   )       ( (   )  )   
          

where 
                   ( )           ( ) 

and x and y are the coordinates of pixels of the image. 

The binarized image is improved through dilation with 

elliptical kernel. Then the Canny algorithm is applied to detect 

the contours of the mouth. The right, left, top and bottom 

extremes of these contours are the feature points. 

D. AU Detection 

The feature points can represent the face skeleton and a 

particular facial expression. The facial expression is described 

by only 8 feature points of the eyebrows and mouth. The 

remaining 3 feature points of eyes and nose, describing the 

rotation of the head, are used in mathematical calculations 

performed by the AU detector. 

In a neutral expression feature points of eyebrows and mouth 

are in a well-defined region, while they move out if an AU is 

performed. AU detector calculates the distance of the points 

from the neutral region and in this way recognizes the 

performed AU. The distance is defined as a normalized 

distance respect to the distance of the pupils, of the feature 

point from eye line and normal line. The eye line is the 

segment, which passes through the feature points of eyes, and 

normal line is the normal of eye line, which passes through the 

centre of the eye line (fig. 3). Then 3 feature points are used to 

define the eyeline and normal-line and to calculate the 

distance of the points from these lines. 

The regions of neutral state are identified by an upper and 

lower limit, which are calculated in the following way: 

                            (                     ) 

 (                     )   (           )   (         ) 

The “neutral position” distance can be considered constant and 

it is determined empirically by analyzing different subjects in 

neutral poses. The values are reported in Table 3. α and β are 

two variables and depend on the rotation of the head (yaw and 

pitch). The following parameters are used: 

           

                          
                         

         
                      
                    

Where 

           (               )  (                ) 

         (                        )  (         
      ) 

α and β are functions that vary according to the AU. These 

functions have been obtained by inferring mathematical 

models empirically through a dataset of images designed 

specifically for this purpose.  

Figure 3 AU Detection 
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AU Lower limit Upper limit Reference line 

1 0.238 0.392 Eyeline 

2 0.278 0.472 Eyeline 

4 0.228 0.188 Eyeline 

10 0.902 0.825 Eyeline 

12 1.086 0.822 Eyeline 

15 1.056 1.111 Eyeline 

20 0.556 0.583 Normal line 

24 0.415 0.276 Normal line 

26 1.203 1.284 Eyeline 

 
Table 3 Thresholds for the neutral regions 

E. Affect Detection and Classification 

For the affect detection, Ekman's prototypes have been 

modified. These variants calculate a measure, between 0 and 

1, that identifies if a particular affect is detected (Table 4). If 

particular combinations of AU arise, the result of these 

adapted prototypes is amended by adding or subtracting a 

score. This technique allows increasing the difference of the 

measures of affect from the higher. 

Working on the CK+ dataset, we found that in the case of a 

particular emotion the relative AUs of prototypes occur at 

their high intensity while the other ones are at their low 

intensity. For example, if a person smiles, AU12 at high 

intensity and AU10 and AU20 at low intensity are detected, 

then the subject could be happy, scared and disgusted.  

With the combinations of AUs, in this case a bonus is given to 

the emotion of happiness and penalties are given to fear and 

disgust highlighting the difference. A bonus or a penalty is 

added to calculated measure with adapted prototypes. This 

bonus or penalty is obtained according to the combinations of 

AUs that occur on the face (Table 5). 

 

Affect Original 

definition 

Adapted Definition 

Fear 1+2+4+5+20+25 (1L+1R+2L+2R+20L+20R)/6 

Surprise 1+2+5+26 (1L+1R+2L+2R+26)/5 

Anger 4+5+7+24 (4L+4R+24L+24R)/4 

Sad 1+4+15 (4L+4R+15L+15R)/4 

Disgust 4+9+10+17 (4L+4R+10)/3 

Happy 6+12+25 (12L+12R)/2 
Table 4 Original definition and Adapted definition of the prototypes 

 

Combination Bonus Penalty 

AU4L – AU4R / surprise -0.1 

fear – 0.1 

happy – 0.3 

AU1L – AU1R – AU2L – 

AU2R 

surprise – 0.2 disgust – 0.3 

anger – 0.3 

sadness – 0.2 

AU24L – AU24R 

(low probability) 

disgust – 0.2 / 

AU24L – AU24R 

(high probability) 

anger – 0.2 / 

AU12L – AU12R – AU10 

(low probability) 

happy – 0.2 disgust – 0.1 

Table 5 Bonus and penalty 

 

F. Video analysis 

The scheme of the Fig. 2 is able to perform the analysis on an 

image, but it can be easily extended to the affect detection in 

video. In this case also the user tracking and the affect 

tracking problems have to be considered. Video analysis 

module, shown in fig. 4, is designed to analyze off-line and 

real time video. It consists of three modules: 

 

 
Figure 4 Architecture of the Video Analysis module 

 

1. User tracking: it receives as input a new frame and the 

history of the user present in the scene. This history is 

stored in a vector of users: for each user the position at the 

last frame and the affect measures are stored. This module 

analyzes if there are any others in the scene, if they are 

new or were already present. The output is the position of 

the user in the scene. The problem of user tracking is 

resolved by the concept of the minimum Euclidean 

distance from the last position and current position of the 

users’ face. Every detected user's face is compared to the 

vector of users' faces of previous frame to infer if such a 

face appeared in the previous frame. We make the 

assumption that the face can be subjected to fewer 

movements between two consecutive frames, and then 

two faces having a slightly different position in two 

consecutive frames can be the same. The faces without a 

previous position are considered as new users in the scene 

and, then, their location and size are stored in the vector 

of users. Not detected faces in the current frame, but 

detected in the previous frame, can be false positive or 

users that leave the scene. So, for each face detected in a 

frame, the tracking is obtained by the determination of the 

minimum among its Euclidean Distances with the other 

faces detected in the previous frame. 

2. Face Emotion Analysis: it analyzes the faces of all users 

and calculate the probabilities of the six basic affects. In 

this step emotion detection process (Fig. 2) is applied on 

all users’ face.   
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3. Affect Tracking: it calculates the measures of all affect of 

the users considering the changes of mood in the time. 

The problem of the affect tracking is resolved with an 

"affect meter". For each basic emotion there is an affect 

meter that shows the measure of affect found in the 

previous frame. This measure is represented as a real 

value A   [0; 10]. This measure is increased if the 

calculated measure for the current single frame is greater 

than the average of the measures of the last five frames.  

 

III. EXPERIMENTAL RESULTS 

The image analysis was carried out by implementing the 

approach presented in the previous section, so we created a 

module that receives an input images and returns as output the 

position of the faces in the frame and the relative affective 

states. Image analysis was tested using the dataset Extended 

Cohn-Kanade (CK +). Three tests were performed. The first 

tests the capabilities of the systems in identifying the AUs on 

the eyebrows and the mouth, the second one detects the basic 

sentiment (happiness, surprise, anger, disgust, fear and 

sadness). The third test identifies the status of the detected 

affects (positive or negative). In particular, the system 

recognizes as positive sentiments happiness and surprise, 

while as negative anger, disgust, fear and sadness. The results 

are shown in Table 6, 7 and 8. Tests show very satisfactory 

results compared to those presented in literature [56]. 

Analyzing the obtained results we can say that the sentiments 

having similar prototype exhibit lower performance and, 

according to the involved AUs, can be grouped into: 

• anger, sadness and disgust with AU4; 

• fear and sadness with AU1 and AU2; 

• happy. 

Happiness emotion has no AU in common with the other 

emotions and so the performances are better. According to this 

new grouping approach, better results are obtained by 

rerunning tests as shown in the table 9.  

 

AU Precision % Recall % 

1 81,81 96,11 

2 92,94 88,76 

4 82,65 84,37 

10 90,00 69,23 

12 69,33 66,67 

15 73,08 46,34 

20 75,00 64,28 

24 75,61 59,61 

26 81,18 66,35 
Table 6 Test results on AUs. 

 

Affect Precision % Recall % 

Anger 51% 48% 

Disgust 55% 56% 

Fear 67% 95% 

Happy 79% 75% 

Sadness 59% 48% 

Surprise 80% 87% 

Table 7 Test results of image analysis on base sentiment (dataset CK+) 

 

 

 

Affect Precision % Recall % 

Negative 82% 87% 

Positive 79% 76% 
Table 8 Test results of image analysis on positive negative sentiment 

(dataset CK+). 

 

 

 

Affect Precision % Recall % 

anger/sadness/disgust 82 87 

happy 79 76 

surprise 79 76 
Table 9 Test results on emotions' groups on CK+ dataset. 

 

In the case of video analysis, we have performed two different 

tests on MMI, Cam3D and eNTERFACE’05 datasets. In the 

first test the system has to detect Ekman's sentiments (happy, 

surprise, anger, disgust, sadness, fear). In the second test, basic 

emotions are organized into three main categories: 

• Positive emotions: happy, surprise; 

• Negative emotions: anger, disgust, fear, sadness; 

• Neutral emotion. 

 

Results are shown in tables 10 and 11. 

 
 MMI eNTERFACE 05’ Cam3D 

 Pre % Rec % Pre % Rec % Pre % Rec % 

Happy 80,55 60,42 67,44 47,54 67,86 100,00 

Fear 62,50 37,50 45,58 57,30 - - 

Anger 46,15 40,00 39,06 48.27 - - 

Disgust 40,00 53,33 43,25 84,54 75,00 60,00 

Sadness 41,93 66,67 67,90 83,90 100,00 100,00 

Surprise 57,14 95,23 42,32 55,48 60,00 50,00 

Neutral - - - - 50,00 50,00 

Average 54,71 58,86 50,93 62,84 70,57 72,00 

Table 10 Test results on the MMI, eNterface 05’ and Cam3D datasets on 

base sentiments 

 
 MMI eNTERFACE 05’ Cam3D 

 Pre % Rec % Pre % Rec % Pre % Rec % 

Positive 77,78 45,90 70,75 52,86 56,67 94,44 

Negative 51,31 84,78 41,06 78,60 33,33 50,00 

Neutral - - - - 88,00 56,41 

Average 64,54 65,34 59.40 65,73 59,33 66,95 

Table 11 Test results on the MMI, eNterface 05’ and Cam3D  datasets on 

positive and negative sentiments 

 

As depicted in the previous tables, the proposed method shows 

good result in comparison with the other approaches. For a 

better characterization of the proposed method 

experimentation on a real dataset has been conducted. In 

particular, a new dataset, named UniSA dataset, has been built 

shooting the facial expressions of 12 users who watched three 

videos. Each video arouses certain affective status:  

 

• the first video depicts funny sketches of animals and 

inspires in the users happiness and surprise 

sentiments (positive affective);  
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• the second video is a public service announcement on

road safety and inspires sadness and anger

sentiments(negative affective);

• the third video is a scene from a horror movie and

inspires fear sentiments (negative affective).

At the end of the shooting users filled a questionnaire 

declaring their sentiments during the views. 

Figure 5 Frames extracted from the dataset UniSA. 

The obtained results are in tables 12. 

UniSA Dataset 

N° video Pre % Rec % 

Happy/Surprise 11 54,54 75,00 

Sadness/Anger 9 66,67 54,64 

Fear 9 33,33 100,00 

Average 29 51,51 76,55 

Table 12 – Base Sentiments Retrieval: Test Results 

Also in this case the obtained results are interesting. The 

proposed approach suffers in the detection of Fear sentiment. 

The reasons are in the difficulties to discriminate this state 

from the Sadness/Anger and in the impulsive nature of this 

kind of sentiment. 

IV. CONCLUSIONS

In this paper a novel approach to the detection and 

classification of a sentiment inside multimedia contents has 

been introduced. This technique has been based on the 

definition of a head tracking strategy and the relative 

extraction of points for the definition of the action units 

defined in the Ekman’s model. The face detection and the 

extraction of the points of interest have been obtained by the 

use of image processing techniques that have been improved 

or adapted for our aims. The definition of the sentiment has 

been obtained by the use of the Ekman’s theory. The proposed 

approach has been tested on the main standard datasets and the 

results are really interesting. The future works aim to apply the 

proposed approach on synchronous video and collect the 

sentiment of the user during the view of some contents or 

during some activities. 
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Abstract—This paper looks into a new direction in movie clips 
analysis –model based ranking of highlight level. A movie clip, 
containing a short story, is composed of several continuous shots, 
which is much simpler than the whole movie. As a result, clip 
based analysis provides a feasible way for movie analysis and 
interpretation. In this paper, clip-based ranking of highlight level 
is proposed, where the challenging problem in detecting and 
recognizing events within clips is not required. Due to the lack of 
publicly available datasets, we firstly construct a database of 
movie clips, where each clip is associated with manually derived 
highlight level as ground truth. From each clip a number of 
effective visual cues are then extracted. To bridge the gap 
between low-level features and highlight level semantics, a 
holistic method of highlight ranking model is introduced. 
According to the distance between testing clips and selected 
templates, appropriate kernel function of Support Vector 
Machine (SVM) is adaptively selected. Promising results are 
reported in automatic ranking of movie highlight levels.  

 

Keywords-video analysis; highlight level; movie clip; template 
based method; adaptive kernal SVM 

I. INTRODUCTION 

Nowadays, we can easily access to thousands of new video 
or movie resources from the Internet. To draw eyes of movie 
consumers, conventional film directors need to put great efforts 
to produce movie trailers by picking up the most vivid and 
representative highlighting clips of a movie. The whole process 
is very challenging and trivial and has raised a question as 
whether we can automatically determine and extract clips. This 
is the question we attempt to address in this paper.  

 Generally, the existing affective models for video 
highlights analysis can be summarized into two categories [2]: 
i.e. categorical affective content analysis and dimensional 
affective content analysis. In categorical affective content 
analysis, emotions commonly belong to a few pre-defined basic 
categories, such as "fear", "anger", "sad" or "surprise" [3]. 
Dimensional affective content analysis applies the well-known 
psychological Arousal-Valence emotion space (A-V space) 
proposed by Alan [4], which is characterized by the dimensions 
of arousal (intensity of affect) and valence (type of affect) 
providing a solid basis to represent the video affective content. 
The highlight level addressed in this paper is referred to the 
degree that draws audience's attention. It is not about labeling a 
video clip with one emotion type, nor about picking up the 
video highlights by choosing emotion spaces. 

In general, considering the complicated structure and 
variations in rich content, related works in highlights extraction 
from generic movies remain rare. Due to the relative simple 
structure and clear semantics contained, highlights extraction 
from sports videos and music videos have been intensively 
investigated[24][25]. Existing work has mainly focused on 
event-based approaches, where modeling from features to 
events is required[25]. Consequently, the difficulty in 
extracting highlights has been converted to another challenging 
problem, i.e. event detection and recognition.  

In order to identify the highlights contents from movies, 
classification tool is employed to distinguish affective contents 
from others. Support vector machine (SVM) [1], as an efficient 
classification tool, has been widely applied in many research 
fields. In David [8] several applications using SVMs in text 
categorization, computer vision, and bioinformatics are 
summarized. In addition, SVM is also applied in the fields of 
medical diagnosis [9], financial engineering [10], and 
information processing [11]. 

Most of the researches are mainly focused on single kernel 
function based SVM, which has inevitably limited its 
performance. In [7], it is found that the performance of SVM is 
greatly affected by the choice of a kernel function. To 
overcome this problem, mixing or combining multiple kernels 
by certain mathematical operators instead of using a single one 
for higher accuracy of SVMs is introduced [6]. Lu [12] 
proposes to optimize the combined kernel function by Particle 
Swarm Optimization (PSO) based on the large margin learning 
theory of SVM. However, there is few and sparse research 
investigating into incorporating with individual good 
performance of kernels of SVMs.  

The novel contribution of this paper is the clip with user 
vote database and new conception of template based adaptive 
kernel SVM framework, which incorporates the good 
performance of individual kernels in SVMs without creating 
new combined kernels. The rest of this paper is organized as 
follows. Section II illustrates the overall framework of the 
proposed approach. Feature extraction and feature selection are 
presented in Section III and Section IV, respectively.  Section 
V discusses how the novel template based adaptive kernel 
SVM works. The user survey experiment, data set 
establishment, and the designed experiments are described in 
Section VI. Finally, some concluding remarks are drawn in 
Section VII along with a brief discussion of possible future 
improvements. 
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Figure 1.  Framework of the proposed system. 

II. OVERALL METHODOLOGY 

 
Figure. 1 illustrates the framework of proposed solution. 

With movie clips as input, the whole procedure is divided into 
three parts: clip with user vote database, visual cues extraction 
and template based adaptive kernel SVM classification. 

A. Clip With User Vote Database 
Many movies are manually segmented into clips to ensure 

each clip contains a relative complete story in several 
continuous shots. The movie split tool [26] is shown in Figure. 
2. Each movie clip has been voted according to the audience’s 
feeling whether the clip is exciting or not. The related votes are 
regarded as the ground truth to the associated movie clips. 

 
Figure 2.  Movie split interface: example of a movie to be splite according to 

the set up start and end time. 

B. Cues Extraction and Selection 
The feature cues employed in this paper present the 

essential visual factors of movie clips and can be regarded as 
indicators between the highlight space and the low-level feature 
space. Audio events have strong hints to movie affective 
content and many works[3][13] have been done to analyze 
audio features. Although the results could be further improved 
with the audio analysis, this paper does not take audio features 
into account, but focus on the analysis of visual cues.  

The size difference of clips results in different length of 
feature cues which makes it difficult to train the model. A time 
warping method [23] is adopted in this paper to overcome this 
problem; Finally the principal component analysis method is 
applied for dimensionality reduction. 

C. Template Based Adaptive Kernel SVMs 
To evaluate the highlight levels of clips, instead of using 

single kernel or creating a new kernel this paper proposes a 
template based adaptive kernel SVMs by applying single RBF 
kernel and single linear kernel SVM on the dataset, and select 
top 10 best result clips respectively as templates. 

III. CUES EXTRACTION 

As shown in Figure. 3, we extract six visual cues from 
movie clips and discuss in detail below.  

 
Figure 3.  Cues extraction. 

A. Motion cue 
Motions in a video include both the object motion and 

camera motion, which play important roles in highlights 
analysis. Figure. 4 shows an example that a clip which are 
more attractive to users appear to have high peak value and 
tremendous changed curves (the blue) than the other(the red). 
Normally these movie clips with remarkable motion features 
are more attractive to viewers.  
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Figure 4.  A) Motion features time curve of two clips with different number 
of user votes; B) Histogram of feature values 

Let the motion feature at frame k be m(k) with the average 
magnitudes of N motion vectors in the frame with its width w. 
In the concept of optical flow, motion vectors are processed in 
8 directions which are divided by 2π . 

m(k) = ∑ |vı���⃗ |∙|pix−qix|
8∙w∙N

N
i=1   (1)

Where |v�⃑ i| denote the length of the ith optical flow vector 
and pix, qix are x values of two points in v�⃑ i. 

B. Luminance cue 
From the cinematographic perspective, lighting techniques 

play an extremely important role in movies. Generally two 
major aesthetic lighting techniques are frequently employed 
[16]: Low-key lighting and high-key lighting. Low-key lighting, 
or chiaroscuro lighting, characterized by a contrast between 
light and shadow areas, is quite usual in scenes like horror 
movies to driven atmosphere. On the contrary high-key lighting, 
or flat lighting, deemphasizing the light/dark contrast, is 
usually used to express the atmosphere of cheerful, warm or 
magnificent scenes. 

Luminance cue simulates the lighting in cinematography 
well. For instance, the luminance curve waves left up and down 
when the low-key lighting is applied in a movie clip and the 
luminance curve waves smoothly when the high-key lighting is 
applied. As Figure. 5 shows, the clip with high level of 
highlight shows a curve (the blue) with high peak value and 
drastic changes. On the contrary, the curve of a low voted clip 
is smoother (the red). 

Luminance feature l(k) at frame k is obtained in the hue, 
saturation and intensity (HSI) color space. 

l(k) = ℎ+𝑠+𝑖
3

 (2) 

The parameters h, s, i are the average value of hue, saturation 
and intensity. 

Figure 5.  A) Luminance features time curve of two clips with different 
number of user votes; B) Histogram of feature values 

C. Image Energy 
Image energy describes the distribution of the gray levels in 

the image and texture coarseness, which in some way reflects 
the style of the video frame, like cartoon style with simple 
texture or realistically styles with complex texture. Movie clips 
are often more attractive to viewers than others, if they are full 
of beautiful scenery and inviting views and whose average 
image energy is lower than others. As verified in Figure. 6, the 
image energy of high voted movie clips (the blue) is lower than 
a less voted clip (the red). The image energy introduced in this 
paper is obtained by computing the sum of the squares of each 
element in gray-level co-occurrence matrix (GLCM) proposed 
by Haralick [18] in the 1970s. 

Figure 6.  A) Energy features time curve of two clips with different number 
of user votes; B) Histogram of feature values 

D. Visual Excitement 
This feature is proposed by Wang [3] which reflecting the 

relation between the low-level feature and visual excitement. 
As a measure of visual excitement, this feature works for clips 
with different highlight levels. 
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Figure 7.  A) Visual Excitement features time curve of two clips with 

different number of user votes; B) Histogram of feature values 

     Figure. 7 shows that the movie clip with higher votes have 
higher visual excitement value in average (the blue) than those 
with lower votes (the red), which can be concluded both from 
the time series curves and the histogram.  

E. Harris Corner 
Normally, movie clips with rich content can be regarded as 

a scene with more interest points than others; these clips 
usually attract the eyes of the viewer’s more easily. The Harris 
Corner detection [19] is suitable for such a case. Figure. 8 
shows that clips with higher votes have an average higher 
number of interest points (the blue) than those with lower votes 
(the red). 

 
Figure 8.  A) Harris Corner features time curve of two clips with different 

number of user votes; B) Histogram of feature values 

F. Image Entropy 
Two dimensional image entropy is a measurement of the 

disorder or randomness in video frame [17]. It describes the 
spatial characteristics of the image gray. Movie clips with some 
abnormal activities attract users’ attention than those with 
normal activities as shown in Figure. 9 that the movie clips 

with high votes have higher image entropy (the blue). 2D 
image entropy e(k) at frame k with width w and height h can 
be described by 

               e(k) = −∑ ∑ 𝑃𝑖𝑗𝑙𝑛𝑃𝑖𝑗255
𝑗=0

255
𝑖=0                     (3) 

P𝑖𝑗 = 𝑓(𝑖,𝑗)
𝑤ℎ

                     (4) 

The f(i, j) is the number of pairs denoted by(i, j), which 
represents the pixel’s gray value and its neighborhood gray 
value are i, j respectively. 

 
Figure 9.  A) Image entropy features time curve of two clips with different 

number of user votes; B) Histogram of feature values 

IV. FEATURE SELECTION 

This section elaborates the feature selection stage of the 
proposed framework. The purpose of this stage is 
dimensionally reduction and feature length aligning. 

Given an input movie clip  V , we denote each of these 
features by fi  and the feature set by  F below, where k is the 
number of feature cues and equals six in this paper. 

F = {fi: i = 1,2, … k}  (5) 

Due to different numbers of frames contained in these clips, 
the size of the raw feature fi acquired directly from a movie clip 
differs from each other. This requires the features to be resized 
into the same length. The feature selection method is 
formulated in formula (6) 

F′ = PCA(T(f1), T( f2), … , T(fk )) (6) 

The F′ is the final integrated feature vector after selection, 
the function  PCA() [21] and T()  represent the principal 
components analysis and time warping method respectively. 
This proposed method converts different size of feature series 
to a given size and reduces data redundancy. 

Figure. 10 shows how the time warping method with 
hyperbolic tangent curve works. For instance, consider a 25s 
clip with 1000 frames, mapping the 1000 dimensions feature to 
the x axis. The 1000 dimensions range from -500 to +500 on 
the x axis will be mapped to a result ranges from -25 to +25 on 
the y axis. This mapping keeps the details of the middle part 
dimensions and reduces the noised of both ends at the same 
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time, which is suitable for movie clips since the middle part of 
a movie clip is more likely to have the effective content. 

 
Figure 10.  Time warping method with the hyperbolic tangent curve. 

Each feature time series fi is warped to the size of 50, and 
then we obtain a total 300 dimension integrated feature of 
every clip. Finally a PCA process is applied to get a 100 
dimensions integrated feature for the following stage. 

V. TEMPLATE BASED ADAPTIVE KERNEL SVM 

In the database, we have obtained the votes v for each video 
clip, which stands for the evaluation value of affection, and the 
relationship between the low-level feature and the affection 
value is given as follows: 

W =< 𝐹′,𝑣 >  (7) 

Where 𝐹′ is the integrated feature from Equation 6. With 
the relationship W , we propose SVM based framework which 
adaptively select RBF or Linear kernel based on the 
comparison results between testing clip and templates, as 
shown in Figure. 11.  

 
Figure 11.   Template based adaptive kernel SVM 

The whole method can be described as following steps: 

1) Papre training and testing dataset from 𝑊 
2) Training two SVM model with Linear and RBF kernel, 

denoted as 𝑀𝐿 and 𝑀𝑅 
3) Based on the testing results, select top 10 clips’ features 

set for each model and take them as templates sets, denoted as 
𝑇𝐿 and 𝑇𝑅 

4) For a testing clip feature 𝐹′, calculate the distance 𝑑𝐿 
and 𝑑𝑅  to the two templates sets respectivelly. Then 𝑑𝐿 =

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐹′,𝑇𝐿)  and 𝑑𝑅 = 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐹′,𝑇𝑅) , where the 
Distance() function is the Hamming distance method[22]. 

5) If(𝑑𝐿 > 𝑑𝑅) Select 𝑀𝐿 as predicting model for the clip. 
          else select 𝑀R 

VI. EXPERIMENTS 

This section introduces some experiments to evaluate the 
proposed framework and show the advantage of the template 
based adaptive kernel SVM method. For the convenience of 
comparative assessment, a user experiment was conducted to 
establish the ground truth which each movie clip is labeled with 
user votes as the measurement of highlight level. 

A. Proposed databse 
The user experiment is set up as follows. The audiences are 

70 undergraduate students with 30 females and 40 males who 
have received detailed instructions of how the experiment is 
conducted. During the experiment, each user is asked to watch 
these 350 movie clips on a computer screen and vote for those 
clips whether he/she enjoys it. As a result, votes of movie clips 
range from 0 (nobody votes for it) to 70 (everybody votes for 
it). 

The clips mentioned above are manually chosen from a 
total of 20 movies listed in Table 1 with four major movie 
genres including action, horror, war and disaster. Each genre 
contains 5-6 movies and there are about 15-18 clips are chosen 
from each movie. The movie clips varies from a minimum of 
40 seconds to a maximum of 2 minutes in length. Figure. 12 
shows the key frames of these movies.  

 
Figure 12.  Key-frames from the testing database 

TABLE I.  MOVIES IN THE DATABASE 

No. Movie Names Genres 
1 Red (2010) Action/Comedy 
2 Mission: Impossible III(2006) Action/Thriller 
3 Live Free or Die Hard (2007) Action/Thriller 
4 Gladiator (2000) Action/Drama 
5 Terminator 2: Judgment Day (1991) Action/Sci-Fi 
6 The Day After Tomorrow (2004) Disaster/Sci-Fi 
7 Twister (1996) Disaster/Drama 
8 Titanic (1997) Disaster/Romance 
9 The Perfect Storm (2000) Disaster/Drama 
10 2012 (2009) Disaster/Family 
11 The Silence of the Lambs (1991) Horror/Crime 
12 Silent Hill (2006) Horror/Thriller 
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13 The Shining(1997) Horror 
14 Final Destination (2000) Horror/Thriller 
15 Alien: Resurrection (1997) Horror/Sci-Fi 
16 Black Hawk Down (2001) War/History 
17 The Lord of the Rings: The Return of the 

King (2003) 
War/Action 

18 Troy (2004) War/Romance 
19 Brave heart (1995) War/History 
20 Saving Private Ryan (1998) War/History 

The criterion of choosing clip is selecting those clips whose 
highlight level rang from low to high averagely. Finally, there 
are 596 clips. Figure. 13 shows the sorted user vote’s histogram, 
it can be observed that the database contains clips with 
different highlight levels. The clip database will be published 
very soon. 

Figure 13.  Statistic histogram of user votes which have been sorted. 

B. Experiments on the proposed databse 
To show the advantage of the proposed method in this 

paper, experiments with single kernel SVMs and proposed 
method are compared. 

To train the single kernel SVM, 426 clips are selected 
randomly from database, half of them are training data and 
others are testing data. According to the results, the top 10 best 
result clips are selected as templates. Then the other 170 clips 
are tested by using the RBF kernel SVM, linear kernel SVM 
and the proposed method. Table 2 shows the statistic error 
results of linear kernel SVM, RBF kernel SVM and proposed 
method. The average error between predicted value and the 
ground truth is employed as evaluation criterion. 

TABLE II. COMPARISION RESULTS OF THREE METHODS 

Error 
Range 

Linear RBF  Proposed 
Clips 

Amount 
Average 

Error 
Clips 

Amount 
Average 

Error 
Clips 

Amount 
Average 

Error 
(0, 10] 80 4.509 86 5.033 114 4.365 
(10,20] 49 15.137 52 14.559 38 14.756 
(20,30] 27 24.537 30 23.165 17 22.923 
(30,40] 9 33.310 1 31.371 0 -- 
(40,50] 2 41.472 1 41.378 1 40.014 
(50,60] 2 55.796 0 -- 0 -- 
(60,70] 0 -- 0 -- 0 -- 
(70,80] 1 86.172 0 -- 0 -- 
Total 170 13.797 170 11.514 170 8.753 

As shown in Table II, it is obvious to see that proposed 
performs better than linear kernel and RBF kernel SVM in 

most cases. When the error value lies in the ranges from 0 to 20, 
the results shows that the proposed method result contains 
more clips than the other two methods, which indicates the 
higher performance of proposed method.   

A snapshot of the results comparison between the ground 
truth and the proposed method is shown in Figure 14. The 
result of the proposed method is very close to the ground truth. 

C. Other Case Study 
To demonstrate the framework proposed in this paper, half 

part (about 55 minutes in length) of the movie Wanted (2008) 
with a total of 110 minutes in length is recruited as an example 
of movie highlights summarization.  

TABLE III. MOVIE TRAILER WITH 53S LENGTH CONTAINING 10 SHOTS 
GENERATED FOR THE MOVIE WANTED (2008) 

No. Snap Shot Description 
1 A Gun is flying from a man 

towards the hero. 

2 The hero is running after a man in 
the train station. 

3 The hero is trying to calm down 
the scared passengers. The scene 
is chaotic as people shout loudly. 

4 A train is running through a gorge 
and suddenly the train stops and 
fells down from pathway. 

5 The hero is seeking for his enemy 
in a train with a gun in his hand. 
Passengers are scared. 

6 The hero is firing around with a 
man's body as shield. Many 
enemies die. 

7 A train is running through a city 
with beautiful night urban 
landscape. 

8 A man is driving a car trying to 
catch up the train, shooting to the 
train at the time. 

9 Someone gets shot and fells into 
the lake, bleeding. 

10 The hero gets back to the base for 
a final battle.  

First of all, the selected movie is sliced into clips and re-
connected by the shot boundary detection method[20]. Those 
movie clips whose length are less than 3 seconds are neglected 
automatically. Second, the mentioned integrated feature cues 
are extracted from each of the clips. Finally, for each feature 
vector, the predicted result is obtained with the template based 
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adaptive kernel SVM model. The top 10 clips with highest 
predicted results make up the final movie highlights 
summarization, as shown in Table III. 

VII. CONCLUSIONS AND FUTURE WORK 

In this paper, we built a clip database with user votes for 
their highlight level, and then a novel template based adaptive 
kernel SVM framework is introduced to ranking move clip 
highlight level by using six visual feature cues. These features 
are combined together via time warping and PCA to represent 
the characteristics of a given movie clip. Experimental results 
have demonstrated that the proposed framework is effective in 
ranking movie clips and producing movie highlight 
recommendation. 

Further studies will be conducted to enlarge the proposed 
clip database and improve the performance of proposed 
algorithm by using deep learning method. 
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Abstract

The MADCOW annotation system supports a notion of
group, facilitating focused annotations with respect to a do-
main. In previous work, we adopted ontologies to represent
knowledge about domains, thus allowing more refined an-
notations to a group, and discussed how the use of ontolo-
gies facilitates the formulation of semantically significant
queries for retrieving annotations on specific topics. We
now expand on previous results and study two new types of
measures to identify matches between users’ interests and
groups: Degree Centrality, developed for social networks
to assess the quality of concepts in an ontology, and URL
concordance, indicating the similarity of interests among
users who annotate the same pages.

Keywords: Web annotation, Matching, Class Match Mea-
sure, Degree Centrality Measure.

1. Introduction

Collaborative activities require that some common ter-
minology be established among agents possibly conven-
ing from different backgrounds and focusing on different,
though related, tasks. In general, even in cross-disciplinary
endeavours, collaboration among users is focused on some
domain for which specialised terminologies may have been
defined. In the last 15 years, ontologies have become the
modeling technique of choice for characterising the con-
cepts relevant to a domain, so that every project requires,
albeit implicitly, agreement on the content of some do-
main [13], or even local [10], ontology.

From a different perspective, and notably based on tech-
nologies relative to the so-called Web 2.0, forms of addi-
tion of personalised content to publicly available documents
have become ubiquitous, ranging from simple tags to on-
the-fly linking of existing material, to the production of new
texts or sketches, while allowing the automatic capture of
contextual information. In particular, the MADCOW sys-

tem [4] provides an integrated access to all such techniques,
and to the results of annotation processes, in the form either
of local popups showing existing annotations or of dynami-
cally generated pages incorporating all the added material.

Annotations produced by a user while perusing a doc-
ument, or embedded in the document itself, as well as the
documents generated from their integration, can then be-
come the basis for collaborative activities, on which other
users can integrate information, question or revise exist-
ing annotations, and establish links with other information
sources [3]. Such a progressive addition of new informa-
tion differs from collaborative construction of documents,
as it allows other users to read the development of any on-
going discussion, rather than only its final result, while all
the time preserving the integrity of the original document,
which might be owned by third parties.

In this open setting, clusters of annotations (and authors)
on specific topics emerge; at the same time, repeated col-
laborative activities lead to the formation of groups of an-
notators with common interests, or who cooperate to realise
some tasks in some specific domain. However, some prob-
lems arise in the creation of groups, if one needs to find fel-
low annotators or to look for groups relevant to his or her in-
terests. Indeed, manual investigation of the topics of candi-
date groups or of existing annotations becomes rapidly un-
wieldy as the number of groups or of annotators increases.

In [1, 2, 14] we proposed automatic groups-users match-
ing as an alternative to manual search of groups to join (or
of users to invite in a group): Group owners (users) are
now presented with ranked lists of relevant users (groups).
Experimental tests showed that automatic suggestions sig-
nificantly reduced the time spent in looking for proper
choices [2]. At the basis of the matching process is the asso-
ciation of groups with ontologies whose concepts (used as
terms) are representative of the group objectives [6]. Terms
can be recognised as significant by users, and searched for
and manipulated by suitable services [7, 12, 24, 26], while
annotations can be endowed with a set of tags to represent
the intention behind them.
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In this paper, we improve the groups-users matching pro-
cess by integrating it with information about the structure
of the ontology itself and by considering the actual con-
tents on which the annotation was performed. In partic-
ular, we overcome some limitations of the Class Match
Measure (CMM) from previous works [1, 2], which, al-
though providing meaningful results, depends on a single
term-ontology matching, and does not consider the relations
among the ontology concepts that match the terms provided
by the user. Hence, we turn to social networks analysis
where centrality measures consider the roles played in the
network topology by a given node or set of nodes. Graph
Degree Centrality (DC) [11, 8] is used here, in a slightly
modified version, so that the system computes the central-
ity of the maximum subgraph that could be formed from the
provided terms against a given ontology.

We also propose a measure based on the annotated
URLs, following the observation that different users anno-
tating the same specialised Web sites usually share the same
interests. Discovering that fellow annotators already belong
in some group could encourage others to become members.
On the other hand, group owners can look for users who
systematically annotate websites which are targets of anno-
tations for many group members.

We report on a pilot test comparing the use of CMM and
DC to assess whether consideration of an ontology topol-
ogy improves the quality of matching. We also compare the
ontology-based and URL-based matching processes.

After considering related work in Section 2, we intro-
duce relevance measures and discuss their use in Section 3,
also sketching the storage of ontologies. Section 4 presents
an applicative scenario, with experimental results discussed
in Section 5, and Section 6 concludes the paper.

2. Related work

Ontologies were proposed by Paralic and Kostjal as rep-
resentational schemes for domain knowledge to enhance the
retrieval process, in comparison with the vector and the la-
tent semantic indexing models [21]. In [5] a retrieval agent
is described, providing access to information from multiple
domains based on domain ontologies and users’ interests.

Both [23] and [9] apply similarity measures and ontolo-
gies to match job-seekers and job offers based on descrip-
tions of the skills respectively owned and required.

Sentence similarity based on semantic nets and corpus
statistics is treated in [17], with reference to very short –
one sentence long – texts, and taking into account implied
semantics and word order information. In [22], similar-
ity relevance is extended to include the relations between
completely different resources. They propose a methodol-
ogy to measure semantic relevance between resources based
on ontological representations, taking into account different

meaningful relations.
Centrality measures have been used to assess the rele-

vance of an ontology to a collection of terms. In [20], group
centrality is used to aggregate journals into disciplines in a
co-citation network. In [27] a topological centrality mea-
sure is proposed, and compared with other centrality mea-
sures, to discover communities in complex networks and to
construct the backbone network.

In [15], the benefits of applying Social Network Analy-
sis to ontologies and the Semantic Web are illustrated. They
discuss how different notions of centrality describe the core
content and structure of an ontology, and illustrate the in-
sights provided by centrality measures such as degree, be-
tweenness and eigenvector on two ontologies (SWRC1 and
SUMO2) which are different in purpose, scope and size.

In his work, Freeman [11] defined DC for a whole graph
by considering the in-degree and out-degree for each node
in the graph. We are using the same definition here, but with
an extension to consider two types of node relation: Part-of
and Similarity. For terms not involved in the subgraph, we
use the simple definition of DC. We here adopt DC to as-
sess the relevance of existing domains (represented by sets
of terms) for a given group. The same measure is also used
to match domains with users (represented by their annota-
tions) in order to recommend groups to users and users to
groups. This work represents a continuation of the works
presented in [1, 14, 2] where ontology-based groups-users
matching was introduced and its mathematical basis given.

3. Relevance Measures

We introduce some definitions preliminary to the de-
scription of the role of ontologies for MADCOW groups:
(1) Domain: a unique name designating the area of knowl-
edge to which an ontology refers. (2) Concept: the name
associated with a node. (3) Lexemes: lexicalisations of
some concept. (4) Terms: lexicalisations provided by a
group owner to characterise the intent of group creation.
(5) Tags: lexicalisations provided by a user to characterise
an annotation content. After describing the creation of the
ontology repository used in our experiments, we illustrate
the use and implementation of two independent relevance
measures for proposing group-user associations.

3.1. Ontologies Repository

A repository of 40 ontologies was created extracting data
from the BabelNet Ontology3. BabelNet is a multilingual

1http://ontobroker.semanticweb.org/ontologies/swrc-onto-2001-12-
11.oxml

2http://www.ontologyportal.org/
3htpp://babelnet.org
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encyclopedic dictionary, with lexicographic and encyclope-
dic coverage of terms, and a semantic network connecting
concepts and named entities in a very large (more than 9
million entries) network of semantic relations, called Babel
synsets. Each synset represents a concept and contains all
the synonyms which express that concept in a range of dif-
ferent languages. Synsets are obtained from the automatic
integration of WordNet and Wikipedia [18] and a JAVA API
helps in the data extraction process [19].

A Java application for ontology extraction was devel-
oped, which takes a domain (which will provide the ontol-
ogy name) as argument, starts identifying the top BabelNet
synset for that domain and then visits the related synsets re-
cursively, increasingly adding concepts to the ontology un-
der construction. In the current implementation, we stop
recursion at level 34. For every visited synset, its ID, URL,
lexemes, MAP (the set of related synsets), and the types
of relationships with these synsets are extracted and saved
in MySQL tables. In the experimental tests in our previ-
ous works, 6 ontologies generated by OntoLearn [25] were
used, structured as trees with concepts as nodes and edges
labelled by the IS-A relationship. Here, we build ontologies
as directed graphs with 4 different concepts relationships:
Subclass, Superclass, Part-of and Similarity. Fig. 1 shows
a fragment of an Entity-Relation diagram for the ontology
repository, while the following schematises the JAVA code
used to create the repository. For simplicity, we do not show
here the structural features of the Ontology class corre-
sponding to those shown in Fig. 1.

Ontology ontology = new Ontology(name);
Concept concept = createConcept(name, new BabConn());
ontology.addConcept(concept);
ontology.buildOnto(concept.getLinkedConcepts(), 3);
saveInDataBase(ontology);

Concept createConcept(String title, BabConn babelNet){
ID = babelNet.getSynsetID(title);
URL = babelNet.getSynsetURL(ID);
lexemes = babelNet.getLexemes(ID);
linkedConcepts = babelNet.getLinkedConcepts(ID); }

class Ontology{
....
public buildOnto(List<Concept> linkedCpts, int level){
if(level==0) return;
else {
List<Concepts> leaves = new ArrayList();
for(Iterator it = linkedCpts.iterator; it.hasNext)){
Concept concept = (Concept)(it.next());
this.addConcept(concept);
leaves.add(concept.getLinkedConcepts());}
this.buildOnto(leaves, --level); }}}

4Matching computation time increases with the existence of more on-
tologies and more levels within each ontology. However, executing the
matching itself is not a frequent process. Future work will include a study
for minimizing matching computation time.

Figure 1: A fragment of the Repository Schema.

The construction of instances of Concept exploits a
babelNet object to provide access to BabelNet, retrieving
all the data related to a concept, according to the schema in
Fig. 1. After a new ontology is created and an initial con-
cept added, it gets populated by recursively following the
concepts linked to the concepts in BabelNet corresponding
to those already included in the ontology. The first invo-
cation of buildOnto has as argument the collection of
concepts linked to the first one. The recursive invocations
follow the links up to the indicated level of depth, here fixed
to 3. The member function getLinkedConcepts re-
trieves the concepts (if found) having relations: Subclass,
Superclass, Part-of and Similarity with the concept being
processed. Finally, saveInDataBase saves the whole
ontology in the database according to the relations and prop-
erties present in Fig. 1.

3.2. Ontology-based measures

We start by describing the two distinct measures used in
MADCOW: Class Match and Degree Centrality.

3.2.1 Class Match Measure

The Class Match Measure CMM (exact and partial) evalu-
ates the coverage of an ontology for a given set of lexemes.

Definition 1 (Class Match Measure). LetC(O) be the set of
concepts for an ontology O, LO(c) the set of lexemes for a
concept c ∈ C(O), and T a set of lexical items. Let token :
Lex × Lex → B be a function such that token(x, y) is
true iff y is a subword of x and false otherwise, where
Lex is the set of all possible lexicalisations. Then a Class
Match Measure for O and T is a function CMM(O, T ) =
αE(O, T ) + βP (O, T ), with α > β, α+ β = 1, and5:

I(c, t) =

{
1 if ∃l ∈ LO(c)[l = t]
0 otherwise

E(O, T ) =
∑

c∈C(O)

∑
t∈T I(c, t)

J(c, t) =

{
1 if ∃l ∈ LO(c)[token(l, t)]
0 otherwise

P (O, T ) =
∑

c∈C(O)

∑
t∈T J(c, t)

5We have empirically determined α = 0.6, β = 0.4
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E(O, T ) and P (O, T ) are called exact and partial
matches between O and T , respectively.

3.2.2 Degree Centrality Measure

According to [16, 20, 27], the Degree Centrality Measure
(DC) quantifies the importance of a concept in an ontology
with respect to its number of connections, viewing the on-
tology as a directed graph. We adapt this definition to pro-
vide a measure of the relevance of an ontology for a group,
based on the notion of maximal connected subgraph formed
by ontology concepts/lexemes matched to group terms6.
Fig. 2 depicts an ontology as a directed graph, highlighting
its maximal connected subgraph.

Figure 2: Ontology as a directed graph.

Definition 2 (Matched Concepts). Let O, C(O), LO(c)
and T be as in Definition 1; then the set M(O, T )
of matched concepts is calculated as M(O, T ) =⋃

t∈T
⋃

l∈LO(c)

⋃
c∈C(O)H(c, l, t), where:

H(c, l, t) =

{
{c} if ∃l ∈ LO(c)[l = t]
∅ otherwise

Given M(O, T ) the graph MG(O, T ), has the elements
in M(O, T ) as nodes and for each pair of nodes c1, c2 an
edge if the corresponding concepts are linked in O. Then,
for each maximal connected subgraph MCSGi(O, T ) of
MG(O, T ), MCSGi

n(O, T ) is its set of nodes.

Definition 3 (Degree Centrality of Maximal Con-
nected Subgraph). The maximal degree centrality
for MCSGi(O, T ) is defined as DCm(O, T ) =

max(

∑
ch∈MCSGi

n(O,T ) MD−degree(ch)
(n−1)(n−2) ), where n is the

number of concepts in MCSG, MD = max{degree(c) |
c ∈ MCSGi

n(O, T )} is the maximum value for the degree
function, and degree(c) = sub(c)+sup(c)+part of(c)+
sim(c), gives the number of concepts with at least one
relation of type Subclass, Superclass, Part-of or Similarity
with a concept c, respectively.

6In case of several maximal subgraphs, we select the highest DC value.

Definition 4 (Outer Degree Centrality). Given M(O, T )
and MCSGi(O, T ) as in Definition 2, let Qi(O, T )
= M(O, T ) \ MCSGi

n(O, T ). Then DCo(O, T ) =
max(

∑
c∈Qi(O,T ) degree(c)) is the outer degree centrality

of Qi(O, T ).

Finally we define the degree centrality of M(O, T ) as
DC(O, T ) = DCm(O, T ) +DCo(O, T ).

Assuming that ontologies are represented by domains,
groups by sets of terms chosen by their owners and users
by sets of tags used to adorn annotations, we define three
different relevance measures based on CMM and DC.

1. Group-Domain Relevance: This measure sup-
ports groups’ owners in identifying appropriate do-
mains by evaluating CMM or DC, with O the on-
tology associated with a domain and T the set of terms
Tms(g) the owner indicates as characterising group g.

2. Domain-Users Relevance: This measure sup-
ports groups’ owners in identifying potential mem-
bers. Here, O is the ontology describing the domain to
which the group is associated and T is the set Tgsp(u)
of tags adorning public annotations of a user u.

3. User-Domains Relevance: This measure sup-
ports users in identifying relevant groups according to
their interests. The concepts inO are matched with the
set of tags Tgsa(u) = Tgsp(u) ∪ Tgsv(u) adorning
public and private annotations of a user u.

In all these cases, domains or users are then ranked ac-
cording to the relevance provided by the adopted measure.

The following pseudocode7 describes the process by
which we rank the relevance of ontologies from a given set
for a group G represented by its terms for both CMM and
DC. We assume that ontologies is an array whose ele-
ments maintain the information on the different ontologies8.
ln = ontologies.length; ranksCMM = new array[ln] of int;
relevanceCMM = new array[ln] of float;
ranksDC = new array[ln] of int;
relevanceDC = new array[ln] of float;

for(i = 0;i<ln; i++){
relevanceCMM[i] = matchCMM(G.terms,ontologies[i]);
relevanceDC[i] = matchDC(G.terms,ontologies[i]);

}
ranksCMM = computeRanking(relevanceCMM);
ranksDC = computeRanking(relevanceDC);

float matchCMM(gTerms[], ontology) {
exactMatch = partialMatch = 0;
oTerms = ontology.getTerms();
for(i = 0;i<gTerms.length;i++)
for(j = 0;j<oTerms.length;j++)
if(gTerms[i] == oTerms[j])

exactMatch++;
elseif(isTokenIn(gTerms[i],oTerms[j]))

7Some of the functions where not coded due to paper size limit.
8The code uses nested loops to facilitate understanding. Loops are ac-

tually implemented through suitable SQL statements.
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partialMatch++;
return exactMatch*0.6 + partialMatch*0.4;
}
float matchDC(gTerms[], ontology) {
matched = checkMatch(gTerms[], ontology);
connected = checkMaxConnected(matched, ontology);
DC = match(connected, ontology);
rest = matched - connected;
for(j=0;j<rest.length();j++)

DC += degree(rest[j], ontology);
return DC;
}
float degree(concept, ontology) {
return sub(concept, ontology) +

sup(concept, ontology) +
part_of(concept, ontology) +
sim(concept, ontology);

}

Analogous code is used for the other cases.

3.2.3 Example

The following example illustrates the process of matching
a group with two ontologies. Given the fragments of the
Animal and Plant ontologies in Fig. 3 where each node
(concept) has a sample of lexemes close to it (the white
rectangle)9, let us suppose we have a group G with terms
(Living Thing, Organism, System, Body, Grows,
Operations, Adult). We need to check the relevance
of the two ontologies for the group using CMM and DC.

Figure 3: Fragments of Animal and Plant ontologies.

In particular, we obtain: CMM(G,Animal) = (1+1+
1+1+0+0+1)∗0.6+(0+0+0+0+1+0+0)∗0.4 = 3.4
and CMM(G,P lant) = (1 + 1 + 1 + 0 + 0 + 0 + 0) ∗
0.6 + (0 + 1 + 1 + 0 + 1 + 1 + 0) ∗ 0.4 = 3.4.

Based on CMM, we can rank the two ontologies:
Relevance(G,Animal) = 3.4, Rank(Animal) =
1, Relevance(G,P lant) = 3.4, Rank(Plant) = 1,

For the DC measure we obtain:
DC(G,Animal) = (3−1)+(3−2)+(3−2)

(4−1)(4−2) + 2 = 2 2
3 and

DC(G,P lant) = (4−2)+(4−2)
(3−1)(3−2) = 2.5.

with ranking:

9Both fragments are taken from their corresponding ontologies after
being synthesised from BabelNet.

Relevance(G,Animal) = 22
3 , Rank(Animal) = 1,

Relevance(G,P lant) = 2.5, Rank(Plant) = 2

Although the terms for G are more related to the
Animal ontology, we observe that the CMM equally
ranked the two ontologies while the DC ranked Animal
before Plant.

3.3. URL-based measure

This measure is based on the number of URLs annotated
by both group members and external users, under the as-
sumption that such URLs represent shared interests, sug-
gesting potential group members. In [1], we gave a formal
definition of the measure and an example of calculation.
In this work, we include the URL measure in the experi-
mental test to study possible improvements on the results of
ontology-based measures.

4. Working Scenario

A university uses MADCOW as a coordination tool for
its faculty members and students. Taya is a teacher inter-
ested in several subjects related to Computer Science, and
she would like to direct her interests towards a new field re-
lated to robotics. She creates a group titled “Introduction
to Robotics” and browses the existing domains by click-
ing Refer to Domain link, but finds out that no im-
mediately suitable domain exists. Hence, she enters rele-
vant terms such as “robotics”, “intelligence”, “direction”,
“motion” to represent the group intent and asks the system
to suggest related ontologies for this group by clicking on
“Search”. The system looks for the most suitable ontologies
available and generates a ranked list by executing CMM
and DC measures. Taya examines the generated lists and
picks the “AI” ontology and clicks on “Link” to refer her
group to this domain. The concepts in the “AI” ontology
become available for users to tag annotations (see Fig. 4).

Figure 4: Ranked list (partial) of matched domains (and on-
tologies) with terms provided by Taya (CMM and DC Mea-
sures).

Taya invites some users whom she knows might be inter-
ested in her group and they start submitting annotations. Af-
ter a while, Taya clicks on Suggest Members to obtain a
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list of potentially interested users. The system performs the
ontology-based matchings as well as the URL-based one
and shows Taya three ranked lists of users from the various
types of matches, from which she selects and invites users.

Conversely, Daniel has created several annotations re-
lated to different subjects and would like to find interest-
ing groups. From his portal menu, he chooses “Suggest
Groups”. The system matches all his public and private an-
notations to all the available domains, presenting him with
a ranked list of these domains and their associated groups.

5. Experimental Tests

We conducted a pilot test to assess the adequacy of the
ontology- and URL-based measures. 20 Participants (uni-
versity students familiar with MADCOW and employees)
were divided into 3 disjoint sets (7, 7, and 6 respectively).
Participants from the first set created 11 MADCOW groups
and assigned domains for them, then manually invited par-
ticipants from the second set to join the groups (21 invita-
tions were created). All participants in this set accepted the
invitations and submitted annotations to the joined groups
(17 annotations). Participants in the third set submitted pri-
vate and public annotations (28 annotations), all adorned
with suitable tags. We asked participants to annotate a set
of similar websites to check URL matching (for this we
used 10 different websites). Group owners requested the
system to suggest members and invitations were sent (18
invitations). Participants of the third set requested the sys-
tem to suggest proper groups and sent membership requests
(15 requests). After the test, we asked all participants to
fill an online questionnaire about the three measures, the re-
sults being reported in Tables 1 and 2 for owners and users,
respectively, (where G. Asso. stands for group-domain asso-
ciation, M. for member, Presence for presence of irrelevant
ontologies or members, and Absence for absence of rele-
vant ontologies or members). Figure 5 shows data for the
corresponding ontological measures.

Results show a preference for suggestions obtained
using DC over those using CMM, consistently with the
hypothesis that considering relations between concepts in
an ontology can favour the process of identifying suitable
groups or users. Although partial match in CMM retrieves
more results, this could be a source of confusion to some
users, since some of these might be irrelevant.

Table 1: OWNERS’ ASSESSMENT OF MEASURES.
Adequate Presence Absence

CMM G. Asso. 66% 18% 16%
M. Suggestion 76% 22% 2%

DC G. Asso. 82% 2% 16%
M. Suggestion 92% 3% 5%

URL Needed (M. Sugg.) 80%
Not needed (M. Sugg.) 20%

Table 2: MEMBERS’ ASSESSMENT OF MEASURES.
Adequate Presence Absence

CMM G. Suggestion 56% 16% 28%
DC G. Suggestion 86% 9% 5%
URL G. Suggestion Needed 72%

Not needed 28%

Figure 5: Owners’ and Members’ assessment of ontology-
based measures.

To be sure of participants’ credibility in filling question-
naires, and to ensure correctness of relevance calculations
and ranking, we stored (in the background) the ranked re-
sults as well as the choices of the participants in order to
calculate the percentage of participants who chose the 1st
and the 2nd top ranked results (Table 3). Values in the table
appear to be consistent with the data in Tables 1 and 2.

Table 3: 1ST AND 2ND SELECTIONS.
Asso. Users Sugg. Groups Sugg.

CMM 52%, 24% 20%, 30% 45%, 15%
DC 75%, 25% 66%, 16% 75%, 14%
URL 80%, 10% 50%, 16%

Table 4 presents the average times (in seconds) for com-
puting the measures involved in the tests. The reason for the
higher cost of CMM lies in the use of partial matching.

Table 4: MATCHING OPERATIONS AVERAGE TIMES.
CMM DC URL

Domain Asso. 1.13 0.85 —-
Sugg. Users 2.15 1.43 1.25
Sugg. Groups 2.35 0.73 1.36
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6. Conclusions and future work

We have introduced ontologies to represent domain
knowledge relevant to the formation of groups in the MAD-
COW annotation system and realised tools to find matches
between groups and potentially interested users. Tools for
facilitating the retrieval of interested users (or of interesting
groups) are provided based on matches between tags freely
used by submitters of annotations and lexemes contained in
the different ontologies integrated in the MADCOW sys-
tem. Experimental results show that DC is preferred over
CMM for suggestions. In general, DC improved the sug-
gestion process due to its revised list of results compared
with CMM, minimising users confusion in selecting the
most appropriate items. Moreover, the evaluation of CMM
consumes more time than DC, which makes the latter faster
in generating the suggestion lists. Experimental results also
indicate that reference to URLs can further improve results
provided by ontology-based measures.

As future work, we plan to proceed with deeper experi-
mental investigation and to explore possible enhancements
to the adopted measures. An interesting candidate measure
is based on the notion of Clustered Concepts, considering
the number and size of clusters of matched concepts, as
well as their relative closeness, based on the idea that the
ontology with closest concepts is the most relevant.
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Abstract— Crowdsourcing is widely used for solving simple
tasks (e.g. tagging images) and recently, some researchers [9][10]
propose new crowdsourcing models to handle complex tasks (e.g.
articling writing). In both type of crowdsourcing models (for
simple and complex tasks), voting is a technique that is widely
used for quality control [9]. However, we argue that voting is
actually a technique that selects a high quality answer from
a set of answers. It does not directly enhance answer quality.
In this paper, we propose a new crowdsourcing approach that
can incrementally improve answer quality. The new approach is
based upon two principles - evolutionary computing and slow
intelligence, which helps the crowdsourcing system to propagate
knowledge among workers and incrementally improve the answer
quality. We perform explicitly 2 experimental case studies to show
the effectiveness of the new approach. The case study results show
that the new approach can incrementally improve answer quality
and produce high quality answers for non-trivial tasks.

Keywords: Crowdsourcing, Evolutionary Computing, Slow
Intelligence Approach, Quality Control.

I. INTRODUCTION

Crowdsourcing is the practice of solving problems by
combining contributions from a large group or the public.
It is widely used for solving simple tasks (e.g. tagging
images) and recently, some researchers [9][10] propose
new crowdsourcing models to handle complex tasks (e.g.
articling writing). In both type of crowdsourcing models
(for simple and complex tasks), voting is a technique that is
widely used for quality control [12][9][13]. For example,
a crowdsourcing system may ask workers to vote for good
answers, and discards poor ones. In the other words, the
voting approach actually selects high quality answers from a
set of answers that are provided by a group of independent
workers. Hence, the idea of propagating knowledge so as to
incrementally improve the answer quality is lacking.

Evolution is a kind of slow intelligence. It is the process
of incrementally improving quality or achieving a goal in a
given environment, and it is widely used in many different
applications [8][14][11][18]. Theoretically, it is so powerful
that it has the ability to tackle any search space provided that
initialization and variation operators are available [6].

In this paper, we propose a new crowdsourcing approach
that help to propagate knowledge among workers and as a
result, improve answer quality of crowdsourcing task through
evolution. The challenges of building such approach lie in
two aspects: 1) how can the crowdsourcing system model

the process of evolution; 2) how to make the approach to be
easily incorporated in existing crowdsourcing models?

In order to address these challenges, we propose a new
approach based upon two principles - slow intelligence and
evolutionary computing. Under the context of crowdsourcing,
the notion of slow intelligence suggests that quality of answer
can be improved if time is allowed for more workers to work
on the task. However, we argue that solely allowing more
workers to work on a task independently is not enough for
tremendously improving the answer quality as knowledge
is not accumulating. Because of that, we propose a novel
mechanism—the evolutionary feedback strategy—that allows
workers to propagate their knowledge to others without direct
communication (to address challenge 1).

The evolutionary feedback strategy models the behavior
of creature evolution. It gradually eliminates poor quality
answers and only propagates high quality answers to new
workers. Based on the high quality answers, new workers
can generate new answers with higher quality. Therefore, the
answer quality can be improved incrementally without direct
communication between workers. Furthermore, evolution
is a process that, once started, does not need any external
intervention. As a result, users only have to define the task
and objective for the evolution process to start. They do not
need to even define the answer quality function or decide
on how to partition the task, which makes the approach to
be easily adopted by any existing crowdsourcing models (to
address challenge 2).

The rest of the paper is structured as follows: Section II
describes related work and background. An overview of the
new crowdsourcing approach is provided in Section III.
Sections IV describes formally the two computation cycles
for the new crowdsourcing approach. We present 2 detailed
case studies in Section V and VI to show the effectiveness of
our approach. Section VII shares with you our experiences of
this work and Section VIII concludes this paper.

II. RELATED WORK AND BACKGROUND

The work related to this paper falls under 3 categories: slow
intelligence system, evolutionary computing, and crowdsourc-
ing.
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A. Slow Intelligence System

The concept of slow intelligence suggests that the relation-
ship between quality of output and time is a natural trade-
off. An artificial system that follows the slow intelligence
principle can be called an Artificial Slow Intelligence System
(ASIS) [3]. An Artificial Slow Intelligence System consists of
6 important characteristics that are useful for our crowdsourc-
ing model. They are:

1) Enumeration: Given a problem, the system can improve
solution quality as well as the confidence of correctness
by enumerating different possible solutions.

2) Adaptation: Solutions are adapted and improved ac-
cording to the system requirement.

3) Elimination: Poor solutions are eliminated so that only
the appropriate ones are further considered.

4) Concentration: If there exist too many valid solutions
accumulated in the system, the system selects and stores
only the high quality ones, so as to maintain system
efficiency.

5) Propagation: The system is aware of its environment
and constanly exchanges information with the eviron-
ment.

6) Multiple Decision Cycles: The multiple decision cycles
enable the SIS to both cope with the environment and
meet long-term goals.

The concept of slow intelligence is used by some
existing applications. Wang et al [16] propose a slow
intelligence approach for searching appropriate feature
selection algorithms; Dong [4] argues that human intelligence
can be modeled in the slow intelligence framework; Colace
et al [5] propose a network management tool based on slow
intelligence principle and ontology based techniques.

B. Evolutionary Computing

The idea behind evolutionary computing is that given a
population of individuals, the environmental pressure causes
natural selection and hereby the fitness of the population is
growing [6]. It is used to solve many real world problems.
Hu et al [8] use genetic algorithms to solve the problem of
air traffic control in multi-runway systems; Szlapczynski et
al [14] apply evolutionary algorithms and some assumptions
of game theory to solve ship encounter situations; Lima
et al [11] propose a hybrid algorithm which combines
support vector regression with evolutionary strategy for
predictive models in the environmental sciences; Zhang et
al [18] develop an approach and prototype for selecting
optimal material constituent compositions. There are more
developments and applications of evolutionary computing are
not covered in this related work.

C. Crowdsourcing

Crowdsourcing is the practice of solving problems by
combining contributions from a large group or the public.

This process is often used to subdivide tedious work. For
example, the crowd may be invited to experiment with a new
technology, carry out a design task, refine or carry out the
steps of an algorithm, or help capture, systematize, or analyze
large amounts of data.

Crowdsourcing is widely used for completing tasks and
improve computing efficiency. Franklin et al [7] propose
CrowdDB which uses human input via crowdsourcing to
process queries that neither database systems and search
engines can answer. Wang et al [15] propose a hybrid
human-machine approach that finds records that refer to
the same entity. The approach uses machine to coarsely
pass over all data, and crowdsourcing to verify only mostly
likely matching pairs. Yan et al [17] present hybrid image
search queries that use machine to generate candidate query
results and crowdsourcing platform to validate the results.
Bernstein et al [2] present a word processing interfaces that
enables writers to request crowdsourcing workers to edit their
documents on demand. Parameswaran et al [12] consider the
problem of filtering data items based on a set of properties
that can be verified by humans in a crowdsourcing platform.
They develop deterministic and probabilistic algorithms to
optimize the expected cost and error, while our work is
focusing on improving the solution quality without extra
monetary cost.

Kittur et al [9] propose a Map-reduce style crowdsourcing
framework for accomplishing complex and interdependent
tasks. In their framework, users have to explicitly design
their partition, map, reduce, and quality control tasks and
strategies. Kulkarni et al [10] propose Turkomatic, which is
a tool that recruit workers to decompose and solve tasks.
Turkomatic also allows requester to intervene in the middle
of the task.

Although there exist a lot of works about crowdsourcing,
this work is the first one that proposes using the notion of
slow intelligence [3] and evolutionary computing to enhance
the answer quality of crowdsourcing tasks.

III. OVERVIEW

Fig 1(a) is the system architecture of our new crowdsourcing
approach. The main system contains 2 cycles. Cycle 1 is
mainly for solution collection and cycle 2 is for solution
computation and filtering. Cycle 1 contains mainly 2 phases:
adaptation and elimination phase (IV-A and IV-B). The
adaptor collects solutions from workers and transfers them
the evolutionary eliminator; The evolutionary eliminator
eliminates existing solutions and updates the solution
database. For cycle 2, it only contains the concentration phase
(Section IV-D) which helps the system to find out the high
quality solutions.

87



Task DB

Sol. DB

Inter. 
Sol. DB

Worker 
Interface

Adaptor

Evolutionary 
Eliminator

Concentrator

Worker 1

Databases Operators The Public

Worker 2

Worker 3

.

.

.

Task
Task

New Solution

High Quality
 Solutions

Existing Solution Set

Updated Solution Set

Existing Solution Set

Intermediate Sol.

New Solution

Cycle 1

Cycle 2

(a). Crowdsourcing System using Evol. Approach

Task DB

Sol. DB

Inter. 
Sol. DB

Worker 
Interface

Adaptor

Concentrator

Worker 1

Databases Operators The Public

Worker 2

Worker 3

.

.

.

Task
Task

New Solution

New Solution

Intermediate Sol.

Cycle 1

Cycle 2

New Solution

(b). Traditional Crowdsourcing System

Fig. 1. Two different Crowdsourcing Approaches for Quality Control

Comparing to the traditional crowdsourcing approach
(Fig 1(b)), our new approach uses an evolutionary eliminator
to eliminate solution and offer references to new workers
(highlighted in red in Fig 1(a)), which is a form of knowledge
propagation.

IV. EVOLUTIONARY CROWDSOURCING APPROACH

In this section, we formally define the two cycles of
the new approach using SIS operator (+adap=,−>elim−,
and > conc = are SIS operators which are not traditional
mathematics symbols).

Definition 1: [Cycle 1-Adaptation and Elimination]

guard[1, 2] P +adap= (Psol, P
FB
sol ) −>elim− Ssol

where

• P is a crowdsourced problem,
• (Psol, P

FB
sol ) is a pair of solution and feedbacks from a

worker,
• Ssol is a set of qualified solutions, and
• guard[1, 2] is a guard that determines which cycle to

switch to.

The system presents the problem to workers. Then, the system
waits for workers to submit their solutions Psol and feedback
PFB
sol set. After that, the poor quality solutions are eliminated

and only high quality ones Ssol are retained. Finally, the
guard object guard[1, 2] determines which cycle the system

will switch to.

Definition 2: [Cycle 2-Concentration]

guard[1, terminate] Ssol >conc= Sinter
sol

where
• Ssol is the set of solutions after elimination,
• Sinter

sol is set of solution for P that accumulates solution
with score higher than threshold, and

• guard[1,terminate] means if time is up or budget becomes
zero, terminate the system; otherwise, switch back to
cycle 1.

Solutions in the solution set Ssol are used to
compute intermediate solutions. Then, the guard object
guard[1, terminate] determines which cycle the system will
switch to.

Below is the detailed description of each phase in cycle 1
and 2.

A. Cycle 1-Adaptation

In this phase, the system presents the problem P , objectives,
and a set of existing solutions Ssol to workers. Ssol is empty
for the first worker. Then, the system waits for solutions
Psol and feedbacks PFB

sol (e.g. rating of existing solutions)
from workers, where size of |Psol| = 1 and |PFB

sol | is the
number of existing solutions. (We will illustrate the purpose
of collecting feedbacks in Section IV-B.) However, not all
solutions from workers are kept in Ssol. In later cycles, poor
quality subtask solutions will be removed from Ssol based on
our proposed Evolutionary Strategies (in Section IV-B).

B. Cycle 1-Elimination

Given Psol and PFB
sol as input, the system updates the

current solution set Ssol based on the evolutionary feedback
strategy that we propose in Section IV-C. The updated
set of current solution is offered to new workers. If the
requester wants to get an intermediate solution from Ssol, the
guard (guard[1, 2]) allows the system to proceed to cycle 2;
otherwise, the system stays in cycle 1.

C. Evolutionary Feedback Strategy

The evolutionary feedback strategy is inspired by the
process of natural selection, which gradually eliminates poor
genes that do not fit the environment. Here, the goal of our
evolutionary feedback strategy is to preserve solutions that
are useful for new workers to come up with higher quality
solutions.

In short, the system computes a Feedback Score rj and
a new Impact Score Qnew

j for each existing solution in
Ssol after the system receives an solution set (Psol, P

FB
sol )

from a worker. The new impact score (Definition 3) takes
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into account the current impact score, current feedback, and
the historical feedbacks. It also allows users to fine-tune the
formulation by changing the parameter β. More details are
presented below.

After the system receives PFB
sol , the system updates the

current impact score Qcurr
j of each existing solution Solj in

Ssol to the new impact score Qnew
j (The impact score of the

new solution is not updated using Definition 3.).

We define the impact score and feedback score to be:
Let,

• rj be the feedback score of Solj ∈ Ssol,
• Qcurr

j be the current impact score of Solj ∈ Ssol, and
• Qnew

j be the new impact score of Solj ∈ Ssol.

Definition 3: [Impact Score] is the weighted sum of
feedback score rj and current impact score Qcurr

j and it is
only for existing solutions. It is defined as:

Qnew
j = βrj + (1− β)Qcurr

j

,where β ∈ [0, 1] is a user input parameter.

Definition 4: [Feedback Score] is the diminished average
of historical feedbacks FBk

Solj
,∀k = 1...m and the current

feedback FBm+1
Solj

. It is defined as:

rj =

∑m+1
k=1 FB

k
Solj
× k∑m+1

k=1 k

,where m is the number of historical feedback.

In Definition 4, we assume that FBi
Solj

appears before
FBk

Solj
if i < k. Definition 4 intends to take into account

historical feedbacks as the most recent feedback may be an
outliner which does not reflect the quality of the solution.
However, the effect of historical feedbacks should be
diminished with time. That is because the older the feedback,
the less it can reflect the quality of the solution.

After that, the system eliminates all solutions in Ssol that
have score Qnew

j < τ , where τ be a user defined threshold.
The system can also use a top-k strategy, which retains k
solution(s) with the k-highest score(s) Qnew

j .

Since a new solution was not rated and it does not have
Qcurr

j , Definition 3 is not applicable for computing its impact
score. A way to compute its impact score Qnew

j is needed. We
propose to compute the impact score based on the worker’s
rating on existing solutions, the quality of existing solutions
and an improvement factor If .

Definition 5: [Initial Impact Score] is the impact score of a

new solution. It is defined as:

Qnew
j =


min

[[ k∑
j=1

FBm+1
Solj

×Qcurr
j∑k

j=1 FBm+1
Solj

]
× If , Smax

]
when k >0

Smax ×
3

4
when k=0

,where k is the number of task being rated, FBm+1
Solj

is the
current feedback of existing solution j, If ∈ [1, 2] is the
improvement factor, and Qcurr

j is the current quality of the
task being rated.

As workers are offered existing solutions when answering
the task, we propose to take into account the quality of
existing solutions and how much the worker learns from each
existing solutions when we compute the initial impact score of
a new solution. Also, it is expected that a normal worker will
offer a solution with higher quality than existing solutions.

Therefore, we define Qnew
j to be

∑k
j=1

FBm+1
Solj
×Qcurr

j∑k
j=1 FBm+1

Solj

multiplying by If , where If is a constant that represents the
expected improvement of the new solution.

D. Cycle 2-Concentration

Cycle 2 is a cycle that generates intermediate solution from
a set of existing solution. A typical crowdsourcing model has
only 1 solution. However, for our new crowdsourcing model,
there are more than 1 solution. Hence, we suggest requesters
to look for an intermediate solutions that are submitted
recently by workers as recent solutions tend to have higher
quality in the evolutionary approach. After that, the system is
terminated if time is up or budget is used up; otherwise, the
system is switched back to cycle 1.

V. CASE STUDY 1- 2-DAY TRAVEL PLAN

A. Details

A tourist wants to visit Baltimore (Maryland, USA) for
2 days. Based on that, we constructed two crowdsourcing
tasks using our evolutionary approach and the independent
approach. For the evolutionary approach, we present existing
answers for workers to refer to and ask them to rate the
offered existing answers. We calculate the impact score and
feedback score based on Definition 3, 4, and 5 and we set β,
If , and τ to be 0.5, 1.7, and 6 respectively. For the independent
approach, we just ask workers to do the task without offering
any references. In the experiment, we use the same among
of budget (US$1/answer) for both approaches and we provide
below objectives to workers in both approaches:

1) maximize the number of sightseeing spots that she can
visit,

2) maximize the total duration at sightseeing spots,
3) minimize total expenditure,
4) and minimize transportation time.
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B. Results

We posted the tasks to Amazon Mechanical Turk [1] for
3 days and we collected 17 answers from workers for each
approach. After that, we posted the 34 (17/approach) answers
to Amazon Mechanical Turk [1] for workers to rate and we
collected 15 set of answers (each set has 17 rates.).
Answer Quality
Below, we compare the two highest score plans from the two
approaches. Sightseeing spots are in bold letter and details
and information of sightseeing spots are underlined.

1) Evolutionary Approach AnsE:
Day 1 Plan: Enjoy history? Politics? Art? Architecture? Why
not explore all four in one day? Begin your day in Baltimore′s
historic Mount Vernon neighborhood. The first stop is the Wash-
ington Monument and Museum, home of the oldest monument
honoring George Washington. This historic gem was designed
by Robert Mills, architect of the Washington Monument in the
District of Columbia. Next, walk a few blocks to the Walters
Art Museum, where you′ll spend hours admiring collections
from 19th Century American and European Masterpieces to
Greek sculptures. After spending the afternoon sightseeing in the
Mount Vernon district, take the Charm City Circulator (a free
rapid transit bus) to Downtown Baltimore and visit Emerson
Bromo-Seltzer Tower, an architecturally unique historic clock-
tower now used as studio space. Finally, continue on to the
last stop, Baltimore City Hall. The building features fantastic
Second-Empire, Baroque style architecture and is in the middle
of Downtown Baltimore and within walking distance of the
Inner Harbor.
Day 2 Plan: The second day can be spent exploring Baltimore′s
Inner Harbor. This district has a plethora of different tourist
attractions and venues, ranging from the National Aquarium
to the Maryland Science Center to the Port Discovery
Children′s museum. In a single day, you can visit exhibits
which allow experiencing Atlantic Coral Reefs, tropical rain
forests, and even distant planets. After a full day of explor-
ing land, sea and air the Inner Harbor also provides ample
opportunities for sampling local fare. Restaurants like, Nick′s
Fish House & Grill and Mezze, are a famished foodie′s delight.
Most are family-friendly and won′t bust your budget.

2) Independent Approach AnsI :
Day 1 Plan: Baltimore′s Inner Harbor is a gem that cannot
be missed. There is no better place to begin your two-day
adventure. The region boasts several spectacular (and family
friendly) attractions, like the National Aquarium, Maryland
Science Center, and American Visionary Art Museum. All of
these attractions are easily accessible and a short (bus or water
taxi) ride away. You can finish up your day with a delicious
meal at the famed Thames Street Oyster House.
Day 2 Plan: No trip to Baltimore is complete without visiting
Camden Yards. This sports complex actually contains several
venues (Oriole Park, M&T bank Stadium, the Sports Leg-
ends Museum, Babe Ruth Birthplace and Museum, and
Baltimore Grand Prix) and is in close proximity to the Inner

(a) Evol. Approach Day 1 (b) Independent Approach Day 1

(c) Evol. Approach Day 2 (d) Independent Approach Day 2
Fig. 2. Sightseeing Spots and Routes
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Harbor. Enjoy a day at the ballpark and take in a museum tour
in Baltimore′s most famous sports area.

Figure 2 shows the sightseeing spots and routes in above
plans. The total number of sightseeing spots in both plans
are 9 and the length of each route is around 4 miles. Hence,
in term of number of sightseeing spots and transportation
time, both plans are very similar. We believe that it is
because most of the workers offered popular sightseeing
spots in Baltimore. However, it is clear that the plan
produced by the evolutionary approach contains a lot more
details and information (underlined words) about sightseeing
spots than the independent approach. Therefore, this case
study shows that the evolutionary approach produces better
quality solutions while using the same amount of budget
(the average rating of AnsE 8.4 versus 5.3 for AnsI ,
t(14) = 10, p < 0.00001).

90



Trend of Answer Quality
Figure 3 shows the moving average ratings of 3 consecutive
answers. We can see that the moving average rating of
the evolutionary approach has an increasing trend between
answer ID 4 and 10. After that, the moving average rating
drops until answer ID 14. That is because the appearance
of a few poor performance workers. However, the moving
average rating continues to go up after answer ID 14. On the
other hand, we cannot see any increasing trend in the moving
average rating of the independent approach. It is always
between 3 to 5.3. From this case study, we can see that
the evolutionary approach can improve the answer quality
although the existence of poor workers still affect the answer
quality (the average rating of the 17th answer 8.4 versus the
rating of the 7th 6.9 answer , t(14) = 4.841, p = 0.000262;
the average rating of the 7th answer 6.9 versus the rating of
the 1st answer 4.4, t(14) = 5.158, p = 0.000145.).

VI. CASE STUDY 2-OUTLINE FOR AN ARTICLE

A. Details

In this case study, we repeat the quality control experiment,
which requires workers to generate an outline for an article
on Gulf of Mexico oil spill, in [9]. The only difference
is that we only require workers to generate a 4-paragraph
outline in this case study. We compare three approaches-1)the
evolutionary approach, 2)the independent approach, and
3)the map-reduce approach in the quality control experiment
of [9] (Quality Control Section P.46− 47). The evolutionary
approach and the independent approach are the same as
in Section V, except we offer workers with top-2 existing
answers instead of setting τ to 6; the map-reduce approach
asks 5 workers to independently create 5 outlines. Then, the
5 outlines are randomly assigned to 5 different sets of three
outlines (outlines could be in more than one set). Each set
is given to a different worker, who is asked to create a new
outline for the article using elements from the 3 outlines in
his or her set. $1/Hit is used for all three approaches.

B. Results

We posted the task to Amazon Mechanical Turk [1] for
2 days and we collected 10 answers from workers for each
approach. After that, we posted 30 answers to Amazon Me-
chanical Turk [1] for another set of workers to rate and we
collected 15 set of answers (each set has 30 rates.).
Answer Quality
Below, we compare the three highest score plans of the three
approaches.

1) Evolutionary Approach (AnsE):
• Paragraph 1: Introduction

1) WHAT happened? (oil spill)
2) WHERE and WHEN did it happen? (Gulf Coast,

provide specific city and largest city nearest)

3) HOW did it happen? (detailed, concise explanation)
4) WHO or what entity is taking responsibility?
5) Does the local or federal government have anything

to say on the matter?
• Paragraph 2: Ramifications

1) WHO is affected by the oil spill? (What people,
businesses, industries, etc?)

2) HOW are they currently affected? (Are they entirely
displaced? Is this merely a setback? How bad is it?)

3) WHAT will need to happen in order to return this
population to its former status quo? (Details about
clean-up efforts?)

4) WHEN do those in charge of the restoration expect
life will return to normal for the affected population?

• Paragraph 3: Preventative measures
1) HOW MANY oil spills have affected the region in

the past twenty years? (Give brief history)
2) WHAT, if anything, is currently being proposed to

avoid another oil spill?
3) If no preventative solutions are on the table, WHY?
4) If preventative measures are being suggested, by

WHOM? HOW do they plan to implement these
measures?

5) How does the affected population feel about preven-
tative measures being taken? The local and federal
government?

• Paragraph 4: Conclusion
1) HOW will this incident and other recent spills affect

the oil industry as a whole?
2) WHAT solutions are other oil companies or other

regions considering to address the problem of spills
IN GENERAL?

3) Closing sentences, 1-2. Include any unique insights
on the situation that could be derived from the
information already provided.

4) If no insights can be gleaned, end with a quote from
someone affected or someone hoping to rectify the
situation.

2) Independent Approach (AnsI ):
• Paragraph 1: Introduction to the Gulf of Mexico

1) Physical description of the site
a) Depth of shipping lanes
b) Weather patterns

2) Ecosystem of the site
a) Wildlife on the coast and in the ocean

3) Industrial history of the site
a) Overview of shipping industry in the Gulf
b) Growth over time of industry in the regions
c) Major industry other than oil in the Gulf

• Paragraph 2: Overview of oil industry in and around
Mexico

1) History
a) When did oil start being shipped in the Gulf
b) What companies do the shipping, and what is

their nationality
2) Current statistics about oil transport in the region

a) How much oil is transported through the Gulf
each years

b) Where is the oil shipped from
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c) Where is the oil shipped to
d) What is the economic impact of the oil transport

in and around Mexico
• Paragraph 3: The Oil Spill

1) What happened and when
2) Aftermath, and how is it today

• Paragraph 4: Conclusions
1) What is being done
2) What needs to be done
3) How to prevent a repeat

3) Map-reduce Approach (AnsMR):
• Paragraph 1: Introduction

1) The Deep water Horizon was an offshore oil drilling
rig which exploded on the night of April 20, 2010
while working on a well on the sea floor in the Gulf
of Mexico

2) Briefly mention how much damage took place, how
much oil was spilled and how wide of an area was
affected

• Paragraph 2: Explosion
1) Workers had started building a cement casing to

reinforce the well when methane gas shot up from
the well ignited and exploded

2) At least mention who was hurt
• Paragraph 3: Stopping the leak

1) Closing the blowout preventer
2) Drilling a relief well
3) Capping the well

• Paragraph 4: Containing the spill and protecting the shore
1) Use of booms
2) Oil-eating microbes
3) Dispersant
4) Skimmer ships
5) Burning oil slicks

• Paragraph 5: Aftermath
1) The effects of the oil spill of wildlife, tourism,

fisheries, the economy of states affected and other
lingering environmental impacts

2) The negative public perception of British Petroleum
3) In conclusion you can discuss the environmental

impacts still experienced today
4) Whether this disaster has affected the future of

drilling for oil in the ocean

Although answers of the evolutionary approach (AnsE)
and the independent approach (AnsI ) are rated the same by
all workers (Both got average score 8.5 and their standard
deviations are 1.6 and 2 for AnsE and AnsI respectively.),
AnsE is more related to Gulf of Mexico oil spill. We can see
that paragraph 1 and 2 of the AnsI are about some facts of
Gulf of Mexico; paragraph 3 and 4 of AnsI are about the oil
spill event, but they are very brief. Thus, the focus of AnsI is
not totally on Gulf of Mexico oil spill. On the other hand, all
paragraphs of AnsE are about the oil spill event and detailed
thoughts are provided. In order to support this argument, we
posted AnsE and AnsI to Amazon Mechanical Turk [1] and
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we reminded workers to focus more on the contents when
comparing them. For this time, the average rating of AnsE
and AnsI are 8.6 and 4.8 respectively(t(14) = 15.46, p <
0.00001). There are 14 out of 15 workers agree that AnsE
should be rated higher than AnsI and their reasons for rating
AnsI lower support our argument. Therefore, we conclude
that AnsE is actually a better outline than AnsI .

Both the evolutionary approach and the independent ap-
proach offer 4-paragraph outlines while the answer of the map-
reduce approach (AnsMR) is a 5-paragraph outline, which is
slightly derailed from the 4-paragraph article objective. Hence,
the average rating of AnsMR is just 5.13. However, AnsMR

does contain relevant information for writing a 4-paragraph
article on Gulf of Mexico oil spill. More work is needed
for the requester to refine the outline so as to write a 4-
paragraph article. Therefore, we conclude that AnsE is better
than AnsMR in this case (average rating of AnsE=8.5 versus
5.13 for AnsMR, t(14) = 8.836, p < 0.00001).

Also, we believe that we can regard the map-reduce ap-
proach as a kind of evolutionary approach, but with only 1
evolution cycle. In order to support such claim, we asked for
feedback from the anonymous worker who offered AnsMR. In
her feedback, she mentions that she used two offered outlines
and her memory of the event to write the new outline, which
is the same as a 1-time evolution of the outline. Hence, it is
no wonder that the evolutionary approach provides a better
answer than the map-reduce approach as the evolutionary
approach goes through more than 1 evolution cycle.

Feedback from worker who offers AnsMR: I used the
two outlines which were provided; there was a third supposed
outline but it didn’t have any information in it. ...... I did add
one item which was not already mentioned. I added a line about
the need to comment on who was hurt in the explosion. That
just came from my memory though, not an outside reference. I
remembered that some people had died, so I thought that should
be researched and included in the final report. ......

Trend of Answer Quality
Figure 4 shows the moving average ratings of 3 consecutive
answers of all approaches. We can see that the moving average
rating of the evolutionary approach increases with time. On
the contrary, there is no such trend in the moving average
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ratings of the other two approaches. This shows that the
evolutionary approach gradually improves the answer quality
while the other two approaches do not. (the average rating
of the 9th answer 8.5 versus the rating of the 5th answer
7.2, t(14) = 3.87, p = 0.0017; the average rating of the
5th answer 7.2 versus the rating of the 1st answer 3.33,
t(14) = 9.62, p < 0.00001.) Hence, we can conclude that the
evolutionary approach can gradually improve answer quality
and is an effective quality control method for [9].

VII. DISCUSSION

In this section, we would like to share our experiences that
we learn from this work.

A. Limitations of Evolutionary Approach

In above case studies, we demonstrated that the evolutionary
approach can incrementally improves answer quality. Here, we
want to talk about the limitations of evolutionary approach.
Firstly, the evolutionary approach is not useful for a task
with exact answer or which is very easy. For example, if a
requester asks workers to sum up all numbers in a picture, it
is likely that all workers will give the same answer. Secondly,
the number of workers involved in the task cannot be too
small as evolution usually takes many ′′generations′′ to take
effect. Finally, the evolutionary approach is also affected by the
randomness of the performance of workers. The appearance of
a few poor performance workers can affect the improvement
progress. The valley (between Ans ID 10 and 14) in Figure 3
demonstrated this phenomenon.

B. Why is it not a good idea to put all budget on a worker?

It is too risky to put all budget on a worker for an answer
due to the randomness of crowdsourcing workers. If a worker
offers a poor solution, which is not unusual in crowdsourcing,
the requester has to issue another hit for a better solution using
extra budget.

C. How much to pay?

At the very early stage of our case studies, we tried to
offer $0.2/Hit for workers. After 3 days, we got around 7
answers for each approach. Nevertheless, the answer quality
was extremely poor. Most of the answers that we got were
spam, derailed, or very brief. As we expect workers to
spend around 10 to 15 minutes on each hit, we believe that
$0.2/Hit is totally not a reasonable price ($0.8 − $1.2/hr).
After that, we increased the offer to $1/Hit ($4 − $6/hr),
and as expected, we obtained higher quality answers though
poor quality answers still occurred occasionally. Therefore, we
believe that offering a reasonable hourly wage is the first step
to get reliable answers.

VIII. CONCLUSION

In this paper, we propose a new crowdsourcing approach
that incrementally improves answer quality. We also proposed
evolutionary feedback strategy which allows knowledge to be
propagated among workers. Our new approach only requires
requesters to define the task and objective and enter some

simple parameters so it can be easily incorporated into any
existing crowdsourcing systems. Finally, we compare our ap-
proach with independent approach and map-reduce approach
in [9] by performing two case studies-the 2-day travel planning
and writing article outline. The result shows that our new ap-
proach can incrementally improve answer quality and produce
high quality answers.
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Abstract -- A number of accessible RDF stores are populating 

the linked open data world. The navigation on data reticular 

relationships is becoming every day more relevant. Several 

knowledge base present relevant links to common vocabularies 

while many others are going to be discovered increasing the 

reasoning capabilities of our knowledge base applications. In this 

paper, the Linked Open Graph, LOG, is presented. It is a web 

tool for collaborative browsing and navigation on multiple 

SPARQL entry points. The paper presented an overview of major 

problems to be addressed, a comparison with the state of the arts 

tools, and some details about the LOG graph computation to cope 

with high complexity of large Linked Open Dada graphs. The  

LOG.disit.org tool is also presented by means of a set of examples 

involving multiple RDF stores and putting in evidence the new 

provided features and advantages using dbPedia, Getty, 

Europeana, Geonames, etc. The LOG tool is free to be used, and it 

has been adopted, developed and/or improved in multiple 

projects: such as ECLAP for social media cultural heritage, Sii-

Mobility for smart city, and ICARO for cloud ontology analysis, 

OSIM for competence / knowledge mining and analysis.  
 
Keywords LOD, LOD browsing, knowledge base browsing, 

SPARQL entry points. 

I.INTRODUCTION  

The large publication of OD (open data) has opened the path 
for the information sharing. Most of the OD are published by 
governmental organizations, in file formats such as: html, xml, 
csv, shp, etc., and typically provide information that may 
present links to web resources. These links are typically coded 
as un-typed hyperlinks, URLs (Uniform Resource Locators). In 
2006, Tim Berners-Lee published the LD (Linked Data) 
principles [1], as a model to stimulate the process of making 
accessible and sharing data as digital resources on the web and 
from them establishing links with semantically connected 
sources via URI (Uniform Resource Identifiers) [2]. On this 
wave, the data publication moved towards the diffusion of LD, 
opening the path for the construction of LD repositories and 
thus for creating a globally connected and distributed data space 
with integrated semantics. LD are based on documents 
formalized in RDF (Resource Description Framework) [3]. LD 
are mainly designed to be accessed and reused by machines. An 
RDF link leads to a triple putting in relationship two entities. 
For example, Carl knows Paolo, this consists of a subject, a 
predicate and an object or data value, which in turn are 
represented with URI.  Thus, LD as triples can be accessible via 
specific LD Browsers, which allows to follow URI from one 

data set to the model definition and/or to another dataset. 
Predicates, as “knows”, may be specified by using well-known 
vocabulary, such as the FOAF (Friend Of A Friend, [4]) that 
defines aspects and characteristics of people and their relations, 
and many others as mentioned in the sequel. A vocabulary 
defines the common characteristics of things belonging to 
classes and their relations. A vocabulary, also called ontology, 
is defined by using the RDFS (RDF Schema, RDF Vocabulary 
Description Language) or the OWL extension (Ontology Web 
Language). RDF triples can be stored in RDF stores (databases) 
and made accessible via SPARQL [17] entry point to pose 
semantic queries (SPARQL Protocol and RDF Query 
Language, recursive definition) on the RDF store. A network of 
SPARQL services and/or as LD/URI allows the creation of a 
network of LD, thus contributing to the construction of a global 
data model, which is the Linked Open Data, LOD [2].   

In general, SPARQL queries are quite complex to be 
composed since their formalization strongly depend on the 
ontological structure of the RDF store model and the 
relationships among entities. This fact constraints the users to 
study the ontology in terms of entities and their relationships, 
also taking into account the external definition in terms of 
ontology segment, vocabulary, etc.   

As an alternative, third parties LD search facilities based on 
keywords are also provided such as the semantic web crawler, 
such as Sindice.com [5]. Others solutions provide support to 
search on the semantic web via URI/LD. Other tools allow 
federating queries among multiple SPARQL entry points (RDF 
stores) have been proposed such as via Semantic Web Client 
Library [6]. This approach is typically applied for searching 
complementary aspects and composing the results in a unique 
semantic model.  

Therefore, the complexity of accessing and using RDF 
stores and specifically LOD accessible via SPARQL entry point 
is limiting their usage. The understanding of LOD structure by 
using LD browsers is not an easy task and is also limited, since 
in most cases those browsers represent reticular relationships of 
LD with simplified tables and pages. 

In the literature, to cope with the above mentioned 
problems, a large number of tools to edit and browse ontologies 
and knowledge bases have been proposed [7]. Most of them 
allow the editing of RDF stores and represent the entities by 
using hierarchical structures. A number of tools have been built 
on Protégé ontology editor [8]. Among the available tools, only 
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a few of them present a visual representation of the RDF store 
directly accessing to the SPARQL entry point. iSPARQL [9] is 
powerful tools that allow to access to an RDF repository via a 
SPAQRL query that can be visually represented and extended. 
On the other hand, the representation of results is still in tabular 
form and the navigation among relationships of the identified 
entities is very complex for who do not know the ontology 
structure. A number of tools for visual definition of SPARQL 
queries have been proposed, as Konduit [10], NITELIGHT 
[11].  

Gruff application allows the visual composition of semantic 
queries grounded on Allegro Graph. Gruff generates the 
SPARQL query for accessing the entry point. The usage of 
Gruff should accelerate the learning of SPARQL language, 
while the complexity of usage is quite high. Gruff is a local 
application and includes capabilities for RDF storage browsing 
and analysis. A different approach has been taken by gFacet 
[12], which proposed a tool for posing interactive queries on a 
SPARQL entry point and obtaining interactive faceted results 
that can be used to refine the queries. Almost all the above 
mentioned tools are applications that need to be downloaded 
and installed. On the other hand, LodLive service is a web 
based RDF browser based on data graph representation 
(http://lodlive.it) [13]. It allows to access at LD and to single 
SPARQL endpoints. LodLive provides a user friendly user 
interface for browsing and navigation on the RDF entities 
starting from a specific URI. Once chosen the data sets and the 
URI, the representation of the accessed entity is based on circle 
surrounded by a number of small circles that can be accessed to 
expand the relationships. 

On the other hand, none of the above mentioned LOD 
browsing data tools allow to fully exploit the nature of LD/LOD 
by expanding their rendering and navigation on multiple 
SPARQL entry points, and only LodLive is accessible via web, 
and present relevant limitations.  

In this paper, Linked Open Graph, LOG, is presented. 
LOG.DISIT.org is a web based application for collaborative 
browsing and navigation into multiple SPARQL entry points 
(RDF stores). The LOG tool is web accessible and it is also in 
use to create the Social Graph in ECLAP social network as an 
embedded tool: http://www.eclap.eu [14].  

The paper is structured as follows. In Section II, the main 
aspects of browsing into RDF stores are presented. Section III 
presents a comparative analysis of SPARQL visual browsers. It 
includes aspects to access and query, relationships among 
entities, general manipulation, URI details, and non-functional 
requirements. The comparison is used to put in evidence the 
main innovations of the proposed Linked Open Graph, LOG as: 
(i) management of multiple SPARQL entry points, (ii) saving 
and sharing of RDF graphs via web, (iii) learning and 
inspecting RDF graphs. Section IV presents some details about 
the computation of the LOG graphs and some larger and more 
complex example. Conclusions are drawn in Section V.   

II.RDF STORE AND EXTERNAL LINKS 

The example reported in the introduction “Carl knows 
Paolo” consists of a subject, a predicate and an object or data 
value. These elements, in turn are represented by using URI. 

The “knows” property may be defined to have as domain and 
range from class foaf:Person (from FOAF, [4]). Using this 
information, it can be inferred that both Carl and Paolo belong 
to the class foaf:Person. Moreover, the vocabulary states that 
class foaf:Person is a sub class of the more general class 
foaf:Agent, thus both Carl and Paolo belong to class foaf:Agent. 
The OWL version 2 language proposed by W3C allows 
defining disjunctive classes, union and intersection of classes, 
functional properties, symmetric, transitive properties, 
minimum and maximum cardinality of the associated elements 
of a property and other features. SPARQL language has been 
designed to query information on reticular structured 
information based on triples, and uses advanced algorithms to 
match portions of the RDF graph with a specified template. For 
example, the following query lists all the names of people that 
Carl knows indirectly through one or more other persons: 

SELECT ?n WHERE { 
?p1 foaf:mbox <mailto:carl@unifi.it>. 
?p1 rdf:knows+ ?p2. 
?p2 foaf:name ?n. 
} 

Different data sets may be defined by exploiting 
vocabularies (ontology segments) for defining properties and 
classes such as: 

 foaf:knows, foaf:Person [4];

 OTN: [18] an ontology of traffic networks that is more or
less a direct encoding of GDF (Geographic Data Files) in
OWL;

 dcterms: [19] set of properties and classes maintained by
the Dublin Core Metadata Initiative as dc:title;

 vCard: for a description of people and organizations [20];

 wgs84_pos: vocabulary representing latitude and longitude,
with the WGS84 Datum, of geo-objects [21].

Moreover, different RDF stores may be connected each 
other since they share common vocabulary or since one RDF 
store may refers with its links/URLs to other stores. Those links 
could be established after a process of data enrichment. For 
example, to connect the names of a well-known painter into a 
museum representation with the painter’s biography which is 
present on dbPedia [22].  On these bases, a number of SPARQL 
entry points to access at RDF stores are accessible such as: 
dbPedia [22], Europeana, LinkedGeoData, British Museum, 
Cultural Italia, Open Link LOD Cache, Linked Movie Data 
base, Getty vocabulary. A list of SPARQL end points can be 
found on http://www.w3.org/wiki/SparqlEndpoints. 
In addition, it is also possible to join two entities defined with 
different URI with a property owl:sameAs.  

III.ANALYSIS  OF LOD GRAPH VISUAL BROWSERS 

As described in the previous sections, the visual browsing of 
SPARQL entry points can be very useful for analysing the RDF 
store reticular structure, that is at the basis of the ontology and 
the related instances of predicates contained, the knowledge 
base. The users may use the LOD graphical viewers and 
browsers to (i) create RDF representations and models, (ii) save 
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them and share with other colleagues as a basis of discussion, 
(iii) learn about how SPARQL queries are created. On top of 
these SPARQL graph viewers, reasoners on different aspects 
can be provided, to make analysis about geographical and 
geometrical relationships, temporal relationships, etc. 
Moreover, different SPARQL versions provide limited 
capabilities in executing queries, such as problems counting 
elements, etc. Therefore, despite the first impression, the 
representation of an RDF reticular structure and thus its access 
are not a simple neither superficial task. The visual browsing of 
SPARQL entry points is not a simple task, especially if this 
work is performed by a Web Application. Thus, as described in 
the next pages, the LOG.disit.org service is not a simple 
browsing of related resources. In particular, specific algorithms 
are needed to cope with complexity of obtaining and processing 
complex reticular structures with web based applications, 
removing duplications, managing multiple entry points, 
generating complex SPARQL queries, etc.  

In the following section, a number of demanded features 
and related problems are discussed with the aim of presenting 
LOG.DISIT features and comparing them with representative 
state of the art solutions: LodLive and Gruff. The identified 
features have been grouped in a few topics and discussed in 
different subsections: access and query, relationships versus 
entities, general manipulation, URI details, and non-functional 
features. 

III.A Access and Query LD and Stores 

Access and rendering of LD. This means that the visual 
tool should be capable to represent a LD which is publically 
accessible as a URI, providing a set of triples. In Figure 1, the 
rendering of a URI

1
 is depicted via LodLive [13]. The single 

URI is represented with a bubble, and the other small circles are 
links that can be clicked to expand the visualization to other 
LD/bubbles. Filled small circles are outbound links to LD, 
while unfilled small circles are inbound links coming from 
other LDs towards the former URI(a).  

 
Figure 1: URI rendering with LodLive 

 
These LD as RDF stores are accessible for the application or 

discovered by a semantic query to well-known SPARQL entry 

                                                           
1
 http://dati.culturaitalia.it/resource/actor/accademia-dei-

georgofili  

points. The small circles represent properties of the bubble, and 
some of them (presented in black) have coded letters as: “t” as 
types, “s” as owl:sameAs, “b” as blank nodes. The proposed 
rendering implies that the relationships of each single 
bubble/LD are not automatically explored. While their opening 
can be performed singularly and all together with a mouse click 
on the big bubble settings small icon.   

Access and rendering URI from a SPARQL entry point. 
A visual tool for browsing SPARQL entry points extract the 
results by using a couple { URL(i), Q }, where Q is the semantic 
query or an URI. In this case, the tool needs to know both the 
SPARQL entry point of a given store a (an URL, that we can 
identify as URL(a) ), and at least a URI to be searched in the 
store (called here as URI(a) ) to get back the related description 
in terms of triples. In this case, the rendering of the triples can 
be similar to that of Figure 1 (representing the URI and the 
possible identified relationships recovered).  

Managing Entry Points  with different URLs in URI. In 
most cases, the URI(a) may have the same domain of their 
corresponding SPARQL entry point URL(a), but it is not 
mandatory. And thus, the tools have to be capable to accept to 
start browsing from the couple URI, URL having different 
domains. 

Multiple SPARQL entry points. The access and browse to 
a RDF store via the SPARQL entry point is a way to understand 
the knowledge base and the relationships among the included 
entities. In some cases, the entities/URIs (URI(a), URI(b) ) of 
different RDF stores (accessible via different SPARQL entry 
points: URL(a) and URL(b)) may be connected each other. 
Typically, the connections can be via URI representing classes 
of common ontologies and definitions. The visualization of 
graphs associated with URL(a),URI(a) and URL(b),URI(b) on 
the same screen may allow to put in evidence the relationships 
among these two graphs. They may be the basis for (i) studying 
how to integrate different ontologies, for federating different 
RDF storages, (ii) understanding differences and relationships 
among different models, and/or (iii) for creating additional 
connections. For example, by creating an owl:sameAs 
relationship among two entities that represent the same concept 
in two models. In some cases, similar pattern have not been 
intentionally defined by using the same vocabulary since they 
are different for some aspect, while in other context they could 
be the same, otherwise deductions in the knowledge base would 
not take into account all needed facts. 

Making keyword based query. In order to identify a 
starting URI for RDF graph rendering it could be possible to 
pose a keyword-based query on the RDF store. This feature is 
not always available on the RDF store (SPARQL entry points), 
and may be implemented in several different manners. Some 
implementation provide additional full text keyword based 
indexes on Lucene, other simpler solutions provide only 
substring search facility. The keyword based query is typically 
performed on all or specific ontology classes. Some of the tools 
allow selecting the specific class on which the keyword based 
query is performed. Both LodLive and LOG.DISIT provide this 
feature. 

Inspecting entry point for searching classes. Once an 
entry point is identified, it is possible to pose queries to inspect 

96

http://dati.culturaitalia.it/resource/actor/accademia-dei-georgofili
http://dati.culturaitalia.it/resource/actor/accademia-dei-georgofili


it to search for major classes. Thus, a textual search can be 
performed on the instances of one or more of those classes, in 
order to get back a list of entities/URI from which the graph 
visual browsing can start. This feature is quite difficult to use 
since the selection of the class(es) on which the search is 
performed may imply a certain knowledge about the ontology 
modelled in the RDF store of entry point.  

III.B Relationships among entities 

Showing relationships, turning them on/off, singularly 
and/or for category. Once the first URI (the bubble in Figure 
1) and related URIs are shown several relationships may be 
present in the graph, maybe hundreds or thousands, see Figure 2 
from LOG.disit on dbPedia for URI related to Florence, Italy (it 
has been searched by a keyword based query on dbPedia 
SPARQL entry point, and thus it works when dbPedia entry is 
alive). Some of the relationships may be recursive (classes 
defined in term of their self); other are quite frequent and 
multiple, such as: owl:sameAs, subject, type. These should be 
marked or treated in different manner (as in the case of LodLive 
mentioned above). In any case, the users should be enabled to 
turn on/off some of the relationship categories to make the 
graph more readable and focussed on the entities and 
relationships under analysis. A LOD graph for an URI can 
present hundreds of different relationships kinds, and may be 
millions of triples to instances. Therefore, the usage of one line 
for each relationship kind is preferable to have a link for triple. 
The possibility of disabling relationship categories would 
shorten and simplify the analysis, as in LOG.DISIT.  

 
Figure 2: Florence URI on dbPedia, via LOG.DISIT, providing 364 elements: 

237 entities and 127 multiple relatioships (red circles).  

Moreover, each category of relationship may bring to 
thousands or millions of entities (see Figure 3 for Gruff). For 
example, a library as Europeana has millions of elements, the 
civic number of a national street in Sii-Mobility may be 
thousands, see for example [http://SiiMobility.disit.org, 
http://servicemap.disit.org ]. This complexity has to be 
managed somehow, giving the possibility of accessing to a part 
of them for understanding the model, and to some specific 
relationships among the entities involved: for example by 
posing a specific query or faceting directly from each single 

entity [12]. In some cases, the instances can be easily hidden 
from the graph disabling specific relationships of instance of. 

Representing relationships. In the rendering of the RDF 
graph, a large number of entities (URI) and the relationships 
among them may be present. In most cases, the URI may have 
1:N relationships that should be represented in different manner 
(some of them are very frequent such as owl:sameAs, type, or 
those that bring to a blank node). The high number of graphical 
elements can be reduced allowing closing/opening, 
expanding/compressing relations, filtering some relationships 
from the visualization (i.e., limiting the rendering to selected 
relationships) and may be also graphically representing entities 
and relationships by using coded styles.  

 
Figure 3: URI on a dbPedia segment, via Gruff. 

On this regard, LodLive and Gruff assign a different colour 
to each URI according to their type (see Figure 3). When 
multiple types are present the colour can be determined by the 
first one, and thus the assignment may be misleading. In 
LodLive the color code is not constant so that at each graph 
reload the same graph may present totally different colors. A 
different approach could be to assign different icons according 
to their type, as in LOG.disit, and adopted in ECLAP social 
graph [14].  

     Discovering inbound/outbound relationships, URI 
and queries. At each URI a number of semantic queries can be 
associated with, for example, to recover the relationships: 

(A) towards other entities (outbound, as subject in Gruff), it can 
be used: 

SELECT ?object ?property WHERE {   
<http://dati.culturaitalia.it/resource/actor/accademia-dei-
georgofili> ?property ?object. 
FILTER(isURI(?object))  
} 

(B) coming from other entities towards the former URI 
(inbound, also called as object relationships in Gruff), it can be 
used: 

SELECT ?subject ?property WHERE { ?subject ?property 
<http://dati.culturaitalia.it/resource/role/isProducedBy>  
 FILTER(isURI(?subject))  
} 
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In some tool, the contextualized text of the query declined for a 
specific entity is accessible. It can be very useful for training the 
users in using the SPARQL and for shortening the data 
exploitation in external applications accessing to the SPARQL 
entry point API.  

The inbound relationships can come from other SPARQL 
entry points, different from the one under inspection. This 
analysis implies to have a list of SPARQL entry points: as 
performed by LodLive and LOG.DISIT. In both cases, the list 
of accessible entry points for the tools is available for selection. 
Therefore, the set of SPARQL entry points allows for each URI 
to make this analysis, see Figure 4 for LOG.DISIT. The 
analysis allows counting the number of relationships in the 
different case, and for each of them to see sample the related 
query performed to get them. The query can be used to get all of 
them. In the case of Figure 4, 6 inbound and more than 5.6 
million of outbound links have been found. In addition, also 
The British Museum is using that entity in about 40 million of 
triples, and dbPedia for more than 4.7 million etc. The 
discovered links can be opened to expand the browsing of the 
RDF graph to internal and/or external URIs, also belonging to 
other and multiple SPARQL entry points such as in 
LOG.DISIT.org, only, using multiple SPARQL rendering. 

     
Figure 4: Results of the relationships analysis for 

http://www.w3.org/2002/07/owl#Thing URI LOG.DISIT.org 
 

Discover paths between URI. As a support to the analysis 
of the RDF graph, the identification of possible paths between 
two identified URI can be very useful. This analysis is a 
complex job to be performed in exhaustive manner for non-
trivial cases, see for example the implementation of Gruff. Once 
identified the possible paths, the user would have to decide to 
see one or more of them according to some criteria.  

Creating triples/relationships. An interesting feature that 
is moving towards the structural change of the RDF under 
analysis would be the insertion of new triples / new 
relationships, as in Gruff. This is possible in several RDF store 
editor and typically not available in browsers since  the new 
triple should be stored somehow and would not be fine to store 
in a third party RDF store, even having the authorisation. 
Nevertheless, the creation of additional triples could be 
interesting to trial model integration among multiple SPARQL 
entry points. 

A number of other features are also associated with the RDF 
relationships such as: the possibility of expanding and closing 
all the relationships, the possibility of counting the number of 

relationships, and the special management of some of them 
owl:sameAs, links to blank nodes. 

III.C General Manipulation 

Undo of the actions performed, “back”. The users may 
manipulate the LOD graph by means of several different actions 
such as opening/expanding URI and/or their relationships, 
turning on/off some relationship, etc. In the RDF visual graph 
manipulation, the possibly of undoing the actions performed 
with a back buttons may be very useful, together with the 
possibility of saving the reached status.    

Save and load LOD graphs. The main aim of graph tools 
for visual browsing RDF stores is the construction of LOD 
graph rendering a situation for study and analysis entities and 
their relationships. The study of knowledge base as well as of 
ontology is frequently a long process in which several different 
navigations and openings are performed to explore relationships 
among the several entities/URIs. Therefore, a very valuable 
feature is the possibility of saving the status of the graph with 
all its linked URIs, and the relationships exploded (taking into 
account their on/off status). This graphical context should be the 
starting point for further analysis and not a simple image 
snapshot. Once saved the RDF graph analysis, it could be useful 
to be reloaded for further elaboration, and/or for sharing it with 
other colleagues in read or read/write modalities, thus enabling 
the collaborative work on the same RDF graph analysis. Only 
Gruff and LOG.DISIT allow saving and loading RDF graphs.  

Share and collaborate on LOD graphs. The RDF graph 
sharing is based on saving the RDF graph on some cloud to 
provide the possibility to share it to other colleagues to make 
changes or simple access at the graph via web. Among the tool 
analysed, only LOG.DISIT provide this collaborative feature on 
LOD RDF graphs. LOG.DISIT allows to share the RDF graph 
as web data on the cloud, in read and read/write modalities. 

Export of RDF graph triples. The export of the RDF 
entities involved in the visualized/pruned RDF graph can be a 
very useful feature for study the model in other tools.  

A number of other features are also associated with the 
general manipulation of the visual graph such as: Re-layouting 
the graph the screen rearranging automatically the graphical 
elements, focusing on an URI (identifying an URI and 
restarting the navigation from that point), zooming and panning 
the graph, centering the graph (moving in the center of the 
graph the original URI).  

III.D URI Details 

URI attributes. A number of attributes/values (literal) may 
be associated with the URI. These data should be accessible 
without involving graph representation.  To this end, a simple 
table with a list of values can be provided as in LodLive and 
LOG.DISIT. Among the possible values, the GPS coordinates 
could be used for positioning the URI on geo-MAP (Map 
allocation of URI).  

URL to resources. An URI in the LOD graph is the 
representation of an RDF entity in the store. On the other hand, 
the original data can be opened in the browser. Moreover, a 
URI may have among its attributes some URL to external 
digital resources. These URL should be accessible for opening 
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the digital resources into the browser or for download. They can 
be files, such as: images, video, documents, web pages, etc. In 
these cases, it can be useful to have the possibility to directly 
Open play resources. 

Representing entities. In complex LOD graph the fast 
identification of URI type is very important. Not all the URIs 
have a relationships with an URI formalizing its type, and it is 
not rare to see an URI with multiple types. The URI can be 
represented by using specific icons on the basis of their: (i) type 
(problems in the case of multiple types), (ii) information and 
attributes (such as some connected image), (iii) specific icon 
associated with the URI (e.g., image of the person for 
dc:author), (iv) specific case, for example to represent the 
Blank nodes.  

III.E Summary of comparison

 Table 1 reports the summary of the performed comparative 
analysis of Section III.  

TABLE 1: SUMMARY OF COMPARATIVE ANALYSIS 

LOG LodLi
ve 

Gruf
f 

Access and Query 

Access and rendering of LD Y Y N 

Access and rendering URI from SPARQL entry point Y Y Y 

Managing Entry Points with different URL in URI.  Y N Y 

Multiple SPARQL entry points Y(10) N N 

Making keyword based query Y Y Y 

Inspecting  entry point for searching classes Y Y Y 

Relationships vs entities 

Showing relationships, turning on/off, singularly or 
globally 

Y(3) Y(2) Y(2) 

Representing relationships (managing complexity) Y Y(4) Y(4) 

Discovering inbound/outbound relationships, URI 
and queries 

Y Y Y(7) 

Discover paths between URI N N Y 

Creating triples/relationships N N Y 

Expand all relationships Y Y N 

Close all relationships Y N N 

Counting number of elements Y Y Y 

“sameAs” management Y Y Y 

Blank nodes rendering Y Y Y 

General Manipulation 

Undo actions performed, “back” Y N Y 

Save and Load LOD graphs Y N (Y) 

Share and collaborative LOD graphs Y N N 

Export of RDF graph triples N N N 

Re-layouting the graph Y(6) N Y 

Focusing on an URI Y Y N 

Zooming the graph Y N Y(8) 

Centering the graph Y N N 

Panning the graph with mouse/finger Y Y Y 

URI Details 

URI attributes (showing info or an URI) Y Y Y(1) 

Map allocation of URI Y(9) Y(9) N 

URL to resources Y Y N 

Open play resources Y Y Y 

Representing entities Y Y(5) Y(5) 

Non Functional 

Web based tool Y Y N 

Embed in web pages of third party service: ECLAP Y N N 

Graph Invoked by URL Y(7) N N 

1. Gruff presents literal attributes of URI as graph nodes, while LodLive 
usies a single aside panel, and LOG multiple frames, thus making simpler 

the comparison among nodes.

2. In Gruff: single and multiple links can be off at the same time, limited
capability in tuning on all links of the same kind in the graph. In

LodLive, links can be singularly turned on/off. The complexity is not 

managed.
3. In LOG, multiple links on/off of the same kind

4. LodLive and Gruff allow opening all or singularly, no middle way or 

precise control. LodLive presents a limited number of elements in some 
cases, and does not inform the user about the applied limitation. 

5. LodLive and Gruff adopt different colours for representing different type 

of entities, and not icons.
6. In LOG.DISIT, the positioning of the entities and relationships is

dynamically performed on the basis of a force model, in some case, this

can be confusing.
7. Gruff provide support to discover inbound/outbound links (as object/as

subject) only taking into account the current RDF store. LOG and

LodLive perform the query on a range of SPARQL entry points (at their 

disposal in some database), while others can be added.

8. Gruff has a powerful zoom and large graph management; on the other 

hand, it is a standalone application in native code. 
9. LodLive provide direct support for placing on a Map the URI if they 

present GPS coordinates. Integration with Map can be performed for 

LOG since the LOG graphs can be opened and recalled by an REST call /
URL. See for example the Http://servicemap.disit.org . 

10. LOG allow the loading of multiple SPARQL entry points and the web

sharing of LOG graph, by sending emails with the links to reload and
manipulate them 

IV. LOG.DISIT.ORG COMPUTING

As described in Section III, the Linked Open Graph, 
LOG.Disit.org, allows opening multiple reticular RDF 
representations starting from different URIs (also called graph 
root) of different SPARQL entry points. All the starting 
URIs/URLs loaded are also listed on top of the LOG user 
interface. The listed URL/URI can be clicked to highlight the 
corresponding root URI.  

Figure 5: Graph reduction process in LOG 

In LOG graph reported in Figure 5 an algorithmic aspects 
related to multiple entry points is discussed. In Figure 5a, the 
1:N relationships (as R0, R1, ..) are represented with a unique 
arc exiting from the sourcing node, N0. Among the visual 
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browsers analysed in the state of the art, LOG.disit is the only 
one managing multiple SPARQL entry points and allowing the 
web collaboration. Circles, as R0, represents the relationship 
and manages the multiplicity (for example towards N1 and N2). 
This approach (adopted in LOG to have only one line exiting 
from the entity per relationship kind), allows managing the 
complexity of large data sets. On the other hand, it computation 
adds an additional complexity in LOG drawing where multiple 
roots may be present.  

In Figure 5a, a LOG case with two roots is presented: N0 
and N8; the two roots share node N5 that holds a double 
multiplicity (belonging to two graphs). When the user closes 
R0, with a double click: the 2 relationships related arcs dotted in 
Figure 5a are deleted. According to that action, a graph analysis 
is needed. The analysis is started by performing a labelling 
process from both roots N0 and N8. This allows identifying all 
nodes that are connected from some root (all except N2, N3) in 
the graph. Thus, the elements which are not connected have to 
be  removed (see Figure 5b), for example: N2, N3, R3 and R2. 
In addition,  shared nodes, such as node N5 lose their 

multiplicity. Figure 5c represents the final results after the 
application of the above described “closure” algorithm, where it 
is evident that some elements passed from one root to the other. 
A complementary operation is performed, when an inbound link 
of a node is opened (for example by using a query similar to 
that obtained in Figure 4), for example, N3 request the opening 
of R3, then a situation similar to Figure 5b can be reached.  

In most cases, the removal of elements does not means to 
delete the elements from the internal graph model, but only its 
hidden from the graph. This approach allow to pass from less to 
more details in a very fast manner, but at the expenses of the 
loading time when data are collected form the remote RDF 
stores 

With the contextual menu on the node/URI, the user may 
perform the analysis of the inbound and outbound relationships, 
or explore all the relationships (see Figure 4). Thus, in the 
browsing and construction of an LOG RDF graph, a number of 
progressive queries are performed. The graph is constructed on 
the basis of the resulting triples obtained from those queries: (i) 
some of the resulting relationships and URIs (nodes) could be 

 

Figure 6: A LOG RDF graph with multiple URI of different entry points, expansion and relationships enabled 
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already present in the graph; (ii) a node may have multiple arcs 
entering and exiting to/from a node. They do not have to be 
drawn more than once; the duplications have to be avoided by 
using an efficient algorithm on the data model since real time 
rendering is needed. Thus, the algorithm verifies every new arc 
to check if it is already included or not; duplicated arcs are 
removed from the model. Then, nodes without arcs are also 
removed. The graph cleaning has to be performed every time 
nodes/URI and relationships/arcs are added or removed. 

From the technical point of view, LOG.disit provides a 
server side application in PHP and exploit on client side: 
Javascript, JQuery, Ajax, and D3 graphic library [15]. 

When the graph related to a URI needs to be created the 
server side script needs to retrieve from the SPARQL endpoint 
the information to depict the node: the type, the label, when 
available the foaf:depiction image, the predicates that are 
associated with the node and for all the nodes that are to be 
represented the type, label and depiction image. To this end, the 
server-side script performs the following numbered steps: 

1. it is requested the rdf:type, rdfs:label and foaf:depiction 
associated with the URI; 

2. it is requested for the URI the number of occurrences of 
each predicate using a query such as: 

SELECT ?p (count(*) as ?c) WHERE { 
  <URI> ?p ?o. 
  FILTER isURI(?o) 
} GROUP BY ?p 

This is performed to have an idea of the complexity of the 
relations with other nodes, it can happen that a node has 
thousands of associations with other nodes and in this case a 
query that gets all the triples where the URI is the subject can 
be unmanageable. 

3. For the predicates that are not too numerous it is 
requested the information of the related nodes and predicates 
with a query as the following:  

SELECT ?p ?o ?l ?t ?d WHERE { 
  <URI> ?p ?o. 
  OPTIONAL { ?o rdfs:label ?l } 
  OPTIONAL {?o rdf:type ?t}  
  OPTIONAL {?o foaf:depiction ?d}  
  FILTER !(?p IN (<…>,<…>)) }  

 

4. for each predicate <P-URI> that is too numerous a 
specific query is performed such as the following: 

SELECT ?o ?l ?t ?d WHERE { 
  <URI> <P-URI> ?o. 
  OPTIONAL { ?o rdfs:label ?l } 
  OPTIONAL {?o rdf:type ?t}  
  OPTIONAL {?o foaf:depiction ?d} }  

to retrieve information about related nodes. 
 

5. the same operations of steps 2, 3 and 4 are performed 
using the <URI> as object and not as subject of the predicate. 

A special case is the one related to blank nodes, generally 
identifiers used to refer to them are valid only for the specific 
document that contains them and thus these identifiers cannot 
be used in later queries to get information about the specific 

blank node. Moreover, if a blank node is used in a SPARQL 
query it is treated as a variable matching nodes. Some RDF 
store solve this problem with specific extensions that are not 
standard and thus are difficult to be used in this context. To 
partially solve this problem we decided to retrieve for blank 
nodes also all the relations of the blank node with other nodes 
and send all this information to the client that needs to manage 
its access. This operation is limited since in case the blank node 
refers to another blank node this one cannot be explored. This 
problem may be solved in a future version using information 
from linked data that should contain all the blank nodes used to 
represent a resource. 

For this reason the query used in the third step is changed 
to: 

SELECT ?p ?bnode ?p2 ?o ?l ?t ?d WHERE { 
  { <URI> ?p ?o.  FILTER isURI(?o) 
  } UNION { 
    <URI> ?p ?bnode. 
    ?bnode ?p2 ?o. 
    FILTER isBlank(?bnode) && isURI(?o) 
  }  
  OPTIONAL { ?o rdfs:label ?l } 
  OPTIONAL {?o rdf:type ?t}  
  OPTIONAL {?o foaf:depiction ?d}  
  FILTER !(?p IN (<…>,<…>, …)) 
}  

that makes a union of the results where the URI is associated 
with another URI and when the URI is associated through a 
blank node. 

IV.1 LOG usage and example s 

Technically, not all ontologies and RDF models and stores 
have been developed by using the same methods since they 
have been developed by different teams, using different styles, 
in different periods, and exploiting different vocabularies. This 
implies that different approaches to model the same entities and 
patterns may be possible, as well as different usage of 
“sameAs”, “equivalent class”, blank nodes, reuse of vocabulary 
and concepts, etc. The LOG can be very useful to understand 
these differences interactively studying the RDF store from 
remote, to learn and to explore the possibility of reusing and 
connecting them each other. The LOG.disit tool, with its 
additional features with respect to the state of the art browsing 
tools, can be a very useful tool for: analyzing RDF stores and 
models, comparing and discovering connections and 
relationships among RDF stores and models, discovering 
eventual problems in accessible knowledge base for their future 
reuse and connection.  

In Figure 6, an example is presented. The upper part of the 
screen reports the controls and the list of roots URIs included 
and loaded in the graph. They have been obtained from: LOD 
of Florence, Sii-Mobility and LinkedGeoData The resulting 
LOG graph reported in the Figure 6 can be accessed (in read 
only mode) by using 
http://log.disit.org/service?graph=3dfae71db76642b6ba23ce7dc
cb12bcf, while the URL for modifying the LOG graph has been 
sent to the email of the LOG graph creator only, that could 
decide to share. On the bottom part of the screen, the list of 
active relationships is reported. They can be turned on/off and 
the whole section inverted. After to have loaded the first URI 
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(Pitti from Linked Geo data) the user discovered relationships 
(similarly to Figure 4) then decided to open the first URI related 
to Pitti, and worked a bit on some aspects to browse 
relationships. Then the decision of searching for Pitti in 
different SPARQL entry points (Sii-Mobility and Comune di 
Firenze) provoked the load of the corresponding nodes. Then a 
number of other nodes have been browsed with the aim of 
comparing the three different representations of the same entity 
discovering other similarities (sadly of unconnected entities) as 
Florence, and related streets. This process helped the user to 
conquer a global and integrated comparison of the aspects 
associated to the same topic in multiple RDF stores.  

Concrete examples have to be contextualized with respect to 
the RDF store directly suggested in the LOG interface as 
follows. In the following other example of LOG.disit usage 
with connected and specialized graphs are reported.  

ECLAP RDF store contains information about content and 
users of the ECLAP social network (http://www.eclap.eu). In 
this case, the LOG could be used to (i) compare the user profile 
graphs of different users, (ii) discover direct and indirect 
relationships among users by searching and calling their entry 
points, (iii) exploring relationships of a single user among its 
several connections with other social network actions and 
elements. The analysis can be focused on producing new 
metrics, new suggestions, and identifying new cause – effect 
relationships. The ECLAP model, via users and content are also 
connected to dbPedia and Geoname. In Figure 7, a study about 
the indirect relationships among two different users is reported. 
Some of the possible relationships have been disabled to focus 
on common favorite content and friendships.  

 

Figure 7: A LOG RDF, indirect relationshipos of two different users on ECLAP.  

OSIM RDF Store contains a model and data related to the 
University of Florence knowledge, including all structures, 
research lab, researchers, their publications, relationships 
among them, related competences of people and structures and 
thus a taxonomy of concepts and competences. In  this case, the 
LOG can be useful to browse and analyze the network of 
experts that are  working on a given topic, their relationships, 
the places in which they have published, the projects in which 

they worked, and who worked on what. The browsing of the 
store allows extracting more information than the simple 
semantic query on the user interface. There are some 
connections among users of ECLAP and the OSIM store since 
some of the users are also modeled in the OSIM store. The 
usage of multiple RDF stores allows to understand how these to 
stores could be used to create new knowledge and services. For 
example, learning preferences on ECLAP and providing 
suggestions on OSIM or viceversa. In Figure 8, a  LOG graph 
analysing connection and structures of the same user on ECLAP and OSIM 

RDF stores is presented.  

Figure 8: A LOG RDF graph analysing connection and structures of the same 
user on ECLAP and OSIM RDF stores.  

Senato and Camera RDF stores contains the information 
related to laws and political decisions by the Italian govern, and 
thus also the involvements of the politicians. The two stores are 
not physically connected while relationships are evident in 
terms of laws, politicians, approvals of documents and their 
passages and demands from one camera to the other (the 
famous disputed Italian perfect bicameralism). In this case, the 
activation of the one URI in a store may really link to 
information in the other, and the complete view can be obtained 
only by a tool as LOG.disit.org, that allows you to join them 
together. Another interesting analysis can be performed to see 
the votes of politicians during their political life and the support 
they gave to different political groups and laws. 

Sii-Mobility RDF Store models a large repository of 
geolocalized data regarding Smart City concepts and data 
connected to Tuscany: topographic information, administration, 
services, statistics, time line of busses, parking status, weather 
forecast. In this case, the LOG tools is very useful in the hands 
of potential SME interested in developing mobile applications 
during Hackathon for the definition of innovative Smart City 
services. For example, to (i) discover and understand the  model 
and the information associated to a given service in the city, (ii) 
discover connections and similarities among different open data 
set of public administration, (iii) study the integration of open 
data with geographic information. In this particular case, Sii-
Mobility provides an user interface to perform geographic 
queries and from the results the LOG graph can be open 
(http://servicemap.disit.org).  
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V.CONCLUSIONS 

The navigation on internet accessible RDF stores is 
becoming every day more relevant. They are frequently based 
on local and commonly accepted ontologies and vocabularies to 
set up large knowledge base to solve specific problems of 
modelling and reasoning. The growing needs of such structures 
increased the need of having flexible and accessible tools for 
RDF store browsing taking into account multiple SPARQL 
entry points to create and analyse reticular structure and 
scenarios of remote stores. The LOG tool presented in this 
article provides innovative features solving a number of 
problems related to graph computation to cope with high 
complexity of large LOD graphs with a web based tool. The 
complexity is mainly managed by providing tools for (i) 
progressive browsing of the graphs, (ii) allowing graph 
composition, (iii) providing support to pose specific queries, 
(iv) allowing  the progressive discovering/selection of instances. 
A comparative analysis with reference solutions at the state of 
the art has been also provided, showing that LOG presents a 
number of innovative and very useful features for RDF store 
analysis and development. In general, RDF stores have been 
developed by using different methods, by different teams, using 
different styles, in different periods, and exploiting different 
vocabularies. The Linked Open Graph, LOG, is a web based 
tool for collaborative analysis, browsing and navigation on 
multiple SPARQL entry points. The LOG.disit tool, with its 
additional features with respect to the state of the art browsing 
tools, can be very useful to understand these differences 
interactively studying the RDF store from remote, to learn and 
to explore the possibility of reusing and connecting them each 
other. 

The LOG tool is used in multiple projects as ECLAP for 
cultural heritage (http://www.eclap.eu), Sii-Mobility for smart 
city [16] and ICARO for smart cloud ontology analysis. It has 
been validated using multiple public accessible RDF stores such 
as: dbPedia, Europeana, Getty Vocabulary, Camera and Senato, 
GeoLocation, etc., putting in evidence the different cases and 
usage of LOG tools in the different scenarios, with a specific 
stress on the analysis of multiple RDF stores on the same graph.  
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Abstract—Distributed Interactive Workspaces (DIWs) are 

interactive environments, accessible through different devices, 

where end users create new content by exploring and aggregating 

data retrieved from distributed resources in the Web, tailor this 

content to their own personal needs, use it on different devices, 

and possibly share and co-create it with others. The need for 

collaborating with other people by means of DIWs is an 

important requirement that emerged in field studies conducted in 

different domains. This paper shows the extension of a platform 

for mashup composition to support collaboration trough DIWs. 

In particular, it considers the possibility of producing annotated 

versions of DIWs, to add specific information and make it 

available to others without corrupting the original resources. It 

also investigates techniques for asynchronous collaboration that 

enable a distributed execution of the created interactive 

workspaces on different devices and by different users. 

Keywords — Distributed Interactive Workspaces, 

Collaboration, Human-Centric Service Composition. 

I. INTRODUCTION 

Web 2.0 has accelerated the evolution of the Web, 
becoming a driver for innovation. End users are now involved 
in the content creation process, a fact which has in turn 
amplified their will to become active creators of applications 
that simplify access to the huge quantity of data made available 
on the Web in heterogeneous formats and protocols.  

The mashup phenomenon has been one of the results of this 
trend towards a “democratic” access to online resources. 
Mashups integrate heterogeneous services at different layers of 
the application stack, to provide unified views over integrated 
result sets fetched from different sources [1-3]. So far, mashups 
have been especially conceived as personal information spaces, 
i.e., vertical applications solving situational needs, that end 
users assemble by merging ready-to-use resources [4]. 
Mashups, however, have a great potential to accommodate the 
sharing and co-creation of knowledge [5]. As highlighted by 
the field studies discussed in this paper, in several domains the 
involved stakeholders need to share, co-create and execute 
mashup in a distributed manner. Nevertheless, while 
collaboration mechanisms have been extensively investigated 

in different areas, the co-creation of interactive workspaces via 
mashup composition is still scarcely explored.  

The work reported in this paper relates to the experience 
gained in the last few years in the analysis of different 
paradigms for mashup composition and in experiments with 
prototypes of a mashup platform [4, 6]. The platform exploits 
End-User Development (EUD) principles and offers a visual, 
live programming paradigm to let users, not necessarily 
technology experts, create service-based, interactive Web 
applications. The novel contribution of this paper is to enable 
the collaborative creation and use of Distributed Interactive 
Workspaces (DIWs). DIWs are component-based interactive 
applications, where content is produced by end users via the 
aggregation and manipulation of data fetched from distributed 
online resources, both local and third-party. DIWs can be 
deployed as personal applications through a client-side logic 
supporting the execution of the workspaces on multiple 
devices. DIWs can also exploit a centralized, server-side, 
execution logic to manage the sharing of workspaces among 
different users, the propagation of collaborative actions to 
active instances of a same workspace, and the distributed 
execution of a whole workspace, or of selected components, on 
different devices employed by different users. The peculiarity 
of the presented approach is that collaboration mechanisms can 
be applied to different elements of the mashup application: 
from the basic services the mashup raw data are fetched from, 
through the integrated content resulting from the adopted data 
integration policy, to the integrated visualizations that in our 
approach guide the composition process.  

As a further contribution, while recent works proposing 
some form of collaboration in mashup composition only cover 
specific, limited aspects (e.g., awareness in synchronous 
editing) [7], this paper shows how collaboration can be 
supported in different modalities. In particular, it discusses how 
collaboration for DIW co-creation can be described along two 
dimensions: 1) the time at which it takes place, and 2) the 
resources, of a physical or computational nature, used by 
participants. Concerning the temporal aspect, this paper 
discusses both synchronous and asynchronous collaboration, 
among all participants or selected subsets thereof. As for 
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resources, the paper focuses on the different elements of a 
DIW, namely services, integrated data sets, and visualizations, 
and shows how they can be co-created during the collaboration 
process itself, or be produced or retrieved by individual 
participants working on their own. Although the two aspects 
are orthogonal, in the sense that systems and procedures can 
accommodate any combination of them, some problems may 
arise concerning the use of individual resources during 
collaborative work: How to smoothly integrate them in 
synchronous sessions? How to asynchronously communicate 
the availability of new resources to collaborators? How to 
protect resources intended only for personal usage, and how to 
change their status to public?  

This paper shows how such questions have been addressed 
by integrating a general collaboration process in the creation 
and management of DIWs. The need for collaboration to co-
create and share DIWs emerged from some formative studies 
in different application domains. Thus, the composition 
platform illustrated in [4] has been extended to enable 
annotation and co-creation of service-based interactive 
workspaces. The paper describes how it is possible to augment 
the available resources with collaboration-oriented information, 
and how to make this information available to others without 
corrupting the original resources. Synchronous collaboration, 
mainly based on live editing, is also addressed to allow 
multiple users to interactively modify (portions of) a shared 
DIW, being aware of the modifications operated by any 
participating collaborator.  

The paper proceeds as follows. Section II summarizes the 
formative studies and the collaboration requirements that 
emerged. Section III introduces the collaborative mechanisms 
that can be applied on DIWs, while Section IV describes the 
platform architecture, with emphasis on the new modules 
supporting sharing, co-creation and distributed execution of 
service-based interactive workspaces. Section V reports on 
related work and Section VI concludes the paper.  

II.  MOTIVATION FOR COLLABORATIVE AND DISTRIBUTED 

CREATION OF INTERACTIVE WORKSPACES 

The mashup platform described in [4] allows end users to 
create interactive workspaces by composing heterogeneous 
data sources, be they public (e.g., remote resources available in 
the form of Web services and APIs) or private (e.g., local 
content for personal use). The platform supports the integration 
of data into UI components [6, 8], i.e., widgets that retrieve 
data from different services and display their integration into a 
unified user interface (UI). Given a set of distributed services 
registered into the platform, the user can define parametric, 
key-value queries through visual forms. The retrieved result 
sets can then be integrated within UI components. A number of 
visual templates supply possible UIs. Besides serving the 
rendering of the integrated data, visual templates also provide a 
unified schema for lightweight data mediation: a visual 
mapping process allows the user to select data items returned 
by the selected services and associate such items with visual 
elements playing the role of data collectors in a visual 
template. The association of data from multiple services with 
single UI data collectors determines the definition of union and 
merge operations on the involved data sets [6]. 

The created components can then be included within the 
workspace under definition, where they can be also 
synchronized according to an event-driven, publish-subscribe 
paradigm, which enables synchronization of components’ 
behaviors. Each component exposes events and operations [1]. 
The coupling of components within a workspace is thus based 
on the subscription of operations, which become listeners for 
events exposed by other components. Invoking an operation 
changes the state of the interested components. 

With respect to other proposals for mashup composition, 
the peculiarity of this platform lies in its visual composition 
mechanisms, which make it adequate for end-user development 
[8]. Due to the extensive use of visual representations guiding 
the composition process and to the separation between such 
mechanisms and the logic for mashup composition and 
execution, the platform is easily customizable with respect to 
specific user requirements and characteristics. As discussed in 
[4], customization mainly requires the adoption of visual 
templates offering adequate visual metaphors to the users. 

In the next two subsections we report on two field studies 
we performed in different application domains in order to 
verify the usefulness for end users of content made available by 
distributed data sources, as well as the overall validity of our 
composition approach. The studies were also useful to identify 
improvements and extensions of the approach, in particular for 
the collaborative and distributed creation of interactive 
workspaces. The early prototypes of the platform used in the 
formative studies performed in the field with actual end users 
offered limited possibilities for collaborative and distributed 
creation of workspaces, which in those studies we called 
“Interactive Workspaces” (IWs). For reasons of space, not all 
the details of the studies are reported in this paper. 

A. Field study in the Cultural Heritage domain 

One of the studies was carried out in the context of visits to 
archaeological parks [4]. Before the visit, two professional 
guides composed their IWs relative to the archaeological park 
of Egnathia (in Southern Italy) using a desktop application, 
accessible through a PC placed in their office. A few days later, 
they experimented the use and update of IWs with a large 
multi-touch display (46-inch) and a tablet device (7-inch) 
during two guided visits of the archaeological park, involving 
28 visitors. Before starting the visit, the professional guide 
interacted with the IW she created, in order to “enhance” her 
presentation of the history of the park. The IW was then 
deployed on a large multi-touch display available at the 
entrance of the park museum. Media contents, such as photos, 
videos, and wiki pages associated with park locations to be 
visited during the guided tour, were represented by an icon and 
a title placed on a Google map centered on the park. In this 
case, the map was the visual template adopted to guide the 
content selection and aggregation. By tapping on an icon, a 
pop-up window visualizes the corresponding media. For 
example, in Fig. 1a the guide has tapped on an icon on the map 
to show the 3D reconstruction of a church that was at that place 
at Roman times. During the park tour, the guide accessed her 
IW on the tablet, in order to show photos, videos and other 
information when appropriate (see Fig. 1b). 
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Figure 1.  The guide is using her IW on: (a) a multi-touch display to illustrate 

the park history to the visitors; (b) a tablet during the park tour. 

The study showed a general appreciation of the use of IW 
in the context of the visit and many interesting insights 
emerged. Guides would like to communicate and share 
information with other stakeholders and would appreciate 
collaborating with colleagues, both synchronously and 
asynchronously, during IW composition. During the interview 
at the end of the composition phase, the guides said they would 
like to be able to compose collaboratively the IW before a visit, 
even when working at home. They would also appreciate to ask 
advice to colleagues about new services that can provide 
material they are not able to find through the services they have 
access to. They would like to share their IWs with visitors to 
allow them to view and possibly add contents. The guides 
might also need to communicate with software engineers 
managing the platform, to ask for modifications of the user 
interface structure, or for the introduction of new templates for 
information visualization. 

From interviews with the visitors, a general appreciation of 
the experience emerged, but also two main limitations. First, 
when the guides were explaining and introducing the visit 
showing in-depth contents through the large display, they were 
covering the screen with their body because they needed to be 
next to the multi-touch screen to interact with. Hence, visitors 
were not able to see the whole screen. Second, when the guides 
were outdoor and were showing contents through the tablet, 
most visitors were not able to see the screen because of its 

limited dimensions with respect to the number of people in the 
visiting group. Multi-device collaboration mechanisms could 
be used to solve these issues by enabling remote control of the 
contents displayed on the large multi-touch screen or content 
delivery to visitors’ mobile devices. 

B. Field study in the Technology-Enhanced Learning domain 

Another field study, performed in a context of Technology-
Enhanced Learning (TEL), allowed us to analyze the use of the 
platform in a situation in which students learn about a topic 
presented in class by their teacher, complementing the 
teacher’s class by searching information on the Web [9]. The 
retrieved information can also be communicated and shared 
with the teacher and the other students using interactive 
whiteboards, desktop PCs and personal devices (e.g. laptop, 
tablet and smartphone).  

The study was carried out at the technical high school 
“Antonietta Cezzi De Castro” in Maglie, a city in Southern 
Italy. It was organized over three days, involving a class of 16 
students (9 females, 19 year-old on average) and a teacher. 
During the first day, the teacher composed an IW relative to 
“Communication Networks”. Two days later, the teacher gave 
a lesson supported by the IW visualized on an interactive 
whiteboard. At the end of the lesson, he divided the students in 
groups of 2-3; each group was assigned the task of creating an 
IW about a specific Communication Networks sub-topic, e.g., 
protocols, packet switching, latency period. After a brief 
individual training session, all the groups accessed the 
laboratory to carry out their assignments. Fig. 2 shows a couple 
of students working with their IW, to which they are adding 
widgets visualized through the list visual template, to retrieve 
and integrate contents from Google, Slideshare and YouTube. 
At the end of this session, we simulated the sharing of their 
IWs with the teacher by manually integrating their components 
into a unique IW accessible by the teacher.  

 
Figure 2.  Two students working with their IW on a desktop PC. 

After two days, teacher and students met again for a class 
on Communication Networks; this time the class was 
supported by the integrated IW running on the interactive 
whiteboard (see Fig. 3). The discussion on the retrieved 
information lasted for one hour and a half. At the end, teacher 
and students had 20 minutes to fill in a short questionnaire 
inquiring about platform pros and cons they perceived. 
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Figure 3.  A student discussing about Communicarion networks by using the 

integrated IW on the interactive whiteboard. 

A significant part of this field study was a design workshop 
that was conducted afterwards, in order to better understand the 
need for collaborating with other people by means of IWs. The 
design workshop aimed at engaging students and teacher in: 
1) elicitation of positive and negative aspects of the overall
interaction experience with the platform; 2) active participation 
in the design of new solutions, primarily stressing the 
envisioned possibilities of collaborative composition of an IW. 
The latter objective derived from the results of the field study 
in the Cultural Heritage domain indicating the willingness of 
professional guides to compose collaboratively the IW to be 
used during a visit. Four groups were formed, each involving 
four students, one interaction designer, one platform developer 
and one HCI researcher. One group also included the teacher. 
Stimulated by the researcher, participants elaborated their ideas 
about interaction possibilities. Then, they were asked to sketch 
such ideas (see Fig. 4). The design workshop lasted one hour 
and half. At the end, a plenary session of 30 minutes was held 
in which the more promising ideas were illustrated and 
discussed. They were instrumental for the design of both 
functionality and visual interface of the collaboration 
mechanisms that we next implemented in our platform, as it 
will be discussed in Section III.  

Figure 4.  A group sketching interaction ideas during the design workshop. 

The analysis of videos and notes taken during the workshop 
revealed that all groups were very active. In general, it emerged 
that both students and teacher wish more flexibility in 

organizing the interactive workspace, with visual containers in 
which retrieved content can be arranged and classified 
according to unforeseen needs. They stressed that the platform 
should be improved to support collaborative activities and 
contributed in the design of possible features and usage 
scenarios. The teacher proposed a “peer-learning” workspace, 
in which both teachers and students can share their contents, 
offer comments or create a discussion thread, and express their 
appreciation in a Facebook or YouTube style. The students 
envisaged the possibility of a distributed collaborative creation 
of a workspace, which could be asynchronous in case of a 
homework assignment or synchronous if carried out in class 
during a lesson. 

C. Summary of collaboration requirements 

In both studies, the availability of live collaboration 
mechanisms and of annotations at different levels was 
identified as a key feature of interaction, composition and 
update of the DIW. Live editing was in particular singled out as 
a mechanism to show and share, in real time, personal 
contributions with other stakeholders that could enrich/improve 
a workspace. Annotations could then be used as personal 
memos, e.g.: remembering – by highlighting significant parts 
of a DIW; as expressions of thinking – by adding one’s own 
ideas, critical remarks, questions; and as clarifying elements – 
by reshaping the information in the DIW into one’s own verbal 
representations. The need for storing in a frozen form items 
from the dynamic content displayed in the workspace was also 
stated as a special kind of asynchronous collaboration. 
Therefore, annotations were in general deemed useful for 
sharing information and communication among DIW 
stakeholders, as they can support discussions among users 
having access to a same workspace. 

III. COLLABORATIVE INTERVENTIONS ON DIWS

Given the collaboration requirements illustrated in the 
previous section, we now discuss what covering such 
requirements entails, if a mashup composition paradigm is 
adopted for the creation of the interactive workspaces. An 
interactive workspace (IW) can be defined as an interactive 
document corresponding to any instance of a schema that is 
specified along three main dimensions: 

 a composition model (CmM), describing the
organization of the UI components in the IW and the
way they synchronize by means of event-driven,
publish-subscribe couplings;

 a content model (CnM), describing the actual content
dynamically fetched by the different services and the
way it is integrated into each UI components starting
from the retrieved result sets. Given the dynamic
nature of IWs, content is specified by means of queries
on the involved services, which are in turn expressed
according to some service-specific schema;

 a visual template model (VTM), describing the
presentation aspect of the integrated data sets forming
the IW through the association of queries to elements
of the adopted visual template.

The organization of an IW along these dimensions is 
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specified in schemas expressed in an XML-based language; 
each workspace can be thus represented as a tree, where nodes 
define composition elements and leaves present the actual 
content users can interact with, and the visual template adopted 
for its visualization. In the definition reported above, 
distribution only refers to the component-based nature of the 
IWs, retrieving data from distributed resources. However, we 
also show how introducing collaborative mechanisms leads to 
distributed execution of IWs along different application 
instances, each instantiating the whole schema or only portions 
of it, depending on the users’ access rights, the collaboration 
needs and the workspace sharing settings.  

The collaboration dimension thus complements the 
previous IW definition leading to the notion of Distributed 
Interactive Workspaces (DIWs). Hence, a collaborative process 
for the creation of DIWs first of all requires the possibility to 
share a same application schema, according to specific users’ 
access rights. Based on this, collaboration then consists in the 
production by the involved users of additional information, 
associated with some node or leaf in this tree by means of 
collaborative interventions.  

A collaborative intervention on a document representing a 
DIW is seen as the creation of a collection of additional 
elements, together with a mapping describing the relation of 
each such element to the original document. The additional 
elements can refer to the original document as a whole, or to 
any subtree or leaf in its composition. The structure of each 
additional element is defined by a schema supporting at least 
the following data [10]: 

 the author, as identified during the interaction; 

 the timestamp when the new element is committed to 
the DIW repository; 

 the source, as identified by the interactive selection of 
the part of the document to which the element refers; 

 the actual info added by the author; 

 its visibility, either private, public, or group-based.  

An interactive process can exploit specific tools to identify 
the source, typically text selection or sketching. In general, 
arbitrary fragments of the original workspace, or sets of 
fragments across the tree structure, can be selected and 
associated with an additional element. For example, one can 
draw a shape to identify an area of a picture, or select several 
areas and collectively refer to them [11].  

While interacting with the workspace, users can perform 
three types of interventions: annotation, live editing, 
freezing&aggregation, distinguished according to the nature of 
the info descriptor and to their usage within the platform. 

With annotation, the info descriptor is of an arbitrary nature 
and can consist of any kind of digital data. The info added in an 
annotation can be used to generate an independent document, 
without corrupting the original workspace. The new document 
can be annotated in turn, thus supporting forms of 
asynchronous collaboration, for example by constructing 
annotation threads. Moreover, annotations can be used to 
request modifications of parts of the workspace itself, 

delegating the realization of the request to authorized users, 
i.e., users with visibility on the annotation. In particular, every 
user can access his or her private annotations and all public 
annotations, while users belonging to some group can access 
annotations posted to that group. In general, the annotation 
process enriches the DOM of the loaded document with 
specific tags in correspondence of user selections. These tags 
are then saved with reference to that DOM. When a document 
on which some annotation was performed is loaded again, all 
the tags for the corresponding DOM are also loaded and used 
to create and render its enriched version. 

With live editing, info describes a set of modifications to 
any structural element included in the workspace schema (e.g., 
a component or its underlying services in CmM, an integration 
query in CnM, the visual template), which are immediately 
activated on the instance in use by their author but also 
reflected to the aspects of workspace composition and behavior 
shared with other users, defining a form of synchronous 
collaboration. Examples of live editing interventions are: 
addition of a new component, or deletion of an existing one, or 
modification of the component query, resulting in an update of 
the content displayed in the component. 

Finally, freezing&aggregation refers to a process by which, 
during a specific user’s interaction, snapshots of (fractions of) 
actual contents are captured and added to a list (an aggregator) 
of contents. The content of the info descriptor is therefore the 
selected fraction of the content associated with the source at the 
time of the intervention. Users can build any number of 
aggregators and add any set of frozen data to each of them, by 
indicating the target aggregator at the time of freezing. The 
default visual template for aggregators iterates on the 
aggregator list to present frozen data, each according to its 
original format. All of these processes are enabled by special 
mechanisms through which the actions on any instance of the 
DIW are captured and propagated, if needed, to the other active 
instances of the DIW. As described in Section IV, this is made 
possible via an interaction between the client-side modules 
managing the composition and execution of each DIW instance 
and a server-side module managing persistency and evolution 
of the DIW schema.  

In order to better understand how end users collaborate 
remotely in the creation of a DIW, let us consider the following 
example. Mario is a high school student; his teacher assigned 
him, and two of his classmates, a homework for which they 
have to collect documents and multimedia resources. Mario 
opens the platform and, by clicking on the share button (at the 
right side of 1 in Fig. 5), invites his friends Giuseppe and 
Alessandro to collaborate with him. After some minutes, Mario 
sees that his two friends are online. He types a message in the 
chat tool (4 in Fig. 5) to start collaborating. Both Giuseppe and 
Alessandro add a UI component to access a service. The live 
editing mechanisms allow Mario to understand what Giuseppe 
and Alessandro are doing by highlighting the border around the 
component: for example, an orange border highlights 
interventions from Giuseppe (he has added a UI component for 
the Slideshare service), while a pink border indicates those 
from Alessandro (he added the UI component for the Vimeo 
service). Furthermore, the annotation feature of the platform  
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Figure 5.  Example of DIW, highlighting features for asynchronous and synchronous collaboration.

allows each collaborator to attach a note to the DIW by 
clicking on the note button (at the right of 1 in Fig. 5). 
Alessandro has attached a note to the Vimeo component (the 
balloon indicated by 2 in Fig. 5) to indicate that he would like 
to perform the union operation of Vimeo and Youtube, in order 
to retrieve more videos. A notification (the envelop indicated 
by 1 in Fig. 5) makes Mario aware of this new element. Mario 
can minimize the note by clicking the minimize icon at the top-
right corner of the balloon. He can also reply to it by clicking 
the reply icon near the previous one. Mario and his friends go 
on adding other components to the DIW, and retrieve content 
and multimedia resource by using such components. To save a 
specific result as “frozen content”, Mario has to click on the 
star icon available at the top right corner of every visualized 
content. All these contents will be shown in a specific 
aggregation container to be shared with the teacher. 

It is worth noticing that the combination of live editing and 
annotation poses some specific issues, concerning the problem 
of orphan annotations, i.e., annotations referring to content 
items, which are no longer present in the document. While in 
principle some mechanism could be devised to retrieve content 
which has simply moved to a different position [12], we adopt 
here a conservative stance, removing any annotation referring 
to a node in a subtree which has been eliminated by a live 
editing process. This choice concerns annotations on service 
composition and visual template models, while those on 
content provided by a service can be retrieved if the same 
service offers the same content at some subsequent request, or 
if the content has been frozen to some aggregator. 

IV. ARCHITECTURE OF THE DIW PLATFORM 

Fig. 6 illustrates the organization of the platform supporting 
the composition paradigm and the collaboration interventions 
illustrated in the previous sections. The definition of a DIW is 
performed through the Workspace Composition Environment, 
an HTML/JavaScript Web application where end users can 
execute the composition actions and immediately see the result, 
i.e., a running application, thanks to the adoption of a live 

programming paradigm. In particular, a Workspace Manager 
on the client-side intercepts the visual mapping and 
synchronization actions performed by an end user. Through its 
Schema Manager module, such actions are automatically 
translated into elements of a Workspace schema, expressed in 
an XML-based domain specific language [6], which describes 
the service queries, the association of the query results with 
specific visual templates, and possible synchronizations among 
different visual templates. 

In order to support the live programming paradigm, as soon 
as new elements are added into the XML schema the 
workspace is immediately updated to show the changes, thus 
making it possible the interactive definition and execution of 
DIWs. Therefore, the workspace manager is in charge of:  

 querying services dynamically (through the Service 
Manager module), according to the queries defined in 
the workspace schema. Pre-defined service URIs and 
query parameters are specified in service descriptors 
stored in proper repositories; 

 supporting visual refinement of service queries, as end 
users can define new selection and projection queries 
over the result set from a UI component service, as 
well as new union and join queries to integrate data of 
additional services; 

 displaying dynamically the retrieved result set in a 
visual format, according to the visual mapping by the 
users and expressed in the Workspace schema. 

Execution of a DIW can occur in the very device where the 
composition is created, as well as in Execution Environments 
running on different devices. Executing a DIW indeed simply 
requires an Execution Engine (which can be coded according 
to any Web or device-native technology), able to interpret the 
Workspace schema (Schema Interpreter) and instantiate the 
adopted visual templates (UI controller), by rendering the 
corresponding UI and filling the visual elements with data 
requested to the involved services (Service Querying module). 
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Figure 6.  Architecture of the platform for the collaborative creation and use of DIWs.

The architecture of the original composition platform hosts 
all the modules for DIW composition and execution at the 
client side. In order to preserve such a “lightweight” approach, 
in the extended platform the pure composition logic still 
resides at the client side and the creation of workspace schemas 
is still operated on the clients. However, as highlighted in 

Fig.6, a server-side Collaboration Layer, together with 
additional client-side modules, takes care of persistence 
management and of co-evolution of schemas. The server also 
hosts the required repositories (for Registered Services, 
Workspaces and Visual Templates) and the database to store 
the data items required to manage synchronous and 
asynchronous communication.  

Specific modules take care of the collaboration aspects. The 
Sharing Server manages resource sharing, by handling users’ 
access rights and versioning of the released resources. This 
module also enables the distribution of portions of a same DIW 
on multiple devices. Based on the adopted sharing policies, the 
local execution engines instantiate and show only the part of 
the DIW a user or a device is authorized to use.  

For live editing, every relevant modification on a DIW 
composition and execution is propagated to any other running 
instance of the same DIW. In particular, the Live Editing Client 
(LEC) captures the elements describing the modification to the 
DIW structure, and propagates them to the Live Editing Server 
(LES), which takes care of the DIW schema evolution by 
maintaining a representation of the distributed editing actions. 
Every editing session on a given DIW has an associated 
Editing Action queue. As illustrated in the sequence diagram in 
Fig. 7, any active instance of the DIW periodically queries the 
LES to know whether new actions, generated by other DIW 
executions, are available.  

Any live editing action propagated to the clients is 
represented as a pair <modifiedObject, notification>. 
The first element represents the argument of the action (e.g., a 
component, a service binding, an inter-component coupling, a 
query parameter) and all its properties. The second represents 
some metadata (e.g., the ID of the user who performed the 

action), needed for notifying the change. The modifiedObject 
properties have effect on the composition schema; the 
notification element is used by the LEC to visually highlight 
the action (e.g., highlighting the widget in pink in Fig. 5). The 
LEC thus interprets the received actions and triggers events to 
let the Workspace Manager modify the composition schema 
accordingly and reload it. Changes are highlighted in the DIW 
based on the notification meta-data. To reflect DIW changes 
with minimal delay, the LEC periodically checks the 
composition status representation through the LES, to verify 
whether some actions must be loaded and rendered within the 
DIW instance. The sequence diagram in Fig. 7 illustrates 
communication between LEC and LES for publishing (by 
client cl1) and retrieving (by client cl2) edit actions.  

This form of synchronization of all the active DIW 
instances implies a “distributed” representation of the DIW 
schema, maintained at each client. Server-side management of 
the action queue ensures synchronized evolution of all the 
active DIW instances. Differently from the composition model 
in the original platform, the DIW is now stateful. The schema 
is enriched with state meta-data, (e.g., parameter values to 
query single components, items selected in a data set) to 
synchronize each DIW instance not only on the composition 
structure (components and bindings), but also with respect to 
the displayed data set. Hence, composition is now long-lasting, 
maintaining structure and state across different sessions. 

Interaction between client and server modules and schema 
persistence and evolution is also needed for enabling both 
synchronous and asynchronous communication among 
stakeholders in form of annotations, frozen data, and messages 
exchanged via chat sessions. With respect to live editing 
modules, the communication server and the communication 
client manage the addition of collaboration-oriented 
information to the original workspace, which we call 
Communication Items. Communication items are persisted by 
different modules (the Annotation Manager, the Freezing & 
Aggregation Manager, the Chat Manager), and are retrievable 
by authorized users when uploading the original document.  
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Figure 7.  Communication between instances of Live Editing Client and Live Editing Server for publishing (client cl1) and retrieving (client cl2) edit actions. 

Such communication items can also be presented to users in a 
live form. To this end, an instance of the DIW can inquire with 
the server if there are annotations for some of the nodes 
currently present in the composition instance whose timestamp 
is more recent than the last check for annotations. The way 
each communication item is displayed then depends on the 
nature of the item: annotations are displayed in popup windows 
attached to the workspace elements they refer to; frozen data 
are presented in an aggregation component in charge of 
grouping all such items collected by the different users sharing 
the workspace; chat messages are displayed in an ad-hoc 
viewer for chats. 

V. RELATED WORK AND DISCUSSION 

While collaboration is a mature research field in some 
communities such as the one working on Computer Supported 
Cooperative Work, it is not still quite explored in the creation 
of Web artifacts, especially Web mashups. Tools have been 
proposed to ease mashup development for unskilled users 
unable to program the component integration logic [13, 14]. By 
offering intuitive visual notations to substitute programming, 
these tools reached the goal of enabling end user development 
of mashups. However, most of them offer paradigms for the 
creation of single-user applications, while they do not support 
the co-creation of shared information workspaces.  

In the context of Web-based collaborative learning, Web 
Space Configuration is introduced in [15] as a basic container 
for instantiating W3C Widgets. Composition of widgets is 
independent of the runtime environment. Independence is 
exploited to support portability of the created applications, and 
sharing via broadcasting and co-editing. These are achieved by 
establishing a long-lasting connection by the owner of a Web 
space, which invites other users to join and see the Web space 
(broadcasting) and to apply changes (co-editing). Our approach 
also exploits independence from the runtime environment to 
enhance portability of the created interactive workspaces on 
different devices. The collaboration paradigm we propose also 
covers sharing and live co-editing. While Web space co-editing 
only focuses on the presence awareness aspect, we also support 

action awareness, by propagating and notifying in real time any 
change applied by one of the collaborating users on a shared 
information space. In addition, we support synchronous and 
asynchronous communication through chat, annotation, and 
frozen data mechanisms. These dimensions are not covered by 
the Web Space Configuration approach. We also believe that 
aggregator components for freezing data items are original in 
the mashup world. In this field, indeed, applications are fully 
dynamic, meaning that they retrieve data via instant queries to 
the involved services. The field studies revealed that storing 
single specific data items is a recurrent need of real users. 

In [16], the authors propose a crowdsourcing paradigm 
where user participation is adopted as a solution to responsive 
design in Web application development, trying to collectively 
solve problems related to the adaptation of Web applications to 
different device screens. System developers provide an 
interface where adaptive features can evolve at runtime with 
the help of users, who can refine the adaptations to better 
match peculiar usage context. This paradigm opens Web 
development towards the social dimension. However, its aim is 
limited to letting users customize the presentation of their Web 
applications to best fit their current device, while it neglects 
collaboration and coordination of different stakeholders. 
Moreover, it focuses on presentation adaptation, not covering 
modification of the application content at all. The approach 
presented in this paper is instead specifically targeted towards 
handling content. In [17] the same authors then discuss how to 
distribute the execution of mashups along different devices. 
However, they do not deal at all with synchronous and 
asynchronous collaboration.  

In [7] a generic awareness infrastructure is proposed for 
providing basic awareness services reusable throughout 
different platforms. Awareness support is anchored at a 
standardized layer to provide an application agnostic solution. 
Different collaborating clients include a component, the 
generic awareness adapter that embeds awareness widgets and 
is devoted to propagating contextual information (from the 
client to the server and vice-versa). The approach is especially 
interesting because of its portability across different platforms 
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and its intrinsic extensibility, being based on the integration of 
widgets managing the different collaboration aspects. 
However, it only manages awareness in live-editing sessions, 
while our approach also covers asynchronous communication, 
shifting the focus from applications with duration limited to 
single sessions to long-lasting applications that support 
knowledge evolution and consolidation. Although the 
collaborative paradigm proposed in this paper is based on ad-
hoc extensions implemented in the platform for interactive 
workspace composition, the architecture extensions have been 
designed as components, detached by the composition editor, 
with an adaptable event-driven logic. The collaboration 
components can be thus easily plugged (or unplugged), and 
adapted to other collaboration environments by customizing 
the events exchanged between client and server.  

VI. CONCLUSIONS 

As users become increasingly familiar with Web 2.0 
mechanisms to exchange ideas and instantly communicate with 
peers, collaboration becomes a fundamental feature of modern 
Web-based applications. However, service-based Web 
composition environments offering this feature are still lacking. 
This paper tries to fill this gap by showing how services, 
service-based resources, and composition models can be 
considered objects of collaboration. The presented 
collaborative features emerged from a series of studies where 
real users expressed their desiderata on possible collaborative 
aspects of a mashup platform. Besides operations such as 
Create, Read, Update, Delete applied to UI components and 
workspaces, already offered by the previous version of the 
platform, the collaboration extensions now support resource 
publishing and versioning on the common platform repository, 
and the definition of associated access rights for the other 
stakeholders. By proper setting of sharing policies, users can 
choose to distribute the entire DIW or part of it on multiple 
devices and among different peers. This feature is particularly 
useful in scenarios where each collaborating user contributes 
with single components to the creation of a shared workspace. 
Each single actor can manage an arbitrary complex workspace, 
but share with the others only some specific components or 
also some specific content items feeding shared aggregator 
components. We were also able to identify new forms of 
communication, for example through freezing ad aggregation 
of single content items. This is a novel characteristic, peculiar 
for mashups but at the same time scarcely investigated in the 
mashup world, which could be easily extended to different 
classes of content-intensive collaborative systems. 

The platform prototype described in Section III was created 
on the basis of the design workshop involving end users. 
Formative evaluation of this prototype, performed with a 
thinking aloud test in laboratory, indicated that the users 
appreciated it. Future work aims at further validating the 
extended composition approach, to assess in the field the 
effectiveness of the intermixing of service-based interactive 
composition and collaboration features. Therefore, new user-
based studies have been planned in the same usage contexts 
where the field studies reported in this paper were conducted. 
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Abstract— A shared interactive display (e.g., a tabletop) provides 

a large space for collaborative interactions. However, a public 

display lacks a private space for accessing sensitive information. 

On the other hand, a mobile device offers a private display and a 

variety of modalities for personal applications, but it is limited by 

a small screen. We have developed a framework that supports 

fluid and seamless interactions among a tabletop and multiple 

mobile devices. This framework can continuously track each 

user’s action (e.g., hand movements or gestures) on top of a 

tabletop and then automatically generate a unique personal 

interface on an associated mobile device. This type of inter-device 

interactions integrates a collaborative workspace (i.e., a tabletop) 

and a private area (i.e., a mobile device) with multimodal 

feedback. To support this interaction style, an event-driven 

architecture is applied to implement the framework on the 

Microsoft PixelSense tabletop. This framework hides the details 

of user tracking and inter-device communications. Thus, 

interface designers can focus on the development of domain-

specific interactions by mapping user’s actions on a tabletop to a 

personal interface on his/her mobile device. A user study 

compared our interaction style with a standard tabletop interface 

and justified the usability of the proposed interaction. 

Keywords-bimanual interaction; multimodal interface; tangible 

interface; human computer interaction 

I.  INTRODUCTION 

The benefits of tabletop-based applications have been 
investigated in different scenarios, such as collaboration [3] or 
pedestrian navigation [21]. However, it is hard to protect 
personal information on a tabletop. In addition, a public 
environment limits the usage of some modalities. For example, 
the usability of auditory feedback through a speaker is reduced 
in a noisy public environment. While a mobile device provides 
diverse multimodal feedback, it is limited by its small screen 
which makes it frustrating to browse a large amount of 
information. 

Therefore, a synergistic interaction with mobiles and 
tabletops integrates their merits. While previous studies have 
explored the benefits of combining mobile devices and a large 
display together (e.g., a fluent switch between individual and 
group work [32]), one challenge in inter-device interactions is 
to minimize distractions when switching between devices. 
Another challenge is to develop a generic solution that is 
suitable for various scenarios and applications. Although 
different techniques have been developed to support 
interactions in a multi-device ecology [10, 19], few researchers 

have focused on developing a generic platform that supports a 
variety of applications. Recently, based on PhoneTouch [29], 
Schmidt et al. [31] developed a generic platform supporting a 
novel interaction style that fits different applications. This 
interaction style is featured by pairing a phone touch event with 
the identity of the phone through an accelerometer. 

In contrast to the PhoneTouch interaction style [31], our 
generic framework (hereinafter referred to as MobiSurf) 
supports a bimanual interaction style using a tangible object. 
Our approach uses a passive tangible object to perform coarse-
grained selections on a tabletop while a mobile device is held 
by the dominant hand for fine-grained interactions. Based on 
the previous studies on the tangible interfaces [13, 34], we 
proposed various gestures (e.g., “Pointer Rotate”, “Pointer 
Move”, and “Pointer Share”) that enable a natural interaction 
with a tabletop device. The gesture of each user on the tabletop 
is detected and accordingly produces a unique personal 
interface with multimodal feedback on the associated mobile 
device. The MobiSurf framework is featured by a thin client on 
the mobile device, which is application-independent. In other 
words, during the development process, the client side, which 
encapsulates the functions of the interface generation and inter-
device communications, is generic for different applications 
and does not need any revision. Such an implementation allows 
developers to focus only on application-specific developments 
by translating user gestures on a tabletop to appropriate 
messages on an associated mobile device (See Section III). To 
evaluate the usability of the proposed interaction style, we 
conducted a controlled empirical study. Participants were asked 
to complete two tasks using both a standard tabletop interface 
and the MobiSurf interface. The results from this study showed 
significant improvements in the usability when using the 
MobiSurf interaction style as compared to the standard 
interface. 

II. RELATED WORK

Researchers have explored the combination of mobile 
devices and tabletops to improve the usability for collaborative 
tasks, such as augmenting a computer with PDAs in the single 
display groupware [22] or exchanging information between a 
personal device and a public display [9]. This sections reviews 
different techniques for user tracking and inter-device 
interactions. 

A. User Identification and Tracking 

Because a tabletop represents a public space, it is necessary 
to identify the users to protect their personal data. Various 

This work is in part supported by NSF under grant #CNS-1126570. 

113



approaches have been proposed to pair a user’s interactions on 
a tabletop with a unique ID, such as hand biometrics [30], 
utilizing the back of a user’s hand as an identifier [26], infrared 
light pulses through a ring-like device [27], or using a tangible 
interface to authenticate users [34]. However, these approaches 
did not support direct data sharing between a public device and 
a personal one. Since most tabletop/mobile devices are 
equipped with a camera, the computer vision technique has 
been commonly used to associate a mobile device with a large 
display. For example, BlueTable [35] implemented a vision-
based handshaking procedure by blinking an infrared light or 
flashing the display of a mobile device to establish a 
connection between a mobile device and a tabletop. Similarly, 
Schoning et al. [28] used the flashlight and Bluetooth unit of a 
mobile phone as a response channel to authenticate users. 
Ackad et al. [1] used the color detection to implement a 
handshaking protocol to identify a registered mobile device 
placed above a tabletop. This system also used a depth camera 
so that a user can continuously be tracked even if the device 
was removed from the tabletop. In addition, cameras were used 
in inter-device communications to replace radio-based 
techniques (e.g., WiFi or Bluetooth) for information exchange, 
such as FlashLight [11] or C-Blink [20]. 

Instead of using the computer vision technique, various 
approaches used gestures to associate a mobile device with a 
public display based on built-in sensors. Tilt correlation [12] 
compared the touch-derived tilt angle on a public display with 
the tilt sensor information from a mobile device to distinguish 
different mobile devices. Patel et al. [24] proposed a gesture-
based authentication by shaking a device according to a 
required pattern. PhoneTouch [29] correlated the phone touch 
events detected by an interactive surface and by a mobile phone 
through an accelerometer to identify multiple mobile devices. 
The above sensor-based approaches used a mobile device for 
both the user identification and interaction. Consequently, a 
user cannot interact with the mobile device during the 
identification process. Instead, our approach introduces a 
tangible object for the user tracking so that the user tracking 
and interaction can be performed simultaneously. 

Interacting with the computers using tangible objects has 
been widely studied. The pioneering work by Ishii and Ullmer 
[13] bridged the gap between a physical environment and a 
cyberspace through a tangible interface. Our approach uses a 
tangible object for tracing users’ actions on a tabletop. 

B. Inter-Device Interaction 

A mobile device provided gesture-based interactions and 
multimodal feedback; thereby making it suitable for being a 
remote controller for inter-device interactions [18, 19]. Several 
approaches leveraged a built-in camera to manipulate a remote 
object by directly touching or moving a mobile device, such as 
point & shoot for remote selection [2], camera-based pose 
estimation for remote operation [25], a privacy-respectful input 
method [16], snap and grab for sharing contextual multimedia 
contents [17], and touch projector for interacting with 
surrounding displays [4]. Alternatively, by using the 
accelerometer, movement-based gestures were developed for 
interacting with a distant display [6, 33]. 

Instead of remotely manipulating visual objects in a distant 
display through a mobile device, some approaches required a 
direct contact between a mobile device and a public display for 
inter-device interactions, such as placing a mobile device above 
a tabletop during the entire duration of interactions [7, 23], or 
freely moving a mobile device on top of a public display. 
Hardy and Rukzio [10] used an NFC mobile device as a stylus 
for interacting with an NFC-tagged display. 

Although the above approaches supported mobile-tabletop 
interactions, they were not generic for supporting a variety of 
scenarios. Recently, Schmidt et al. [31] developed a generic 
platform for the synergistic usage of mobile devices and 
tabletops. Built on the PhoneTouch [29] technique, this 
platform used a mobile device as a stylus to select objects on a 
tabletop and analyzed touch events to recognize the identity of 
a mobile phone. Our framework is different with the above 
approach from the following perspectives. First, our approach 
implements a bimanual interaction, in which the non-dominant 
hand performed a coarse-grained selection through a tangible 
object while the dominant hand held the mobile device for a 
fine-grained interaction. According to Buxton et al. [5], the 
bimanual input outperformed the one-handed input for 
selection, positioning, and navigation tasks. Furthermore, the 
bimanual interaction is capable of tracking the path of hand’s 
movements on the tabletop while accordingly producing 
continuous feedback to the mobile device. Secondly, our 
framework implements a thin client which is suitable for 
different applications without modification. The 
implementation of a thin client allowed developers to focus on 
mapping user’s actions on the tabletop to interaction 
commands on the mobile device, while the framework itself 
can automatically produce a personal interface on the mobile 
device according to the mapping. 

III. SYSTEM DESIGN AND ARCHITECTURE 

A. System Design 

The MobiSurf framework was built on three types of 
hardware components, i.e., a tabletop device, passive tangible 
objects (pointers), and mobile devices. Without losing 
generality, we implemented our framework on the Microsoft 
PixelSense tabletop which supported multi-touch interactions 
and was equipped with infrared sensors. Each passive tangible 
object served as a pointer to make a course-grained selection 
and was associated with a distinct mobile device for passing the 
interaction events from the tabletop to the associated mobile 
device, which was used as a personal area for accessing 
sensitive information with multimodal feedback. The pointer 
can be constructed with various shapes and different materials 
based on the users’ needs. 

B. User Tracking 

In a collaborative environment with multiple users, it is 
necessary to identify and track user’s actions to provide the 
personalized information and protect privacy. Mobile devices 
have been used to identify and track a user, such as 
PhoneTouch [29] or Tilt correlation [12]. However, the above 
approaches constrained the usage of the mobile device for 
interactions during the process of user identification and 
tracking. In order to overcome the above limitation, MobiSurf 
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implemented bimanual interactions based on a tangible 
interface. More specifically, each tangible object (i.e., a 
pointer) has a unique ID defined by an infrared tag which 
consists of a geometric arraignment of infrared reflective and 
absorbing areas. In the beginning, a user needs to type in the ID 
of a pointer on a mobile device to pair the pointer with the 
mobile device. The pairing process is only performed once at 
the beginning of an interaction session. When a particular user 
terminates the connection with the tabletop, the pointer is 
automatically released and can be used by another user. 

C. Software Design 

MobiSurf applies an event-driven architecture and serves as 
a middleware to set up two-way communications between a 
tabletop and a mobile device. On one side, the MobiSurf API 
accepts tabletop UI events, produces a set of commands, and 
forwards them to a mobile device. Those commands specify 
the actions performed on the mobile device (such as displaying 
a text box or generating a vibration). On the other hand, the 
MobiSurf API receives responses from the mobile device and 
accordingly notifies the tabletop application. Based on the 
above communication mechanism, the mobile application has 
two functionalities. First, based on the received messages, it 
either performs proper actions or renders proper UI elements 
on the mobile device. Second, it generates responding 
messages based on the user’s actions on the mobile device and 
sends them back to the MobiSurf API. Such an event-driven 
design results in a thin client which makes the mobile side 
application-independent. Because MobiSurf is completely 
compatible with standard UI elements, developers can extend a 
standard tabletop interface with the feature of inter-device 
bimanual interactions by defining the semantics of user actions 
on a tabletop. In summary, MobiSurf hides the details of user 
identification and inter-device communications and minimizes 
the coupling between the mobile device and tabletop through 
an event-driven architecture. 

D. Event Handling 

Different events and messages are supported in MobiSurf.    

User Connection and Disconnection. Once a user requests 
to connect to the MobiSurf API, the API raises a “NewClient” 
event and sets up a virtual connection with the mobile device 
through TCP/IP. Pairing a pointer with the mobile device is 
also completed as a part of the user connection. When a user 
terminates the connection, the “ClientRemoved” event is 
raised, which releases the pairing between the pointer and the 
mobile client. 

Actions on the Tabletop. After the connection and pairing 
steps, the MobiSurf API continuously tracks user’s actions on 
the tabletop through the paired pointer and raises corresponding 
internal events, i.e., “PointerOver”, “PointerRotated” 
“PointerShare”, and “PointerMove”. For instance, PointerShare 
is triggered when two or more pointers are placed in proximity. 
This event is designed for content sharing among mobile 
devices. Table I summarizes all internal events handled by the 
MobiSurf API. 

 
 

TABLE I.  MOBISURF API EVENTS 

Event Description 

NewClient New mobile client connected 

ClientRemoved Mobile client disconnected 

MessageReceived Acknowledgement from the mobile device 

PointerOver Pointer is over a UI Element 

PointerRotate Pointer twisted over a UI Element 

PointerShare Multiple pointers are in proximity 

PointerMove Continuous movements 

Mobile Interaction. Based on an internal event, MobiSurf 
allows interface developers to specify proper action messages 
(Table II) and sends them to the paired mobile client. For 
example, when a user moves his/her pointer to a text box that 
invites a password, MobiSurf triggers the “PointerOver” event. 
Based on the developer’s specification, an action message is 
sent to the paired mobile client, which produces a text field on 
the mobile device for inputting the password. Therefore, the 
user can apply the mobile device as a private channel to input a 
password with improved privacy. In summary, the actions on 
the mobile device are classified into two groups. The first-
group actions can dynamically generate UI elements on the 
mobile device, and the second-group ones can produce various 
multimodal feedback. Any combination of actions in Table II 
can be defined and sent to the mobile device. 

TABLE II.  MOBISURF ACTIONS  

Action Description 

Lighting Flash the LED light 

Vibrate Vibrate the mobile device 

Beep Generate a beep sound 

TextMode Display a textbox on the mobile device 

ListMode Display a listbox on the mobile device 

Button Display a button on the mobile device 

WebLink Open a web page on the mobile device 

Text Display textual contents on the mobile device 

Speech Speak a text on mobile device 

Image Show an image on the mobile device 

Media Play a voice or video file 

AlertDialogue Show a text alert message on screen 

DataRequest Request data stored on a mobile device  

Acknowledgement. After the mobile client completes the 
required interaction, it sends an acknowledgement to the 
MobiSurf API. Accordingly, MobiSurf raises the 
“MessageReceived” event which includes the actions 
completed on the mobile device (such as free-style typing or 
selection from a list) and the information being input along 
with the user ID. The user’s actions include “ButtonClick” (i.e., 
the user tapped a button on the mobile device), “ItemSelect” 
(i.e., the user selected an item from a list box on the mobile 
device) and “TextEntered” (i.e., the user inputted texts to a text 
box on the mobile device).   

Users’ gestures on a tabletop in general have a metaphoric 
basis. However, due to different application domains and users’ 
backgrounds, the same gesture may intend to different 
commands under different interaction scenarios. Therefore, 
MobiSurf supports an open framework, which provides the 
flexibility for interface developers to determine the action of a 
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gesture on a tabletop by mapping the tabletop-based gesture 
(See Table I) to commands on a mobile device (See Table II). 

IV. MOBISURF INTERACTION SYTLE 

Schmidt et al. [31] summarized six challenging issues in the 
use of multi-touch tabletops. We introduce the MobiSurf 
interaction style to address those issues. 

A. Data Transfer 

Users can transfer data from a tabletop application to a 
mobile device and vice versa. For example, a user can store 
his/her bookmark on the mobile device and then copy it to a 
tabletop application. In addition, multiple users (i.e., two or 
more users) in the same group can share information. 

Tabletop to Mobile. A user first moves his/her pointer to a 
tabletop UI element that includes the information of interest; 
then, he/she twists the pointer which triggers the 
“PointerRotate” event. By mapping the “PointerRotate” event 
on the above UI element (e.g., a text field) to a specific action 
(i.e., the Text action) on the mobile device, the requested 
information is transferred to the mobile device. 

Mobile to Tabletop. Automatically transferring personal 
information from a mobile device to a tabletop can facilitate 
data entry and avoid redundant inputs. A user places the pointer 
over a UI element that invites inputs from the user, which 
triggers the “PointerOver” event. A message including the 
“DataRequest” action is sent to the mobile device. The user can 
choose the corresponding information on his/her mobile device 
for sharing with the tabletop. 

Mobile to Mobile sharing. A user (i.e., the source) selects 
the information being shared (i.e., image or text) on his/her 
mobile phone and moves his/her pointer in proximity to the 
pointer of the target user. The above action triggers the 
“PointerShare” event on a tabletop. Based on the type of 
information being shared, the tabletop application sends proper 
action messages (i.e. “Text”, “Image”, or “Media”) to the target 
mobile device. In order to avoid an accidental sharing, the 
“PointerShare” event can also produce an “AlertDialogue” 
action on the source device to confirm the sharing. The 
information sharing can be easily extended to three or more 
users by placing their pointers in proximity. 

B. Personalization 

A mobile device is ideal to supplement tabletop interactions 
with personal information, such as copying personal 
information from a mobile device to a tabletop to automatically 
fill in a form or defining a personal area on a public display.  

Auto Fill. Auto fill avoids redundant data entry by 
automatically copying personal data from a paired mobile 
device to the tabletop, which is essentially implemented as data 
transfer from a mobile device to a tabletop. 

Region Selection. The PhoneTouch based approach [31] 
only tracks separate phone touch events, while MobiSurf 
supports tracking the continuous movement of a pointer that 
corresponds to the “PointerMove” event. A tabletop application 
can record a moving path that includes a sequence of 
coordinate data from the “PointerMove” events. The 
information of a moving path is useful in various scenarios. For 

example, we can define a personal area according to the 
moving path (i.e., a close area where the first point in the 
moving path is identical to the last one). The personalized 
information or adaptation (based on the mobile-to-tabletop 
sharing) can then be applied to this personal area. 

C. User Interface Composition 

In a collaborative environment, moving interaction 
commands (such as a menu) from a tabletop to a mobile device 
can utilize the screen more efficiently and allow multiple users 
to simultaneously operate commands displayed in proximity. 
Based on the location of a pointer on the tabletop, MobiSurf 
can use the mobile device as a tangible controller by displaying 
contextual menus.  

Expanded Screen. During the interaction on a tabletop, a 
user’s mobile phone displays contextual menu items in 
response to the user’s action. For example, a user moves his/her 
pointer to an image on the tabletop which triggers the 
“PointerOver” event. Then, appropriate contextual menu items 
(e.g., save, edit, email) are sent to the mobile device through 
corresponding action messages (e.g., Button or ListMode).  

UI elements to Phone. A user can move his/her pointer 
over a UI element and rotate the pointer (i.e., the 
PointerRotate) to transfer the UI element along with its content 
to his/her mobile phone (i.e., TextMode or ListMode). A user 
can manipulate the UI element on his/her mobile device (i.e., 
changing the content) and send it back to the tabletop. 

D. Authentication 

Authentication on shared interfaces has always been 
challenging [15]. MobiSurf uses the mobile device as a private 
channel to authenticate the identity of the user. 

Password entry. Traditional username-password based 
authentication is still popular in many existing systems. 
However, it is not secure to input a password or other sensitive 
information on a shared display. By mapping a “PointerOver” 
event on a UI element (e.g., a text field for a password) to a 
“TextMode” action on the mobile device, the MobiSurf 
interaction style uses a mobile device as a personal device to 
input sensitive information. Once a user moves his/her pointer 
over the username/password entry panel, the login interface 
will be generated on his/her mobile device to protect privacy. 

Advanced Authentication. Some applications that require 
advanced security need both the username/password and 
hardware authentication. Since a mobile device is a personal 
device, its International Mobile Equipment Identity (i.e., IMEI) 
can be used for the hardware authentication. Based on 
MobiSurf, an advanced authentication can be implemented by 
sending both the TextMode (i.e., inputting the password) and 
DataRequest (i.e., sending the IMEI information) actions to a 
mobile device.  

E. Localized and Private Feedback 

Since a mobile device supports different output modalities 
(e.g., vibration, flash or sound), it is ideal to produce 
personalized and private feedback.   

Multimodal Feedback. MobiSurf supports various types 
of feedback on the mobile device, such as a flashing light, 
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beep, vibration, or speech. For example, when a user twists 
his/her pointer over a text block on the tabletop, the text-to-
speech service can be utilized (based on the “Speech” action) 
through a speaker or earphone on the mobile device. With an 
open event-driven framework, any combination of output 
modalities can be defined through action messages.   

Accessibility. Researchers have investigated on improving 
the accessibility of a public interface for blind users [14]. 
MobiSurf enables visual-impaired users to interact with a 
tabletop by providing personalized interactions and feedback 
through a mobile device. More specifically, MobiSurf tracks 
user’s actions on a tabletop (e.g., “PointerOver” or 
“PointerMove” events) and accordingly generates vibration and 
voice feedback (through the “Vibrate” and “Speech” actions) to 
guide the user to access various parts in an interface.  

F. Input Expressiveness 

In addition to the traditional interaction methods, MobiSurf 
exploits tangible objects as an additional input method.   

Movement Tracking. The “PointerMove” event supports 
the movement-based gesture to control a tabletop application, 
such as a region selection or accessibility. 

Multiple Pointers. MobiSurf supports pointers with 
different shapes as long as a proper infrared tag is attached to 
each pointer. Furthermore, multiple pointers can be registered 
to a single user. The shape, the number of tags associated with 
a user, and gestures performed on a pointer define a design 
space for tangible interactions. For example, in a chess game 
application, each player has 16 pointers with different shapes 
and the movement of a pointer produces the corresponding 
feedback on both the tabletop and the mobile device.  

In summary, MobiSurf seamlessly integrates multiple 
mobile devices with a tabletop and is potentially useful in 
different applications. For example, MobiSurf can provide a 
user-friendly interface for both visually impaired users and 
normal users. More specifically, vibration and speech feedback 
on a mobile device allows disabled users to access information 
while normal users read visual information on a tabletop.    

V. EVALUATION 

A controlled empirical study was conducted to investigate 
the user experience. 

A. Research Hypotheses 

The following hypotheses were formulated for this study: 

H1: MobiSurf interface is better than a standard tabletop 
interface in terms of effectiveness, ease of use, user 
satisfaction, privacy, and comfort. 

H2: MobiSurf interface is at least as easy to learn as the 
standard tabletop interface. 

H3: There are no distractions when switching between the 
mobile and tabletop devices for the MobiSurf interface. 

B. Participating Subjects and Apparatus 

Forty-four undergraduate students participated in the study. 
None of the participants had any prior experience with tabletop 
devices. The study design required each participant to perform 

two tasks (i.e., user authentication and content sharing) using 
both the standard tabletop interface and the MobiSurf interface. 
A complete counterbalancing of the order of the tasks and the 
interfaces was performed to avoid the pitfalls of the 
“carryover” effect in a standard repeated measures design. 

MobiSurf can be implemented on any kind of mobile 
devices. Without losing generality, a prototype was 
implemented on a Microsoft PixelSense Samsung SUR40 
tabletop and Android mobile devices.   

C. Experiment Design 

The study began with a pre-study questionnaire followed by 
a training sessions on the standard tabletop and MobiSurf 
interfaces. Next, the participants were asked to perform two 
tasks, using each interface respectively. The experimenter 
recorded the completion time of each subject for each task on 
each method. After performing each task, the participants filled 
out a post-study questionnaire to provide feedback on their 
reaction to each interface. 

Step 1 – Prestudy Questionnaire: During this step, we 
collected information from the participants about their reading 
skills, the prior knowledge of touch screen interfaces, the 
experience (i.e., whether they own a smartphone or not) and the 
comfort level with smartphones.  

Step 2 – Training Session: The experimenter trained the 
participants on using a standard tabletop interface as well as a 
MobiSurf interface. The training session included the general 
description of both interfaces. Then, participants practiced a 
text entry task and a content sharing task, designed only for the 
training purpose, using both interfaces. 

Step 3 – Performing Tasks: Researchers have designed and 
evaluated the authentication and content sharing tasks on 
tabletop devices [15, 17, 24, 25, 28]. These tasks indicated the 
common interaction applications on tabletops; thus, they were 
selected in our study to compare the usability of the MobiSurf 
interface against the standard tabletop interface. The 
participants were not allowed to ask for any help during the 
study. They performed the tasks based on written instructions 
to accomplish each task. 

Task #1- For this task, we provided a standard login 
interface and assigned each subject with a random username-
password combination that was of the same length for all the 
subjects.  

Task #2- Content Sharing. In this task, each user 
downloaded a company’s mission statement, revised it, and 
finally sent it back to a coordinator. In a standard tabletop 
interface, email was used to transfer information between 
different devices. Each participant was asked to email a text 
block from the tabletop to a designated email address. Then, 
the participant opened the email on his/her mobile device to 
download the mission statement, edited it, and emailed the 
revised version to the experimenter’s email. In order to make a 
fair comparison, in the tabletop-only interaction, a user clicks a 
button to open an email interface, which was embedded and 
displayed in the same tabletop application, for transferring data. 
Alternatively, the MobiSurf interface used gestures to support 
the email function. First, each participant was asked to use the 
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PointerRotate gesture, which mimics the disk rotation for data 
exchange, to transfer the mission statement from a tabletop to 
his/her mobile device. After revising the statement, the updated 
version could be shared with the coordinator through the 
PointerShare gesture. 

Step 4 – Survey Questionnaire: At the end of each task 
using each interface, participants were asked to fill an online 
survey questionnaire to rate his/her experience on using the 
interface.  

D. Analysis and Results 

An alpha value of 0.05 is selected to judge the significance 
of the results. 

H1 – Usability of MobiSurf and Tabletop:  To compare the 
usability of the treatments, each interface for each task was 
rated using a 5-point scale on five relevant characteristics, i.e., 
effectiveness, ease of use, user satisfaction, privacy, and 
comfort. Using the individual score, we calculated the median 
score for each treatment method on each characteristic 
separately for the user authentication task (See Table III) and 
the content sharing task (See Table IV).  

TABLE III.  RATINGS ON FIVE CHARACTERISTICS FOR TASK 1  

Task 1 – User Authentication 

 Effectiveness Ease of 

use 

Satisfaction Privacy Comfort 

MobiSurf 5 5 5 5 5 

Tabletop 3 4 4 2 2 

TABLE IV.  RATINGS ON FIVE CHARACTERISTICS FOR TASK 2 

Task 2 – Content Sharing 

 Effectiveness Ease of 

use 

Satisfaction Privacy Comfort 

MobiSurf 5 5 5 5 4 

Tabletop 3 3 4 3 3 

In addition to the noticeable positive ratings for the 
MobiSurf interface, we also noticed the differences between 
the ratings on the two tasks. Specifically, the difference on the 
privacy characteristic between the two interfaces on task 1 is 
larger than that on task 2, which can be attributed to the nature 
of the tasks. That is, task 1 (user authentication) is more 
privacy concentrated compared with task 2 (content sharing) 
which implies that the MobiSurf interface is preferred by users 
with the privacy needs. In addition, we noticed that for all five 
characteristics, the median ratings for the MobiSurf interface 
were significantly higher than that for the tabletop interface. A 
Paired-sample Wilcoxon Signed-Rank test on each pair of 
rating values revealed significant differences between two 
methods for each characteristic (i.e., p<0.001) 

H2 – Ease of learning on MobiSurf and tabletop interfaces: 
MobiSurf introduces a new interaction style, which should not 
significantly increase the learning time. A Paired-sample 
Wilcoxon Signed-Rank test compared the median ratings for 
each method on each task. As presented in Table V, in task 1, 
the results showed that the participants rated the ease of 
learning on both interfaces equally positive, and the difference 
was not statistically significant (i.e., p=0.323). In task 2, the 
participants rated the MobiSurf interface significantly easier to 
learn than the tabletop interface (i.e., p=0.012). These results 

verify our hypothesis that the MobiSurf interface is at least as 
easy to learn as the standard tabletop interface. 

TABLE V.  RATINGS ON EASE OF LEARNING 

Ease of learning 

 Task 1 - User Authentication Task 2 – Content Sharing 

MobiSurf 5 5 

Tabletop 5 4 

H3 – Distraction: The MobiSurf interaction style requires a 
user to switch his/her focus between a mobile device and a 
tabletop. In the study, we specifically asked participants to rate 
the level of distraction they felt due to the device switch during 
an interaction session. In Table VI, which presents the median 
score, score 5 indicates “the user strongly agrees that the 
combination of a mobile device and a tabletop does NOT 
distract his/her attention while performing a task”. Based on the 
participants’ ratings, 39 of the 44 participants for tasks 1 and 36 
participants for task 2 rated “agree” (with a score of 4) or 
“strongly agree” (with a score of 5) that they did not feel 
distraction using the MobiSurf interface. This result verified 
our hypothesis that the switching between devices in the 
MobiSurf interaction style does not distract users. 

TABLE VI.  RATINGS ON USER DISTRACTION 

 User Distraction 

Task 1 – User Authentication 5 

Task 2 – Content Sharing 4 

Fig. 1 provides an overview of participants’ efficiency 
results. It shows the mean and standard deviation (SD) of the 
task completion time for each task and interface combination. 
For both tasks, the SD values for both interfaces are relatively 
small and indicate consistency across the data. Regarding task 
1, the subjects spent an average of 21 seconds using the 
tabletop interface vs. an average of 24 seconds using MobiSurf. 
Based on the researcher’s observations during the user study, 
the device switch in MobiSurf may result in longer time to 
complete task 1. Regarding task 2, there is a visible difference 
and significant improvement in the task completion time when 
using the MobiSurf interface (an average of 33 seconds) vs. 
tabletop interface (an average of 115 seconds).  

 

Figure 1. The mean values and SD of task completion time 

We then used multiple regression [8] to find any 
statistically significant correlations between their background 
data and their efficiency when using the MobiSurf and tabletop 
interfaces. The results showed that the subjects’ experience of 
using smartphones (i.e., owning a smartphone) had a 
significant correlation to the efficiency using the MobiSurf 
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interface for both tasks 1 (p=0.0098) and 2 (p=0.0462). That is, 
subjects familiar with smartphones spent significantly less time 
to complete tasks 1 and 2 using the MobiSurf interface. In the 
MobiSurf interface, a smartphone was used as an external 
controller to supplement a tabletop interface. Therefore, the 
previous user experience for smartphones affects the efficiency 
for the MobiSurf interface. 

In summary, MobiSurf provides a balanced interaction style 
that considers both usability and privacy for collaborative 
applications. Our results showed that the MobiSurf interface 
provided a seamless interaction between a personal device and 
a shared tabletop with minimal distraction. We identified two 
main limitations during the user study. First, the proposed 
approach utilizes tangible objects to track users over the 
display, but it is only applicable to horizontal displays where a 
user can comfortably place the tangible object on top of a 
tabletop. Modifications are necessary to extend our approach to 
vertical or wall mounted devices. Second, the use of infrared 
sensors to identify pointers’ infrared tags limits our system to 
indoor environments. 

VI. APPLICATIONS 

Based on the MobiSurf framework, interface designers can 
design inter-device bimanual interactions through the following 
steps.  

1) Design a standard tabletop interface. Interface 
developers elicit requirements, and design a tabletop interface 
according to existing guidelines.  

2) Identify inter-device user interface (UI) elements. 
After designing the standard tabletop interface, developers 
select UI elements that require inter-device interaction. For 
example, a textbox for a password within a standard tabletop 
interface is extended with an inter-device interaction by using a 
mobile device for a private input while some text blocks or 
images can be given with the sharing capacity across different 
devices.   

3) Define the intended action of a tabletop gesture on a 
UI element. Developers must define the action of a gesture 
(e.g., “PointerOver” or “PointerRotate”) on each inter-device 
UI element. According to the intended action, corresponding 
action message(s) are transferred to and performed on an 
associated mobile device. The mapping between a tabletop 
gesture on a UI element and its action provides the flexibility 
for interface developers to define the application-dependent 
semantics for user’s actions.   

Based on the above design process, we have designed three 
applications, discussed as follows.   

Although tabletops are getting more and more popular as 
public interfaces, they lack accessibility features for blind 
users. Though commercial tools (e.g., Apple’s Voice Over, and 
Google’s Eyes-Free) have been proposed to support 
accessibility features on tabletop devices, they in general 
combine the gesture-based input with the speech-based output 
for blind users, which may be potentially limited in a public 
environment due to ambient noises. In addition, the voice input 
on a tabletop is only useful for single-user interactions because 
different sources of sound can interfere with each other. 

Furthermore, most approaches require significant modifications 
on the hardware or software, which makes the new system 
inaccessible for non-blind users. Without compromising the 
usability for non-blind users, we developed a prototype (See 
Figure 2) to facilitate blind users to access information in a 
public environment. The prototype gives vibration and voice 
feedback to a visually impaired user through his/her personal 
mobile device. Therefore, one user’s interaction does not 
interfere with others. More specifically, non-blind users 
interact with the tabletop application in a normal way. On the 
other hand, the prototype provides accessibility features for 
visually impaired users. The boundary in the following 
screenshot (Figure 2) includes a serial of red blocks that guide 
blind users to browse different parts of the interface. In the 
beginning, a blind user places his/her pointer on the top-left 
corner of the screen. Then, speech feedback, which directs the 
user to the destination, is delivered to the user’s mobile device 
when the user moves the pointer along red blocks. The user is 
alerted through vibration if he/she accidently moved the pointer 
off the track. When the user’s pointer arrives at the destination, 
the application generates an action message “Speech” on the 
user’s mobile to request the corresponding information. The 
user can input the required information through speech on 
his/her mobile, which does not interfere with other users.  

 

In addition to applications in a public environment for both 
disabled and normal users, MobiSurf is useful for 
collaboration, such as brain storming or class discussion. 
Taking advantage of the large screen of a tabletop, people can 
gather around a digital surface and interact with the system 
simultaneously. The MobiSurf interaction technique is 
especially useful to protect privacy and support data sharing in 
collaborative tasks. For example, a meeting coordinator can 
easily issue a private poll on a particular idea and others can 
privately send their responses to the coordinator through the 
“PointerShare” gesture. Furthermore, during the discussion, a 
participant can access or input sensitive information through 
his/her mobile device while he/she uses the tabletop as a public 
space for discussion and information sharing. Another potential 
application is to support class discussion in educational 
applications. For example, an instructor can use a public 
display to share contents with students (i.e., the mobile-to-
tabletop sharing) while students can use private sharing to send 
back their answers to the instructor (i.e., the mobile-to-mobile 
sharing). Voice, vibration and other multimodal feedback can 
add more interactivity. 

 

Figure 2. A screenshot for the accessible public interface 
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VII. CONCLUSION AND FUTURE WORK

This paper presents the MobiSurf framework that supports 
inter-device bimanual interactions in different scenarios 
through tangible objects and mobile devices. MobiSurf is 
featured with an event-driven architecture, which maps user’s 
actions on a tabletop to corresponding interaction commands 
on a paired mobile device. We investigated different scenarios, 
to which the MobiSurf interaction style is applied. A user study 
evaluated the usability of the MobiSurf interaction style. The 
results indicated that the proposed interaction style was as 
usable as the standard multi-touch interaction while offering 
improved privacy and efficient data sharing. In the user study, 
some advanced features, such as “Region selection” or 
“Multiple pointers”, were not evaluated. We will evaluate these 
features in future experiments. The future work also includes 
developing complex real-world applications, especially 
focusing on improving the accessibility for vision-impaired 
users on tabletop interfaces, and evaluating their usability. In 
addition, we plan to evaluate the ease of instantiating the 
framework in applications. 
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Abstract

The Linked Data Initiative is pushing dataset maintain-
ers to publish data online in a highly reusable way through
a set of open standards, such as RDF and SPARQL. The
amount and variety of available structured data in the
Web is increasing but its consumption is still quite limited.
In particular applications used to explore linked data are
mostly either generic linked data browsers or applications
with hard-coded logic tailored for specific needs. SWOWS
is a platform for declarative specification of applications
consuming linked data. In this paper we describe the use of
the platform for creating browsing applications tailored to
specific contexts, and show how the declarative paradigm
preserves flexibility of the application. To this end, the plat-
form has been extended to allow the dynamic generation
of SPARQL queries. An example of a linked data browser
created with the platform is given.

1. Introduction

In recent years the Web is evolving from an interlinked
set of documents to an interlinked web of data and services.
The structured data available online is increasing both in
quantity and diversity [7]. The comprehensive data model
proposed by the World Wide Consortium (W3C) is the Re-
source Description Framework (RDF) [14]. Other de facto
standards, e.g. the Freebase model [8], or HTML embed-
ded formats, such as Microformats [25], Microdata [22]
or RDFa [1], can be mapped to the Resource Description
Framework (RDF) model [14] for interoperability (for ex-
ample using Any23 1).

One of the key advantages of the linked data model is
that it allows the serendipitous exploration and reuse of ex-
isting data. Potentially, any expert of a specific domain can
build a fully customized visualization from a set of possibly
different linked data sources.

1http://any23.apache.org/

In practice, building such a visualization currently re-
quires advanced programming skills. Moreover it involves
a number of system choices that constrain the effective
reuse of a visualization. To mitigate this problem, we
have developed the Semantic Web Open datatafloW Sys-
tem (SWOWS) [11, 10], a platform that allows the declar-
ative construction of interactive linked data applications.
Applications are built from a basic set of operators (based
on SPARQL, the standard query language over the RDF
model [21]) adopting the pipeline metaphor.

In this paper we discuss the use of SWOWS to build ap-
plications to browse specific sets of linked data. We show
how such applications can be built based purely on Web and
Semantic Web standard technologies and how the declara-
tive approach can help in organizing flexible visualizations.

The SWOWS platform has been extended to allow ma-
nipulation of SPARQL queries as data. A developer using
SWOWS can thus write SPARQL queries which take as
input other SPARQL queries and/or produce new queries
in output. The queries written with SWOWS have the
role higher functions have in other programming languages
(Scala [30] being possibly the most popular nowadays). The
use of this functionality (together with other extensions to
the original SWOWS platform) will be showcased through
an example application.

In the rest of the paper, Sect. 2 introduces the technol-
ogy background and Sect. 3 discusses related work, while
Sect. 4 specifically describes SWOWS. New features are
shown in Sections. 5 and 6, where dynamic query gener-
ation is illustrated.An example application is described in
Sect. 7 and Sect. 8 discusses conclusions and future work.

2. Technologic Background

The relational model is widely used to represent virtually
any kind of structured information. The Resource Descrip-
tion Framework (RDF) [14] generalises it to the universe
of structured data in the World Wide Web, better known as
the Semantic Web [5]. In the RDF data model, knowledge
is represented via RDF statements about resources, where a
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resource is an abstraction of any piece of information about
some domain. A RDF statement is represented by a RDF
triple, composed of subject (a resource), predicate (speci-
fied by a resource as well) and object (a resource or a literal,
i.e. a value from a basic type). A RDF graph is therefore
a set of RDF triples. Resources are uniquely identified by
a Uniform Resource Identifier (URI) [4], or by a local (to
the RDF graph) identifier if they have not meaning outside
of the local context (in which case they are called blank
nodes). The resources used to specify predicates are called
properties. A resource may have one or more types, speci-
fied by the predefined property rdf:type. A RDF dataset
is a set of graphs, each associated with a different name (a
URI), plus a default graph without a name. We use RDF
through the framework to represent any kind of informa-
tion and its transformations. In RDF, prefixes can be used
in place of the initial part of a URI, representing specific
namespaces for vocabularies or set of resources.

We extensively use SPARQL2 [21], the standard query
language for RDF datasets. SPARQL has a relational alge-
bra semantics, analogous to those of traditional relational
languages, such as Structured Query Language (SQL). The
SPARQL CONSTRUCT, one of the SPARQL query forms,
takes as input a RDF dataset and produces a RDF graph.
While the SPARQL Query Language is “read-only”, the
SPARQL Update Language [33] defines a way to perform
updates on a Graph Store, the “modifiable” version of a
RDF Dataset. A SPARQL Update request is composed of a
number of operations. The current version of the standard
is SPARQL 1.1, but much of the existing work refers to the
previous version, SPARQL 1.0 [32]. SPARQL 1.1 algebra
offers an expanded set of operators, effectively allowing the
expression of queries that were not expressible before.

The ubiquity of Web browsers and Web document for-
mats across a range of platforms and devices drives devel-
opers to build applications on the Web and its standards.
Requirements for browsers have dramatically changed from
the first days of the Web. Now a browser is an interface to an
ever-growing set of client capabilities, exemplified by Rich
Web Client Activity at W3C. All modern browsers natively
support the Scalable Vector Graphics (SVG) standard [15],
a language representing mixed vector and raster content,
based on Extensible Markup Language (XML) [12]. To-
gether with the long established Document Object Model
(DOM) Events [31, 23] and ECMAScript3 [16] support, it
allows the realisation of complete interactive visualisation
applications. Indeed, ECMAScript libraries for interactive
data visualization are proliferating, from standard visuali-
sations [19, 3, 9] to specialized visualisations for specific
domains [36], especially leveraging the SVG technology.

2Originally a recursive acronym SPARQL Protocol and RDF Query
Language, the extended form has then been dropped from W3C documents

3Commonly called JavaScript, the dialect from Mozilla Foundation.

3. Related Work

Several languages were proposed to define SPARQL
views in a way analogous to SQL views. A SPARQL view
is a graph intensionally defined by a SPARQL CONSTRUCT

query; the input dataset can be composed by both “real”
(extensionally defined) graphs and views. RVL [28] is
an early effort, using an imperative language for defining
views based on an independently defined query language
(RQL [24]). vSPARQL [35] is an extension of SPARQL
1.0 grammar allowing named views defined with CONSTRUCT

queries and reusable in other queries. Schenk and Staab,
working on Networked Graphs [34], propose an RDF-based
syntax to define views, which are graphs defined in terms
of SPARQL 1.0 CONSTRUCT queries on explicitly defined
graphs and other views. Although powerful enough to
define read-only applications (possibly together with visual-
ization tools described below), network of views do not eas-
ily model interactive applications. In particular, they face
the problem of how to represent events and time-dependent
information, including the application state.

Two pipeline languages have been proposed to define
RDF transformations, namely DERI Pipes [27] and SPAR-
QLMotion [26]. They offer a set of basic operators on RDF
graphs to build the pipelines and they are both endowed
with a graphical environment to create the pipelines using
the available operators (free in the case of DERI Pipes, in a
commercial software for SPARQLMotion [13]). In SPAR-
QLMotion, both pipelines and queries are represented in
RDF (for queries using the SPIN-SPARQL [18] syntax).

Visualbox [20] and Callimachus [2] have been proposed
for linked data visualisation. In their two-step model/view
approach, SPARQL queries select data and a template lan-
guage generates the (XML-based) visualisation. SPARQL
Web Pages (SWP) is a RDF-based framework (to be used
with SPARQL Motion or on its own) to describe and ren-
der HTML+SVG visualisations of linked data. HTML and
SVG are mapped to two corresponding vocabularies and to-
gether with the UISPIN Core Vocabulary allow the associa-
tion of a RDF resource with the description of its visualisa-
tion. The description may be also statically associated with
a class of resources, with each specific resource mapping
defined through a SPARQL query. In all these proposals the
execution model corresponds to managing a single HTTP
request, as with typical application server technologies like
Java Servlet or PHP. Persistence and logical relationships
between requests and client state must be managed explic-
itly (e.g. saving/loading data related to a session and encod-
ing parameters in requests)4.

Generation/manipulation of queries at runtime is widely

4Both Callimachus and SWP offer some aid for building interactive
applications via special functions and syntaxes, but the execution model
remains request oriented.
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used both in SQL and in SPARQL. Several systems (for
a SPARQL example, see Jena [29]) provide basic support
through parameterized queries, in which some parameters
are bound (through some external mechanism) to actual
(scalar) values at execution time. This mechanism is not
sufficient when the structure of the query must be changed
dynamically (e.g. for multiple or complex search criteria
and/or ordering rules). Generic dynamic query genera-
tion is usually achieved through string-based, semantically-
unaware, manipulation or through a programmatic interface
offered by the host language. There have been efforts to rep-
resent queries using semantically rich structures not tied to
a specific host language [37], specifically for SPARQL the
already mentioned SPIN-SPARQL [18] vocabulary. While
this vocabulary potentially allows dynamic query genera-
tion, its use for this purpose is documented only for a spe-
cific case of query rewriting [17]5.

4. SWOWS

We set the following requirements for SWOWS: to be
based on a dataflow language in which data trasformations
are represented as pipelines; to use pipelines through cas-
cading declarative views on the input or other views; to rep-
resent data as RDF; to be able to connect to existing RDF
sources; to exhibit interactivity through Web interface in-
put/output; to represent pipelines as RDF to share and re-
use; to support interoperability with XML; to use existing
standards whenever possible.

The platform we propose allows users to define linked
data applications through a pipeline language based on
RDF. Users create pipelines using a visual representation,
through a Web-based editor, in turn interacting with a
pipeline repository. Other software, called the dataflow
engine, executes the pipeline (after downloading the cor-
responding RDF Graph from the repository) on a possibly
separate server, with a Web-based interface as well. Fig-
ure 1 shows a simplified lifecycle of the pipeline, from edit-
ing and saving it in a directly controlled repository, to even-
tually sharing it for use “as it is” or reuse in other pipelines.

A SWOWS pipeline is a side-effect-free dataflow pro-
gramming module, taking as input an RDF Dataset and re-
turning another RDF Dataset. The available components
(shown in Figure 2) are: the default input graph and the
(named) input graphs; the default output graph and the
(named) output graphs; the transform processors, that ex-
ecute a SPARQL 1.1 [21] query against a RDF dataset;
the single graph stores, whose content is incrementally
modified during an execution of the pipeline by execut-
ing a SPARQL 1.1 Update [33] on it each time one of
its input graphs changes (the update takes as input a RDF

5SPIN-SPARQL vocabulary is widely used as a way to attach SPARQL
rules to RDF resources.

Figure 1. A schematic view of the platform

dataset composed by the previous snapshot of the store as
default graph and a set of input named graphs); existing
pipelines which can be used as components in the current
pipeline; file data sources, i.e. RDF graphs generated by
loading local or remote files (serialized in one of the stan-
dard RDF formats); another way to access data from outside
the pipeline is through SPARQL Federated Queries used in
transform processors or simple graph stores.

Figure 2. The pipeline base component types

A pipeline can be designed just for reuse by other
pipelines. If a pipeline has to be executed (i.e. it is a top
level pipeline), its default output graph must comply with
an XML DOM Ontology6 in RDF. It will represent a HTML
or SVG document, to be rendered by the user interface. Its
default input graph will receive the DOM Events generated
in the interface, described with a DOM Events Ontology7.

The main blocks of the implemented application are
the editor, the pipeline repository and the dataflow en-
gine. The editor is a rich Web application with its client
side logic coded in HTML+CSS+JavaScript and embedded

6http://www.swows.org/2013/07/xml-dom
7http://www.swows.org/2013/07/xml-dom-events
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in the Callimachus Web application [2], used as pipeline
repository. The dataflow engine is a Java-based (using
Apache Jena [29]) Web application maintaining the state
of each running pipeline instance; when a new instance is
launched (e.g., from the editor) the engine initialises the
pipeline and returns its output to the client, along with a
piece of JavaScript logic to report handled events back to the
server; each time an event is fired on the client, the dataflow
engine is notified and answers with the changes to be exe-
cuted on the client content. On the client side, any browser
supporting JavaScript can use both the editor and the gener-
ated application. The software is freely available8.

5. Transform Processors

In the previous version of the platform the behaviour
of a transform processor was always specified through a
CONSTRUCT query. It has been changed to allow also for a
SELECT query or a UPDATE request, maintaining the fact that
the transform processor executes a stateless operation on a
RDF dataset, resulting in a single RDF graph.

The SELECT queries are run according to the correspond-
ing semantics, but the result set is represented as a RDF
graph, containing the bindings, their order and each value
associated with a binding. This allows the derivation of
some order (depending on the ORDER BY clause) over a set of
items. Ordering could also be achieved through CONSTRUCT

queries but in a contrived and potentially inefficient way.
The UPDATE requests are run considering the input dataset

as a Graph Store; the output is given by the content of the
default graph after the UPDATE (the changes to the other
graphs are discarded). The UPDATE is useful if most of the
input default graph must be copied to the output, as using
UPDATE only the changes need to be expressed.

6. Dynamic Queries

One of the advantages of a declarative platform based
on a flexible model such as RDF is to easily generalise
functions. For example if one wants to generalise an op-
eration of filtering or aggregation on some property, one
can take the property from a configuration graph or as re-
sult of another query: properties in RDF are resources
and can be treated as such. In practice, due to some lim-
itations in SPARQL expressivity (e.g., there is no direct
way to express a FORALL operator), it can be tricky to
build generalised queries; moreover, due to current lim-
its in SPARQL engines and protocol infrastructure, they
can be highly unefficient. For these reasons we pro-
pose dynamic query generation, using a RDF vocabu-
lary to represent any SPARQL query. The vocabulary

8http://www.swows.org/

reuses SPIN-SPARQL [18] classes and properties (names-
pace http://spinrdf.org/sp#, prefix sp:). Some prop-
erties (namespace http://www.swows.org/spinx#, prefix
spx:) are added to avoid the use of lists when the or-
der in the query structure is not important. As an ex-
ample, whenever SPIN-SPARQL uses the sp:elements

property to associate a list of elements with a SPARQL
operator in a query (e.g., ex:op1 sp:elements (ex:el1

ex:el2)), we use the spx:element property to associate
each single element with the given operator (e.g., ex:op1
spx:element ex:el1, ex:el2). This choice simplifies
writing queries that manipulate queries. The namespace
http://www.swows.org/spinx/var/ (prefix var:) is fur-
ther defined to contain all the used variables (e.g., variable
?foo represented as var:foo) in order to simplify definition
and comparison of query variables.

7. An Example: Exploring Artworks

We will demonstrate in practice how a simple Linked
Data browsing application can be built with the proposed
platform and methodology. Our aim is to build an interface
to visually navigate through a set of world artworks. There
are a number of contexts in which it is important to offer a
visual navigation interface, reducing the need to use text to
interact with the application. One such context is a device
available in a public space, that may be designed for casual
use and international audience. The data used comes from
Freebase, a community-curated (and derived from other on-
line sources like Wikipedia) database of well-known peo-
ple, places, and things. The data is rich enough to allow for
faceted navigation using different dimensions: author, art
form (painting, sculpture, etc.), art genre (portrait, allegory,
etc.), creation date (usually at least the year).

The usual approach for faceted navigation is to use
the different categories to build multi taxonomy filters for
searching items. This approach is indeed established and
effective; we want to experiment instead with the use of
different dimensions to guide the user in free exploration of
dataset item by item. This kind of navigation can be useful
when the user has no previous complete knowledge of the
used taxonomies and/or the user interface will be used for
casual exploration, wandering through a data set. Usually
this is provided through related items links, that provide a
single dimension for this kind of exploration.9

The user interface for the application is composed of: a
main area in which an image is shown together with infor-
mation about the currently selected item; a variable number
of related artworks areas, in which links to related artworks

9In the present work we present the idea of multifaceted visual explo-
ration just to show the feasibility of the proposed approach for design of
browsing applications. We think that the idea on its own deserves to be
studied and tested in future research.
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(visually represented as thumbnails) are shown according to
different axes (in Figure 3 one of the possible configurations
of the application is shown10). The pipeline design has been
based on the separation between presentation elements (po-
sition and sizes of the different areas) and content elements
(different filters used for related artworks). A specific graph
defines the association between the two kinds of elements.

Figure 3. A screenshot of the example appli-
cation, here with the main area in the center
and related artwork areas at the four sides.

For this example we consider the Freebase dataset to be
available from a SPARQL Endpoint, considering the stan-
dard mapping defined by Freebase mantainers. It is pos-
sible to use the public FactForce endpoint11 (aggregating
also several other datasources [6]), or to install a cloud-
based distribution as the Sindice Freebase Distribution12 for
a more reliable access.

The pipeline, shown in Fig. 4, is composed by the fol-
lowing components: some Data Sources corresponding to
queries: one for each available filter (here four, but could
be any number) and one, filters-common.rq, to be used as
template to dynamically build the query; Framing that rep-
resents the wireframe of the user interface, both as SVG
structure and as specification of the areas for the other com-
ponents; FiltersQuery that generates the dynamic query for
the areas based on AreaFilter, the association between ar-
eas and filters; SelArtwork, that stores the selected artwork,
setting the initial one and changing it when the thumbnail
for another one is clicked (events coming from Default In-
put); RelatedArtwork, that runs the dynamic query to obtain
the sets of related artworks; View, that creates the dynamic
part of the Default Output (the SVG) to be merged with the
static part of the visualization from Framing.

The “heart” of the pipeline is the generation and execu-
tion of the query that retrieves the data of related artworks
for each area based on the defined areas, the defined filters

10Some images are not shown due to broken URLs in the dataset.
11http://factforge.net/sparql
12http://sindicetech.com/freebase

(the queries) and the association between them. The areas
are defined like the following (Turtle syntax):

1 <#bot tomBarArea>
2 a <#ImageArea>;
3 <#svgElement> <#bot tomBar >;
4 <#x> 2 0 ;
5 <#y> 550 ;
6 <#width> 800 ;
7 <#h e i g h t> 7 0 ;
8 <#c o l s> 7 ;
9 <#rows> 1 .

The queries representing the available filters are defined
in the following style (this is same-genre.rq):

1 PREFIX aw : <h t t p : / / r d f . f r e e b a s e . com / ns / v i s u a l a r t . a r t w o r k .>
2

3 SELECT DISTINCT ? r e l a t e d A r t w o r k
4 WHERE {
5 ? s e l e c t e d A r t w o r k
6 aw : a r t i s t ? a r t i s t ;
7 aw : a r t g e n r e ? g e n r e ;
8 aw : a r t f o r m ? form .
9 ? r e l a t e d A r t w o r k

10 aw : a r t i s t ? d i f f A r t i s t ;
11 aw : a r t g e n r e ? g e n r e ;
12 aw : a r t f o r m ? d i f f F o r m .
13 FILTER ( ? d i f f A r t i s t != ? a r t i s t ) .
14 FILTER ( ? d i f f F o r m != ? form ) .
15 }

Any kind of SELECT query will be accepted as long as it
projects the variable ?relatedArtwork and use the variable
?selectedArtwork corresponding to the selected artwork.

Finally the association between areas and filters is de-
fined through a graph like the following one:

1 <#topBarArea> <# f i l t e r > <same−a r t i s t . rq >.
2 <#bot tomBarArea> <# f i l t e r > <same−genre−form . rq >.
3 <#l e f t B a r A r e a> <# f i l t e r > <same−g e n r e . rq >.
4 <#r i g h t B a r A r e a> <# f i l t e r > <contemp . rq >.

The FiltersQuery component generates the dynamic
query and has as inputs various named graphs: <#filters>,
from the file data sources corresponding to the queries
defining the filters (the RDF graphs, being connected to the
same input, are merged, but each query is still distinguish-
able, as each query root element corresponds to the orig-
inal query URI); <#common>, from a file data source cor-
responding to <filter-common.rq>, a query used to hold
constraints that should be satisfied by any filter (e.g. hav-
ing at least an image and a minimum set of information);
<#areas>, from AreaFilters component, giving the associa-
tion between areas and filters described above; <#framing>,
from Framing component, holding the definition of the ar-
eas, also described above. The default graph is given by the
union of <#common> and <#filters>. FiltersQuery is de-
fined an Update request; it is useful to recall that the output
graph is obtained from the default input graph, applying on
it the Update request. The Update request is the following
(prefix declaration omitted):

1 INSERT {
2 <#F i l t e r s Q u e r y>
3 a sp : S e l e c t ;
4 spx : r e s u l t V a r i a b l e v a r : a r ea , v a r : r e l a t e d A r t w o r k ;
5 sp : where <#f i l t e r U n i o n >;
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Figure 4. The pipeline of the example application.

6 sp : o rderBy v a r : a r e a .
7 <#f i l t e r U n i o n> a sp : Union .
8 <#s e l e c t e d>
9 a sp : T r i p l e P a t t e r n ;

10 sp : s u b j e c t <#g l o b a l >;
11 sp : p r e d i c a t e <#s e l e c t e d A r t w o r k >;
12 sp : o b j e c t v a r : s e l e c t e d A r t w o r k .
13 }
14 WHERE {} ;
15

16 INSERT {
17 <#f i l t e r U n i o n> spx : e l e m e n t
18 [ a spx : ElementGroup ;
19 spx : e l e m e n t
20 <#s e l e c t e d >,
21 [ a sp : S e r v i c e ;
22 sp : s e r v i c e U R I <h t t p : / / f a c t f o r g e . n e t / s p a r q l >;
23 spx : e l e m e n t
24 [ a sp : SubQuery ; sp : que ry ? f i l t e r ] ] ] .
25 ? f i l t e r W h e r e spx : e l e m e n t
26 [ a sp : SubQuery ;
27 sp : que ry < f i l t e r s −common . rq> ] .
28 ? f i l t e r
29 spx : r e s u l t V a r i a b l e
30 [ sp : a s v a r : a r e a ; sp : e x p r e s s i o n ? a r e a ] ,
31 v a r : s e l e c t e d A r t w o r k ;
32 sp : l i m i t ? f i l t e r L i m i t .
33 }
34 WHERE {
35 GRAPH <#f raming> {
36 ? a r e a
37 a <#ImageArea>;
38 <#c o l s> ? a r e a C o l s ; <#rows> ? areaRows . } .
39 GRAPH <#a r e a s> { ? a r e a <# f i l t e r > ? f i l t e r . } .
40 BIND ( ? a r e a C o l s ∗? areaRows AS ? f i l t e r L i m i t ) .
41 GRAPH <# f i l t e r s > { ? f i l t e r sp : where ? f i l t e r W h e r e . } .
42 } ;

The Update request is composed by two separate Up-
date operations. The first one (lines 1–13) is constant (in
fact the WHERE clause is empty) and builds the fixed part of
the query to be generated. The second Update request de-
pends from the association between areas and filters (line
38) to build the part of the query corresponding to each fil-
ter and consisting of a common part (lines 16–21) and hav-
ing as subquery the query corresponding to the filter (lines

22–24). That filter query is also enriched in some ways:
the filter-common.rq query is added as a subquery (lines
25–26); a LIMIT clause (sp:limit) is added to retrieve ex-
actly the number of items that will be shown in each area
(lines 34–37, 39, 31); the corresponding area is added to
the variables projected by each filter query (lines 28, 19);
the queries are joined to the selected artwork through pro-
jecting the variable for each query (line 31) and joining each
query with a constant part that reads the selected artwork
from the input of the generated query (lines 8–11, 19).

As the output of this component is connected to the input
named #query of RelatedArtwork, this query is executed in
that component, taking as input the selected artwork. The
purpose of using a SELECT query is having the items or-
dered. Even in the case the order of the related artworks
in an area is undefined (the tuples are ordered only with
respect to ?area), the SELECT result gives an arbitrary or-
der that can be used to draw the corresponding thumbnails.
Finally, the CONSTRUCT query in the component View (not
shown), builds the SVG page based on an image and infor-
mation on the selected artwork and the thumbnails of related
artworks organized by areas.

8. Conclusions and Future Work

We discussed the use of the platform SWOWS and dy-
namic query generation to build interactive linked data ap-
plications, especially in the case of flexible browsing appli-
cations. Dynamic query generation and other extensions to
the platform as originally conceived were presented, justi-
fied by application to concrete cases.

We want to keep experimenting in this direction, and
possibly also to leverage this experimentation to build
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higher level interfaces, designed also for usage by non-
expert users, as a way to flexibly interact with linked data.
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Abstract—The self-regulation ability of the elderly is largely 

degenerated with the age increases, and the elderly often expose 

to great potential hazards of heart disorders. In practice, the 

Electrocardiography (ECG) is one of the well-known non-

invasive procedures used as records of heart rhythms and 

diagnosis of unusual heart diseases. In this paper, we propose a 

healthcare management system, named CardicGuard, which is 

specialized in monitoring and analysis the heart disorder events 

for the elderly. The CardiaGuard cloud service is an expert 

system designed based on the hybrid classifier implemented using 

Support Vector Machine (SVM) and Random Tree (RT) 

classification algorithm. We conduct a comprehensive 

performance evaluation which shows the proposed hybrid 

classification engine are able to detect six types of cardiac 

disorders with higher accuracy rate than the SVM-based 

classifier alone. CardioGuard poses a great solution to enhance 

the quality of good clinical practice on the healthcare 

management for the elderly in cardiology. 

Keywords-Electrocardiograph (ECG); Healthcare; RR interval 

(RRI); Android-based; Arrhythmia classification; Support Vector 

Machine (SVM) 

I.  INTRODUCTION  

Heart disease is the major cause of death for countries. In 
today’s complex life, it is easy to find physical and emotional 
disorders on every citizen. Sleep disorders is a common 
problem in the elderly, which causes even more severe physical 
conditions such as heart disorders. For more comfortable and 
complete healthcare service, a lot of healthcare system models 
have been proposed to help diagnose, monitor and provide 
services to heart disease patients in recent years [1][2]. For 
clinical observation, there exists an inextricable connection 
between the disorders and the autonomic nervous system.  

Although the advance in medical technology extends the 
lifespan of human beings, it is still a challenging task to meet 
the requirements of quality clinical practices under limited 
available medical resources and healthcare resource. Moreover, 
the patient's family wants the necessary and appropriate action 
taken at any time when a patient is in need of care or when an 
unusual emergency situation is occurring. With the rapid 

development of information and communication technology, 
more ehealth services are introduced in order to improve access, 
efficiency and quality of health care services. There is an 
urgent need for the home care system to send real-time 
monitoring of physical information to a central health 
management system, which would serve as a platform where 
the doctor could communicate with his/her patients who need 
helps. 

To mitigate the potential impact of the limited medical 
resource, home telecare and remote healthcare services emerge 
to offer monitoring, alerting services or providing medical 
information or healthcare tutorial remotely in recent years. And 
to provide quality telecare services, a good healthcare 
management system (HMS) is critical since all services are 
carried on the platform. An effective HMS would benefit not 
only patients, but also benefit to the patient's family with 
enough information and suggestion, as a result taking correct 
actions when taking care of patients.  

The degradation of the ability to adapt and respond to 
changing health situations and environments causes a lot of 
potential hazards on the health of the elderly. Among all 
potential threats, heart disorders are more critical that may 
cause sudden death. Electrocardiography (ECG), one of well-
known non-invasive procedures, is commonly used to detect 
abnormal heart rhythms and a powerful tool in diagnosing heart 
disorders, which is evolved from a long history references to 
and correlation with known cardiac disorders. Further, each 
individual has his own unique ECG signal which may also be 
influenced by his mood, illness and also his environment. 
Conventional analysis tools (e.g., rule-based analysis) do not 
have a personalized learning heart disorder capability. 
Therefore, the clinical experts still need to get involved and 
carefully identify the symptom. There are many studies on 
ECG signal processing such as baseline correction, noise 
removal, R-wave detection, QRS algorithm and disease 
diagnosis [3][4][5][6]. With medical knowledge and techniques, 
hence, Electrocardiography (ECG) can be used as an important 
cue for diagnosis of heart disease and trace of treatment. 

On the other hands, real-time heart rate variability (HRV) 
analysis, measured based on QRS detection and beat-to-beat 

*Corresponding author: G.-T. Liao. This research was supported in part by the National Science Council (NSC) in Taiwan under the grant numbers NSC 102-
2220-E-005-008 and NSC 102-2221-E-194 -006. 
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intervals, is essential to emotional recognition. One of the most 
important parameters is RRI that is the interval between two 
successive R points, the peak of the QRS complex in 
electrocardiography (ECG) wave. Recent studies also show 
that RRI is very useful to identify Premature Ventricular 
Contraction (PVC), a common type of heart arrhythmias [7]. 
What we are interested in is how to build a reliable cloud 
ehealth service to recognize the disease detection and 
arrhythmia classification through HRV and RRI analysis. In 
this paper, we propose a healthcare management system, 
named CardiaGuard, built on the top of cloud computing 
platform. Taking advantages of the cloud computing platform 
(such as flexibility, cost reduction, reliability, security gains), 
CardiaGuard is able to provide reliable and safe real-time 
surveillance of the heart disorder events for the elderly. 

In the near future, the Android systems [8][9] are expected 
to be more popular. From the perspective of health care 
applications, the Android system with wireless transmission in 
smart home also provides a feasible solution for the 
development of a portable ECG monitoring system. So, in this 
paper, we present the healthcare system model and application 
function, and make analysis of Arrhythmia classification based 
on RRI. For the experiments, MIT-BIH database [10] is 
adopted as the benchmark to test and verify our proposed 
method. The rest of this paper is organized as follows. In 
Section 2, the background information is about the ECG and 
classification algorithms. The personal healthcare system is 
introduced in Section 3. Then, the analysis of arrhythmia 
classification is shown in Section 4. Finally, Section 5 
concludes with a short summary of the research contributions. 

II. BACKGROUND 

Heart Rate Variability (HRV) [11][12] is the variation of 
time interval between heartbeats that represents a physiological 
phenomenon. Generally speaking, HRV analysis can be 
divided into two categories: time domain and frequency 
domain measurements. For time domain analysis of HRV, it 
uses the simplest parameters to be calculated, such as the RR 
intervals (RRI), mean NN intervals (MNN, RRm), the standard 
deviations of all NN intervals (SDNN), the square root of the 
mean of the sum of the squares of differences between adjacent 
NN intervals (RMSSD) and the proportion derived by dividing 
the number of interval differences of NN intervals greater than 
50 ms by the total number of NN intervals (PNN50). For 

instance,   )(
1

iRR
N

RRm

. 

On the other hand, the frequency domain analysis can help 
discriminate between sympathetic and parasympathetic 
contents of RR intervals, such as the spectral power in the high 
frequency band 0.15-0.4 Hz (HF) of the RR intervals, that in 
the low frequency band 0.04-0.15 Hz (LF), that in the very low 
frequency band 0.0033-0.04 Hz (VLF), and the ratio of LF and 
HF bands power (LF/HF). Basically, HF is related with 
parasympathetic activation, LF is related with sympathetic 
activation, and LF/HF is related with autonomic nervous 
activation. Traditionally, frequency domain analysis is 
performed by means of Fast Fourier Transformation (FFT) for 
the same parameters with the time domain measurement. Using 

FFT is simple in calculation to get Power Spectral Density 
(PSD). 

Especially, fast arrhythmia classification by automatic 
computer procession can help save time for physicians to 
diagnose. However, physicians have to check the arrhythmias 
again, and then make professional judgment. We know that 
using the current R-R interval (RRI-1) and the previous R-R 
interval (RRI-2) as attributes could performs very well for PVC 
identification. At the meantime, LF, HF and VLFP are critical 
parameters for PVC detection. For instance, Fig. 1 
demonstrates the meaning of sample point R(t) and its adjacent 
R points R(t+1) and R(t-1), and RR intervals (RRI-25 ~ RRI+50). 
For arrhythmia classification, there is closer relationship of 
sampling between the 25-th beat before the sample point and 
the 50-th beat after the sample point (R(t)). 

(R ( t +50) )

Time (t)
RR Interval 

(RRI+1)

Sample Point

(R ( t ) )(R ( t-25 ) ) (R ( t+1 ) )(R ( t-1 ) )

RR Interval 

(RRI-1)

(RRI-25 ~ RRI-2) (RRI+2 ~ RRI+50)

Fig. 1.  Example of illustrating RR intervals 

There are many methods for classification proposed in 
literature, including K-Nearest Neighbors (KNN) [13], Linear 
Discriminant Analysis (LDA) [14], multinomial logistic 
regression (also called Softmax Regression) [15], Genetic 
Programming (GP) [16], fuzzy weighted [17], neural network 
(NN) [18], Bayesian classifiers [19], support vector machine 
(SVM) [20], Hidden Markov Models (HMM) [21], rule-based 
algorithms [22] and Random Tree [23]. Several popular 
algorithms are used for disease identification and classification 
of cardiac arrhythmias. For reducing system complexity and 
improving accuracy, one kind of methods has a step for feature 
reduction. Genetic programming can be used to select effective 
features to distinguish between different types of arrhythmias. 
Another kind of methods is data pre-processing like 
normalization and weighted values. Involving both feature 
selection and data pre-processing, a novel layered hidden 
Markov model (LHMM) was proposed to detect cardiac 
arrhythmia that is two layers of HMMs, the Layer 1 HMM 
extracts the features of ECG waveform and human activities, 
and the Layer 2 HMM classifies the type of cardiac 
arrhythmias. On the other hand, the rule-based algorithms and 
the deterministic automaton relay on medical knowledge. 

Various approaches take RRI from ECG recordings as 
feature, and some way even only uses RRI for classification of 
specific arrhythmia. Under ECG signals without strong medical 
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knowledge, we want to know how accurate the time intervals 
RRI can provide assistance for classifying of multiple cardiac 
arrhythmias. Based on statistical principle, we focus on the 
comparison of SVM, Softmax Regression and NN algorithms. 
Cascade neural network is a type of artificial neural networks 
(ANN) has two properties, Cascade Correlation and supervised 
learning algorithm. In many cases, SVM provides better 
classification results than the NN methods. About Softmax 
Regression, it is usually used to solve nonlinear classification 
problem for optimization by gradient descent or by Limited-
memory Broyden–Fletcher–Goldfarb–Shanno algorithm (L-
BFGS). Moreover, SVM training models mainly divide into 
three kinds of kernel functions, linear, Radial Based Function 
(RBF) and quadratic functions. Here, we especially analyze 
RBF SVM (by choosing optimal parameters, sigma and c). In 
this paper, we take MIT-BIH arrhythmia database as training 
data to show the performance of classifying Premature 
Ventricular Complex (PVC) and other arrhythmias. 

III. CARDIAGUARD OF HEALTHCARE CLOUD SERVICE

The proposed personal healthcare system [24] includes 
three subsystems as shown in Fig. 2: (1) the ECG sensor node 
[25], (2) the mobile device responsible for ECG signal process 
and data communication, and (3) the surveillance system and 
healthcare service. The detailed model of our methodology of 
arrhythmia classification is illustrated by Fig. 3. 

Emergency 

Healthcare Center

GPS
Database Server

Data Mining 

Sever

Web Server

ECG Sensor Node

Mobile Device

Instant Response

Network Infrastructure

Fig. 2.  Health monitoring system architecture 

 Preprocessing: Although it may cause the loss of real
useful ECG signals, it is a critical step for improving
classification accuracy before measuring the
amplitudes to perform baseline drift correction for
ECG data. One way is to use the integer coefficient
digital filter and the ten-point moving average filter
[26]. Another way is to remove the baseline wander by
median filter [4], and remove the high frequency noise
by symN wavelet, such as sym10 [27].

 R-wave detection: There are many QRS detection
methods including So-and-Chan QRS detection
algorithm [6] and Hilbert transform with automatic
threshold [28].

 Feature extraction: We only adopt the continuous RR
intervals (RRI-25 ~ RRI+50) as attributes of each sample.

Generally, there are parameters of time domain and 
frequency domain analysis. 

 Training model and arrhythmia classification: In our
experiments, we conduct the SVM-based algorithms.

Unknown ECG 

data
ECG 

Database

Preprocessing

R-wave Detection
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(RRI)
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Classification Algorithm
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R-wave Detection
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(RRI)
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Result

Training 
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Classification 
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Update Feedback

Fig. 3.  Methodology of arrhythmia classification 

A key point is to set the alarm service that can trigger the 
healthcare worker to query the user’s situation and make the 
instant response such as immediately calling ambulance if 
necessary. In common, the range of heart rate is between 60-
100 times per minute. For example, when the heart beats per 
minute is larger than 120 or lower than 40, the alarm service 
with the threshold will be triggered. The healthcare system 
application in smart home is developed as real-time ECG 
monitoring platform by HRV analysis and cardiac arrhythmia 
classification. Furthermore, when the service cost of the related 
hard devices and system applications is low enough to be 
popular for everyone in the future, this kind of healthcare 
system will benefit the whole world. Especially note we can 
take Pulse to Pulse Interval (PPI) of the patient from the so-
called heart rate watch by Photoplethysmography (PPG) as 
similar RRI even when the real RRI information (HRV related) 
is not monitored [29][30][31]. Due to flexibility, it is more 
likely to convince the elderly to wear smart devices such as a 
watch with biosensor. In other words, in our proposed 
healthcare management system, it needs to be able to extract 
the typical RRI or PPI information. 

A. Hybrid classification engine 

In our CardiaGuard cloud service, the major purpose is to 
classify cardiac arrhythmias no matter whether the arrhythmias 
had been detected in personal ECG records (PER). Hence, we 
propose the three-layer classification flow model as shown in 
Fig. 4. Layer 1 is by general ECG database including the well-
known ECG database, PER, and etc. Layer 2 and Layer 3 are 
for classification by PER. Layer 1 is designed to mainly detect 
other arrhythmias, not existed in PER. In other words, through 
other person’s ECG records, we may earlier find the 
presentation of the new arrhythmia for self-health awareness. 
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On the other hands, the design principle of the Layer 2 is to 
acquire higher classification of arrhythmias existed in PER as 
the presentation of everybody’s ECG could be different. Using 
PER, it is easier to catch the property of features for personal 
healthcare management. Moreover, Layer 3 Random Tree (RT) 
filter is designed to improve classification accuracy through the 
observation of doctors. If we find some type is falsely 
identified as another type many times, we can do further 
process like using Random Tree method (RT) for classification 
of suspicious arrhythmias between limited type scopes. For 
example in our experiments about RT filter, we use RT 
classification method to determine the type ‘L’, classified in 
Layer 2, is more like ‘L’ or ‘E’. That is because we know the 
performance of classification for the two types (‘L’ and ‘E’) is 
very good by RT method. Finally, combing the classification 
results of Layer 1-3, the healthcare service can offer the precise 
personalized arrhythmia classification and detection of new 
arrhythmias for specific person. 
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Fig. 4.  CardiaGuard classification flow model 

B. Use-case of cloud service 

In the elderly healthcare management system, there is a 
SVM-based arrhythmia classification cloud service. Among all 
potential threats, heart disorders are more critical that may 
cause sudden death. Because ECG signals of different patients 
of the same disease are not all the same that each patient may 
have specific patterns in self ECG signals, there is a special 
design of the cloud service for the elderly healthcare 
management system that the training model is made based on 
the arrhythmia analysis of the patient’s self ECG signals with 
detailed examinations carried out by doctors. The cloud service 
for the elderly healthcare needs the cooperation of doctors and 
hospitals, and the use-case flowchart is illustrated in Fig. 5.   

Smart PhonePortable ECG Strap
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)))  (((
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Expert System
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Arrhythmia Classification,

Autonomic Nervous System

4

Web Portal

family

5

2

1

6

Doctor

)))  (((

GSM
3G

LTE

Fig. 5.  Use-case flowchart of cloud service for healthcare 

 Step 1. ECG data is gathered and then transmitted to
smart device by Bluetooth communication. ECG
records can be shown and uploaded through the smart
device with network connection capability.

 Step 2. ECG records are transmitted to the cloud
database by WiFi, 3G or Long Term Evolution (LTE).

 Step 3. The unanalyzed ECG records will be read by
the expert system, and perform QRS detection process.
Next, the expert system automatically classified out
arrhythmias by SVM classification method.

 Step 4. The data information including QRS and
classification results are sent to the cloud database for
storage.

 Step 5. The doctors can observe the original data and
the classified record by web service. At the meantime,
the doctors can manually fix the arrhythmia results for
on-line real-time correction. The ECG records with
arrhythmia information processed by doctors will be
given as ECG training sample for personalized
arrhythmia classification service.

 Step 6. The patients and their relatives can view the
results of arrhythmia analysis via web service.

IV. EXPERIMENT 

For testing the efficiency of arrhythmia classification under 
different RRI attributes, we take the ECG records (R207, R124 
and others) from MIT-BIH database as training data, and adopt 
RBF SVM as the default classification method. Here, in our 
experiments, RBF SVM is with the optimal parameters (sigma 
and C) [32]. In practical, the system can be set with the optimal 
RBF parameters for personalized service. TABLE I summaries 
the arrhythmia notations and counts in R207 and R124. And 
shown in TABLE II, we denote RRI-1 and RRI-2 by 2-RRI, 
denote from RRI-3 to RRI+6 by 9-RRI, and denote from RRI-24 
to RRI+48 by 72-RRI.  
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TABLE I  ARRHYTHMIA TYPE ON R207 AND R124 

Notation Meaning of Arrhythmia Type 
Count 

R207 R124 

L Left bundle branch block beat 1457 0 

R Right bundle branch block beat 85 1531 

A Atrial premature beat 107 2 

V Premature ventricular contraction 105 52 

! Ventricular flutter wave 472 0 

E Ventricular escape beat 105 0 

J Nodal (junctional) premature beat 0 29 

j Nodal (junctional) escape beat 0 5 

TABLE II  EXAMPLE OF MULTIPLE RRI ATTRIBUTES 

Number of RRIs Arrange(t) of RRI(t) 

2 -2, -1 

9 -3 ~ +6 

18 -6 ~ +12 

36 -12 ~ +24 

72 -24 ~ +48 

A. Undetected arrhythmia by general records (Layer 1) 

In this section, we discuss the classification performance of 

joint ECG records from different patients. Generally speaking, 

taking others’ ECG records as training samples, the 

performance of self ECG arrhythmia classification is not very 

good. Even if taking joint ECG records as training samples, 

including self ECG records, the classification performance still 

does not achieve high accuracy. However, through the results 

of TABLE III, it shows multiple RRIs can help solve the 

problem. Here, 8 different ECG records are take in the general 

ECG database, including R111, R118, R124, R200, R207, 

R213, R228 and R232. Among the 5 kinds of RRI attribute 

schemes (with 9 arrhythmia types), the mode with 72-RRI can 

have the highest accuracy in the K-fold cross-validation 

experiments (K=10). That is, arrhythmia classification by 

multiple RRIs can perform well in the 1-layer classification.  

TABLE III  AVERAGE ACCURACY BY CROSS-VALIDATION WITH DIFFERENT 

RRI ATTRIBUTES IN 1-LAYER CLASSIFICATION (8 RECORDS) 

RRIs 

Method 

2- 

RRI 

9- 

RRI 

18- 

RRI 

36- 

RRI 

72- 

RRI 

SVM 74.96% 91.85% 92.52% 93.09% 93.91% 

NN 70.98% 80.14% 81.83% 83.62% 89.53% 

B. Analysis on personal record (Layer 2 classification) 

For personalized healthcare management, personal ECG 
records can help our system more precisely classify those 
arrhythmias which were diagnosed and detected before. The 
following results can prove that the SVM-based algorithm is 
effective and efficient because it has good accuracy 
performance and takes execution time less than NN method. 
TABLE IV shows classification accuracy of multiple RRIs, 
used as attributes of each sample. The results present the 
classification accuracy of from 9-RRI to 72-RRI is better than 
2-RRI. The detailed classification results of R207 by SVM 
based on 2-RRI, 9-RRI, 18-RRI, 36-RRI and 72-RRI are listed 
in from TABLE V to TABLE IX. 

TABLE IV  CLASSIFICATION ACCURACY OF R207 & R124 BY SELF-TRAINING 

BASED ON RBF SVM WITH DIFFERENT RRI ATTRIBUTES 

Method 
RRIs 

Record 

2- 

RRI 

9- 

RRI 

18- 

RRI 

36- 

RRI 

72- 

RRI 

SVM 
R207 96.39% 99.26% 100% 97.77% 99.33% 

R124 95.90% 96.01% 96.24% 96.45% 97.86% 

NN 
R207 95.71% 96.98% 99.35% 98.95% 99.82% 

R124 95.97% 97.13% 97.30% 97.84% 97.53% 

TABLE V  CORRECTLY CLASSIFICATION OF R207 FOR 2-RRI 

Classified 
Arrhythmia 

L R A V ! E 
Accuracy 

(%) 

L (LBBBB) 1450 7 0 0 0 0 99.51 

R (RBBBB) 1 84 0 0 0 0 98.82 

A (APB) 0 0 107 0 0 0 100 

V (PVC) 0 0 0 102 3 0 97.14 

!  (VFW) 0 0 0 5 467 0 98.94 

E (VEB) 68 0 0 0 0 37 35.23 

TABLE VI  CORRECTLY CLASSIFICATION OF R207 FOR 9-RRI 

Classified 
Arrhythmia L R A V ! E 

Accuracy 

(%) 

L (LBBBB) 1456 0 0 0 0 1 99.78 

R (RBBBB) 0 85 0 0 0 0 100 

A (APB) 0 0 101 0 0 0 100 

V (PVC) 0 0 0 104 0 0 100 

!  (VFW) 0 0 0 0 472 0 100 

E (VEB) 16 0 0 0 0 89 84.76 

TABLE VII  CORRECTLY CLASSIFICATION OF R207 FOR 18-RRI 

Classified 
Arrhythmia L R A V ! E 

Accuracy 

(%) 

L (LBBBB) 1457 0 0 0 0 0 100 

R (RBBBB) 0 83 0 0 0 0 100 

A (APB) 0 0 95 0 0 0 100 

V (PVC) 0 0 0 103 0 0 100 

!  (VFW) 0 0 0 0 472 0 100 

E (VEB) 0 0 0 0 0 105 100 

TABLE VIII  CORRECTLY CLASSIFICATION OF R207 FOR 36-RRI 

Classified 
Arrhythmia L R A V ! E 

Accuracy 

(%) 

L (LBBBB) 1455 0 1 0 0 1 99.86 

R (RBBBB) 1 79 0 0 0 0 98.75 

A (APB) 1 0 82 0 0 0 98.79 

V (PVC) 0 0 0 100 0 0 100 

!  (VFW) 0 0 0 0 472 0 100 

E (VEB) 44 2 0 1 0 58 55.23 
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TABLE IX  CORRECTLY CLASSIFICATION OF R207 FOR 72-RRI 

Classified  
Arrhythmia 

L R A V ! E 
Accuracy 

(%) 

L (LBBBB) 1456 0 1 0 0 0 99.93 

R (RBBBB) 0 74 0 0 0 0 100 

A (APB) 0 0 59 0 0 0 100 

V (PVC) 0 0 0 94 0 0 100 

!  (VFW) 0 0 0 0 472 0 100 

E (VEB) 13 1 0 0 0 91 86.66 

The results of R207 clearly present the classification 
accuracy based on 18-RRI and 72-RRI has good performance 
(18-RRI > 72-RRI > 9-RRI > 36-RRI > 2-RRI). Furthermore, 
we summarize the experiments of R124 as shown in TABLE X. 
The accuracy metric is denoted as correctly classification. And 
the results of R124 obviously present the effectiveness of 72-
RRI that is 72-RRI > 36-RRI > 18-RRI > 9-RRI > 2-RRI. Then, 
through the analysis of classification results, we consider 72-
RRI is the most reliable manner among these five cases of RRI-
based sample attributes.  

Moreover the overall performance evaluation is carried out 
by the way of cross-validation (K=10).  The results are listed in 
TABLE XI. But when the system administrators think 72-
degree samples are too heavy, the 18-RRI sample attributes is 
the good choice as its overall cross-validation performance is 
also good. Roughly speaking, multiple RRIs do improve the 
classification accuracy than 2-RRI mode. 

TABLE X  CORRECTLY CLASSIFICATION ACCURACY OF R124 

RRIs 
Arrhythmia 

2- 
RRI 

9- 
RRI 

18- 
RRI 

36- 
RRI 

72- 
RRI 

R 99.93% 100% 100% 100% 100% 

A 0% 0% 0% 0% 100% 

V 31.91% 36.17% 40.42% 48.93% 55.31% 

J 3.44% 0% 0% 0% 58.62% 

j 40% 40% 80% 80% 100% 

TABLE XI  AVERAGE ACCURACY BY CROSS-VALIDATION WITH DIFFERENT 

RRI ATTRIBUTES 

Method 
RRIs 

Record 

2- 

RRI 

9- 

RRI 

18- 

RRI 

36- 

RRI 

72- 

RRI 

SVM 
R207 94.89% 96.08% 96.97% 95.55% 96.77% 

R124 95.66% 95.89% 95.92% 95.75% 96.11% 

NN 
R207 94.85% 95.22% 96.37% 95.77% 96.59% 

R124 95.84% 95.20% 94.99% 95.44% 95.78% 

C. Analysis on RT filter (Layer 3 classification) 

About the Layer 3 classification, we take R207 as an 
example. Firstly, we observe that some type ‘E’ is often falsely 
identified as another type ‘L’. Secondly, we know the 
performance of classification between the two types ‘L’ and 
‘E’ can be very effective by RT classification method. So, this 

rule can be added in Layer 3 RT filter that corrects the false 
positive of the type ‘E’ as shown in TABLE XII. In fact, the 
so-called correctly accuracy reflects another sensitivity 
measurement for whole classification performance. 

TABLE XII  PERFORMANCE OF FROM LAYER 2 TO LAYER 3 CLASSIFICATION 

WITH DIFFERENT RRI ATTRIBUTES FOR R207 

T
ru

e 
‘E

’ 
fa

ls
el

y
 

cl
as

si
fi

ed
 a

s 
‘L

’ Error count 
(Correctly 

Accuracy) 

2- 

RRI 

9- 

RRI 

18- 

RRI 

36- 

RRI 

72- 

RRI 

Layer 2 
68 

(35.23%) 
16 

(84.76%) 
0 

(100%) 
44 

(55.23%) 
13 

(86.66%) 

Layer 3 
15 

(85.71%) 

0 

(100%) 

0 

(100%) 

0 

(100%) 

0 

(100%) 

D. Performance Analysis in CardiaGuard 

Based on the description of Layer 1 above, we set a 
database of 8 records (including 9 arrhythmia types), and let 
R207 be the testing data (known including 6 arrhythmia types). 
By the experiment, we show the performance efficiency and 
difference between single layer and multi-layer co-decision. As 
shown in TABLE XIII, we summarize observations as follows. 
And in the C4 case, the integration of Layer 1 and Layer, where 
Layer 3 is mainly personal-relative and Layer 1 is an assistant 
of other new arrhythmias, has the mutual decisive property. 

 The performance of C3 (by Layer 3) is promoted from
C2 (by Layer 2).

 Using 72-RRI as attributes, the C1 classification could
achieve the accuracy of up to 100% in this experiment.

 Although the performance of the C4 case is obviously
affected by C3's high accuracy for 18-RRI, 36-RRI and
72-RRI, the classification of by 2-RRI or 9-RRI has the
difference between the C3 and C4 cases. The difference
means  the detection of the 3 arrhythmias ('J', 'j', 'N'),
which cannot be detected by C3, but can be detected by
C1 or C4. Overall, C4 could main high classification
accuracy and possess the ability to find other
arrhythmias which are new for personal health record.

TABLE XIII  ANALYSIS OF CARDIAGUARD EXPERIMENTAL ACCURACY 

RRIs 
Case 

2- 

RRI 

9- 

RRI 

18- 

RRI 

36- 

RRI 

72- 

RRI 

C1: Layer 1 (L1) 79.40% 96.25% 96.93% 99.30% 100% 

C2: Layer 2 (L2) 96.39% 99.26% 100% 97.77% 99.33% 

C3: Layer 3 (L3) 99.35% 100% 100% 100% 100% 

C4: Layer (1&3) 96.18% 99.44% 100% 100% 100% 
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V. CONCLUSION 

This paper introduces a healthcare management system 
which can help the elderly to be aware of cardiac arrhythmias 
and urgent needs of healthcare assistance. The system 
prototype and hybrid classification methodology are illustrated 
above. The experimental results show the proposed hybrid 
classification engine (Layer 2: SVM-based classifier plus Layer 
3: RT-based filter) improve the accuracy rate for E type 
arrhythmia from 35.23% to 85.71% under 2-RRI. Moreover, 
our proposed hybrid classification engine is able to achieve 
100% accuracy rate under the conditions of multiple RRIs 
(from 9-RRI to 72-RRI). In future work, we will study more 
types of arrhythmias which cause sudden cardiac death (SCD) 
and conduct a clinical trial with the medical organization after 
the approval from the Institutional Review Board (IRB). 
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Abstract—Gait as a biometric trait has the ability to be 

recognized in remote monitoring. In this paper, a method based 

on joint distribution of motion angles is proposed for gait 

recognition. The new feature of the motion angles of lower limbs 

are defined and extracted from either 2D video database or 3D 

motion capture database, and the corresponding angles of right 

leg and left leg are joined together to work out the joint 

distribution spectrums. Based on the joint distribution of these 

angles, we build the feature histogram individually. In the stage 

of distance measurement, three types of distance vector are 

defined and utilized to measure the similarity between the 

histograms, and then a classifier is built to implement the 

classification. Experiments has been carried out both on CASIA 

Gait Database and CMU motion capture database, which show 

that our method can achieve a good recognition performance. 

 
Index Terms —biometrics, gait recognition, joint distribution, 

feature histogram 

I. INTRODUCTION 

IOMETRICS refer to the identification of humans by their 

characteristics or traits[1]. The characteristics include 

but not limited to face, fingerprint, iris, gait and DNA. 

However the current recognition methods, such as face, 

fingerprint or iris based, require a cooperative subject or 

physical contact. So it is nearly impossible to identify people 

at a distance by using these methods. However, gait as the 

way people walk does not have these constraints. In the past 

decades, many studies have proven that gait has the potential 

to become a powerful biometric for surveillance and access 

control, since it has advantages such as noninvasive, hard to 

conceal and capable of being acquired at a distance [2]. In fact, 

besides being well-suited to identify people at a distance, gait 

also have the potential to be applied in the medical field. For 

example, recognizing changes in walking patterns early can 

help to identify conditions such as Parkinson’s disease and 

multiple sclerosis in their earliest stages [3]. Although gait 

has some limitations, e.g., it may not be as unique as 

fingerprint or iris, and may be affected by one’s clothing, 

shoes or physical condition, the inherent gait characteristic of 

an individual still makes it irreplaceable and useful in visual 

surveillance. 

Nowadays, video is not the only way to collect the gait any 

more. According to the ways of data collection, gait 

recognition methods can be divided into three categories: 

Video Sensor (VS)-based, Floor Sensor (FS)-based and 
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Wearable Sensor (WS)-based [4]. VS-based method collects 

gait data by video cameras. Without physical contact, 

VS-based method is the most noninvasive way and can get 

the most natural way of one’s walking.  Moreover, video 

cameras are widely used in our daily life, so it is quite easy to 

get the gait data in a variety of occasions. However, the image 

processing is required, and the images captured from cameras 

should be preprocessed in order to get the gait information 

that can be used directly. The most widely used field of 

VS-based method is remote monitoring. FS-based method is 

also called footprint method, which puts the sensors on the 

floor and record the information of one’s footprint such as 

length and location to be studied. WS-based method needs the 

subject wear sensors and collects the motion data recorded by 

them. Different from VS-based method, WS-based method 

can get the motion data directly and the data is more suitable 

for gait analysis. WS-based method is popularly used in gait 

analysis mainly for medical purpose. However, it is not a 

good choice for remote monitoring as the non-invasive is the 

key feature. The gait data can be represented in 2D or 3D. 2D 

data is presented by the sequence of images, which is widely 

used in early days. While in recent years, gait recognition 

based on 3D data became a new trend. The 3D data is mainly 

acquired and calculated by motion capture technology.  

 In this paper, a method based on joint distribution of 

motion angles for gait recognition is proposed, which can 

work on 2D video database or 3D motion capture database. 

The motion angles of lower limbs from the original data are 

extracted to propose the new feature, thus the joint 

distribution spectrums can be work out. Then the feature 

histogram is built and the distance between the histograms is 

calculated. Finally, the classification is implemented on the 

distance vector to recognize the gaits. 

As for the experiments data in this paper, we use the 

CASIA Gait Database [5] from the Institute of Automation, 

Chinese Academy of Sciences as the 2D data source, and the 

CMU motion capture database in ASF/AMC format [6] as 3D 

data. In the stage of motion angle extraction, we only use the 

motion angles of lower limbs which can work well even when 

the subject is with half-occlusion in the images. After the 

motion angles are extracted, we take the result as a time-free 

model instead of considering them as a time sequence model. 

The spatial distribution of them, however, is what we 

concerned.  In other words, we only care about the postures of 

the subject when he is walking. Experimental results are 

compared with other similar work which demonstrates our 

method can reach a higher accuracy. 

The reminder of the paper is organized as follows: Section 
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2 is the related work. Section 3 shows the feature definition 

and extraction. The classification is described in Section 4. 

Section 5 presents the experiments and the results. Section 6 

concludes the paper. 

II. RELATED WORK

Gait recognition method has been well studied and many 

methods have been proposed which can be classified into 

model-free and model-based approaches [7]. In the 

model-free approaches, moment of shape is one of the most 

common used features. In addition silhouette and statistical 

features are widely used in a lot of work. In this approach, the 

correspondence between successive frames is established 

based upon the prediction or estimation of features related to 

position, velocity, shape, texture and color. Alternatively, 

they assume some implicit notion of what is being observed 

[8].In the model-based approaches, the prior information or a 

known model is needed for fitting human gait. Though the 

model-based method is more complex, it has some 

advantages such as immunity to noise [9]. The model-based 

approaches assume a priori model to match the data extracted 

from video, and features correspondence is automatically 

achieved. These two kinds of methods both follow the general 

framework of features extraction, features correspondence 

and high-level processing. The essential difference between 

these two approaches is whether a model is used to fit the 

bounding contours of the walker. 

The model-free approaches gained a rapid development in 

the early days. L. Wang, et al. [10] put forward a recognition 

method based on shape analysis, and presented the static pose 

changes of these silhouettes over time. Then Procrustes shape 

analysis is implemented to obtain gait signature. R. T. Collins, 

et al. [11] presented a key frame identification technology 

which is view point dependent on the basis of the outline 

template of the human body. N. Cuntoor, et al. [12] studied 

the dynamic characteristics of the front view and side view, 

took the motion features such as the motion of arms, legs and 

body shaking features into consideration for gait information 

identification, to a certain extent, improved the recognition 

rate. In [13, 14], based on the appearance and view point, A. 

Kale, et al. presented the binarization contour as the feature 

using the Dynamic Time Warping (DTW) to deal with the 

speed changes in the process of walking, and strengthen the 

fault tolerance of original data. In addition, A. Kale, et al. [9] 

use the width of the outer contour of the binarized silhouette 

as the image feature and built a HMM model to distinguish 

the dynamic features of the gait.  M. Hu, et al. [15] also built a 

HMM model for gait recognition. And they take the local 

binary pattern descriptor as the motion feature. J. W. Davis 

and A. F. Bobick [16] proposed the temporal template first 

which is for appearance-based action representation. They 

used the motion energy images (MEIs) and motion history 

images (MHIs) to represent motion sequences. In recent years, 

the depth information of the silhouette is also used as the 

motion feature for gait recognition. P. Chattopadhyay, et al. 

[17] put forward a novel feature known as Pose Depth 

Volume which is just based on the depth frame. 

As a model-based approach, D. Cunado, et al. [18, 19] 

mapped the leg movement of human body to a pendulum 

model. It contained a pendulum motion model and a 

structural model. The lower limb was modeled as two 

interconnected pendulums. C. Y. Yam, et al. [20] calibrated 

the rotation of thigh and curves manually, and extracted the 

transformation of the angles as the feature. A. Yilmaz and M. 

Shah [21] proposed a model-based method to extract the 

joints of lower limbs from lateral walking sequences. I. 

Bouchrika and M. S. Nixon [22] studied the effects of 

covariates, such as footwear, load carriage, clothing and 

walking speed for gait recognition. The accuracy of the 

model-based method is not as high as the one based on the 

contour, however, the fault tolerance is strengthened. The 

method proposed in this paper is also model based, and the 

model we used refers to [23]. 

In recent years, with the development of 3D technology, 

more and more research focus on the motion features analysis 

on 3D data. The 3D data are more accurate than the traditional 

video data and include more information of human gait. G. 

Ariyanto and M. S. Nixon [8] used the Soton 

Multi-biometrics Tunnel to acquire 3D data, and an 

articulated cylinder model was built to analyze the features 

such as height, stride and footprint poses. J. Gu and X. Ding 

[24] addressed a common viewpoint-free framework for 

action recognition and human identification from gaits. They 

used a vision-based markerless pose recovery system to 

extract 3D human joints from 3D reconstructed volume data. 

D. Gafurov [4] extracted 3D joint information by wearable 

sensors for gait recognition and gait security research. In this 

paper, our method has been tested on a 3D database and the 

result shows a good adaptability of our method on 3D data. 

III. FEATURES EXTRACTION

A. Extracting Motion Angles 

In this paper, the human model is built according to the 

Fig.1 [24], and only motion angles of lower limbs are used 

which affect the gait greatly and are more powerful in 

distinguishing capability. The thigh and knee angles shown in 

Fig.1 are used for gait analysis in our method.            and 

          are noted as left thigh angle and right thigh angle 

respectively.           and           are noted as left knee 

angle and right knee angle respectively. 

Fig.1 Gait signature and joint angles 
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In 3D database the angles can be read from the AMC files 

directly. As for the 2D data, the angles can be extracted from 

every frame of the gait video by image processing, and the 

method we used are motivated by [23]. 

1)  Estimating motion angles 

Let F(X, Y, t) be the binary frame read from the database 

directly, and (    ,     ) are the pixels in the area of the human 

silhouette. The lower limbs positions are estimated following 

the formulas according to [24]: 

{

                          

                           

                            

                     (1)                  

where H is the silhouette’s height. 

As for the tth frame, when the legs are not overlapped, 

there exist two sequence of      with            . Under 

this condition the two shins are defined by 

{
         [            ]

         [               ]
                               (2) 

where l = {1, 2} refers to left or right shin, and 

{
     

∑                   
 
   

∑                
 
   

         [                        ]
           (3) 

with c is the number of data in each sequence of     . 

Then the shins can be linearly approximated by the first 

order polynomial with coefficients as follows 

                                              (4) 

The angle between the shins and the vertical axis is 

                                                   (5) 

The hip position is defined by 

{
     

 

 
 ∑   

 
   

         

                                  (6) 

where p is the number of       with          . 

The coefficients satisfy the equations below 

{
                               

                              
                 (7) 

Finally, we can calculate the motion angles by 

{
                        

                                
                   (8) 

When the legs are overlapped, there exist only one 

sequence of      with           . In this case, we ignore the 

value of the pixel, but treat it as a signal to exchange the 

positions of right leg and left leg. 

2) Curve fitting 

A sequence of            and           are extracted from 

the video after motion angles estimation. However the frame 

rate can’t meet the requirement of our recognition method, 

and more frames are interpolated for one single gait cycle. 

The following trigonometric-polynomial functions are used 

to fit the angles [25]: 

{
                               

            
  ∑ [   

             
         ] 

   

 (9)                                        

Fig.2 and Fig.3 show the fitting results. Then we resample 

the angles more frequently, and ten times of the original 

frequency in our experiment. 

 
Fig.2 Curve for thigh angle 

 

 
Fig.3 Curve for knee angle 

 

B. Extracting Feature 

Based on the obtained motion angles, the feature will be 

extracted. In some related work, Fourier Descriptors [26] 

were used to present the feature of these motion angles. 

However, the correct classification rate based on Fourier 

Descriptors is proven to be limited. So in this paper, the 

feature in time domain is extracted, which is new to gait 

recognition. To demonstrate the effectiveness of the feature, a 

series of data are analyzed based on 3D database and 2D 

database. In the 3D database, all of the data labeled as walk 

have been analyzed. As for the 2D database we select 50 

persons randomly with 6 motion segments each. The analysis 

method is organized in the following way. The motion angles 

are extracted as vectors of angle pair 

{
        (                     ) 

       (                   ) 
              (10) 

 Fig.4 and Fig.5 show the analysis results on motion angles 

from 3D database, where x axis is right knee angles and y axis 

is left knee angles. 

 
Fig.4 Knee angles trajectory 1 

 
Fig.5 Knee angles trajectory 2 

 

The two trajectories in Fig.4 are formed by the knee angles 

which belong to one person but different motion segments. 
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Each point represents one knee angle pair of one frame, and 

the trajectory represents the spatial distribution of the knee 

angles. Fig.5 corresponds to another person, where the 

trajectory is totally different from Fig.4.  

Regarding to the motion angles analysis on 2D data, we 

select 4 out of 50 persons randomly with 5 motion segments 

each and the corresponding results are shown in 

Fig.6(a)-Fig.6(d). Due to the raw data noises and computation 

tolerance, some trajectories of the same person seem a little 

different, however, most of the data show pattern aggregation 

and can be used in gait recognition. 

 
(a) Trajectories of person #1 

 
(b) Trajectories of person #2 

 
(c) Trajectories of person #3 

 
(d) Trajectories of person #4 

Fig.6 2D examples of knee angle trajectories 
 

Based on the data analysis, the trajectory is a two-value 

image. In this paper, a histogram is presented and built based 

on variance of the motion angles to describe the 

characteristics of the trajectory. The histograms construction 

is described below:  

Step1: Obtain the motion angle pairs in Eq.(10). 

Step2: Build motion angles datasets by 

{

                        ⌊       ( 
 )⌋ ⌊          ⌋ 

                        ⌊         
  ⌋ ⌊          ⌋ 

                      ⌊      ( 
 )⌋ ⌊         ⌋ 

                      ⌊          ⌋ ⌊         ⌋ 

          (11) 

where    and i are the index of the interpolated frames. For 

example in            for every            we can get a list of 

           .  

Step3: Calculate the variance of each dataset. For example, 

as for each list of           , the variance is calculated by 

      
∑                    

̅̅ ̅̅ ̅̅ ̅̅ ̅̅    
    

 
                   (12) 

where        
̅̅ ̅̅ ̅̅ ̅̅  

∑            
 
    

 
 and n is the number of data in 

          . 

Therefore the four histograms based on left knee, right 

knee, left thigh and right thigh are obtained, which present the 

postures of legs during walking and are used as the features 

for gait recognition. Fig.7 is an example of the obtained 

histogram. 

 
Fig.7 Feature histogram example 

IV. CLASSIFICATION 

A. Distance Measurement 

The gait is represented by a feature histogram, so the 

distance of two gaits can be defined as the similarity between 

two histograms. Many suitable functions can be used to 

calculate the similarity. In this paper, the correlation 

coefficient function,   function and    distance are chosen, 

which have been extensively used for histogram comparison 

[27]. 

1) Correlation coefficient function 

In statistics the correlation coefficient is a measure of the 

linear correlation between two variables, and belongs to 

[     ]  where +1 is total positive correlation, 0 is no 

correlation, and -1 is total negative correlation. We let   and 

   denote the two corresponding histograms and I is the 

index of the bins. The formula for correlation coefficient is 

r(  ,    ) = 
∑          ̅̅ ̅̅     

       
 ̅̅ ̅̅   

√∑          ̅̅ ̅̅    ∑    
       

 ̅̅ ̅̅    

             (13) 

where   
̅̅ ̅  

 

 
∑        and     ̅̅ ̅̅  

 

 
∑        , N is the 

number of bins. 

The distance between two histograms            is 

defined as 

        
   

 

 (     
 )  

                      (14) 

 The value of          
   is between [     . 

2)     function 

   function is used for statistical test and evaluate the 

difference between two data sets. We use here a symmetrized 

approximation of    : 

            ∑
         

      

        
                        (15) 

When       and        are both equal to 0, 

             . 

3)     distance 

The    distance is also known as Manhattan distance and 

defined as: 

            ∑                               (16) 

As the distribution interval of the bin-values is not fixed, 

the normalization is needed for evaluating the distance 

between two histograms. The normalized formula is 

   
         ∑

              

             
                             (17) 

When       and        are both equal to 0, the value is 

equal to 0. 

138



 

 

 

In order to compare similarity of the motion segments, the 

corresponding three distance vectors should be calculated by 

{

              (               
 )                  

   

   
           

(               
 )    

              
   

            (               
 )                 

   

       (18) 

One of the three vectors or the combination of them with a 

Boolean flag will be taken as the input data of the next 

classification, where the Boolean flag represents whether the 

two motion segments come from the same person. 

B. Classification 

In [27], SVM classifier is proven to be superior in solving 

the histogram-based classification problem. The SVM is a 

supervised learning model with associated 

learning algorithms that analyze data and recognize patterns, 

and be used for binary classification. The key of using SVM 

is to select a kernel carefully as an impropriate kernel may 

lead to poor performance. In our experiments four types of 

kernel are selected.        stands for polynomial kernel,       

for a radial basis function (RBF),      for the sigmoid kernel, 

and        for the linear kernel.  We assume (     ) to be the 

input sample, where           is the flag used for labeling 

the category, 0 stands for different persons and 1 for same 

person. In this paper, the experiments on the regular 

expression             
       and      are 

implemented. Besides the kernel type and the input vector, 

the different training sets are also discussed. The 

classification experiments will attempt to achieve the best 

combination with the highest correct classification rate. 

V. EXPERIMENTS 

A. Database 

2D database and 3D database are used for our experiments. 

1) 2D Database 

The 2D gait database we used is from CASIA Gait 

Database Dataset B [5], which was created in 2005 and used a 

lot in gait recognition research in recent years. There are 124 

subjects and the data was captured from 11 views. The angle 

interval between two adjacent views is 18º, and the view 

angle is 0º,18º,36º,54º,72º,90º,108º,126º,144º,162º

and 180ºfrom left to right. And there are three variations, i.e. 

view angle, clothing and carrying condition, which are 

separately considered. The captured sample frames are shown 

in Fig.8. In this paper, we use the side view frame and the 

view angle is 90º in the database.   

 

 

 

 
Fig.8 Sample frames in Dataset B 

2) 3D Database 

3D Data used in our experiment is from CMU motion 

capture database [6]. The data is captured using 12 Vicon 

infrared MX-40 cameras, each of which is capable of 

recording 120 Hz with images of 4 megapixel resolutions. 

The cameras are placed around a 3m×8m rectangular area. 

Humans wear a black jumpsuit and have 41 markers shown in 

Fig.9. The skeleton model used in the system is shown in 

Fig.10 to build 3D capture data. The data is provided in 

ASF/AMC format with a motion type label, such as walk, run 

and jump. Our experiments use the motion of walk for gait 

recognition. The index number of data can tell us which 

person the motion belongs to.  

             
Fig.9 Marker set in front and back view                  Fig.10 Skeleton model 

B.  Experiments on 2D database  

In this experiment, the feature is extracted from the CASIA 

Gait Database Dataset B. This database is widely used in 

recent years and many papers were published based on this 

dataset. In order to make comparison with others, only the 

lateral view result is used in this paper. Based on the walking 

status, two experiments are designed, where one is conducted 

on the normal walking data and the other is on the mixed data 

with normal walking data, walking with a coat and walking 

with a bag. 
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1) Experiments on the normal walking data 

These experiments are designed to demonstrate the validity 

of our method on normal walking data, meanwhile how the 

three factors (SVM kernel, distance function and training set) 

affect CCR will be discussed. Here a total of 124 persons with 

6 motion segments each are used for feature extraction. Each 

pair of them is made comparison calculation, and a total of 

      
  comparisons are obtained. In [28], C. Chen discussed 

several recognition methods and the recognition rate achieved 

using the same data. The result is shown in Table 1. 

 
Table 1 Performance comparison of LTSM, HMM and DT 

Angle PHMM Frieze feature  Wavelet feature 

DT HMM LTSM DT HMM LTSM 

90 90.3% 58.1 91.1 95.2  61.3 90.3 95.2 

 

In the first experiment, one motion segment is selected 

randomly and compared with other 457 motion segments in 

the dataset for analyzing whether they belong to the same 

person. The regularization parameter (C) is set to 400. The 

training set keeps same during the experiments. And it 

contains 30 comparisons in which the segments come from 

the same person or come from different persons both 

contained. The performance under different SVM kernels and 

distance functions are evaluated in order to achieve the 

highest CCR.  

Table 2 shows the CCR results under the same training set 

and testing set, and different SVM kernel and distance 

function. It is noted that the highest CCR of 99.12% is 

reached under the combination of      and    , which 

performs better than 95.20% in Table 1. The second highest 

CCR achieved by the single distance is up to 96.06%. The 

high CCR shows the advantage of our method working on 

normal walking data.  Meanwhile the results in Table 2 also 

show the fact that increasing input dimensions does not 

improve the CCR but increase the computing complexity. So 

combination of the distance input cannot obtain a better 

performance. As for the normal walking data,     and    
 

are proven to be more effective than other distance vectors. 

Moreover among all of the kernels,      achieves the highest 

average CCR. So the next experiments will be designed on 

the combination of      with      and    
. 

 
Table 2 Experimental results on normal walking data 

Distance vector SVM Kernel 

                      

    81.40% 78.34% 99.12% 84.25% 

   
 84.46% 90.59% 96.06% 70.20% 

   67.40% 77.68% 86.21% 91.03% 

        
  89.93% 77.02% 84.68% 86.87% 

    
     62.80% 76.15% 99.12% 75.93% 

         84.46% 93.22% 82.06% 96.06% 

        
     83.59% 77.46% 98.25% 77.02% 

 

In order to explore that how the training set will influence 

the CCR, the second experiment is carried out. We select one 

motion segment randomly and compare with all of the motion 

segments in the dataset including itself, and obtain a total of 

124× 6=744 comparisons. These comparisons form the 

testing set in the experiment. The regularization parameter (C) 

is set to 400.      is taken as the kernel,      and    
 are 

used to measure the distance. Four training sets are selected 

from all the comparisons and follow the rules below. 

   : 60 comparisons including 30 data with     . 

   : 60 comparisons including 40 data with     . 

   : 5000 comparisons including 2500 data with     . 

   : 5000 comparisons including 3400 data with     . 

The classification results are presented in Table 3. Under 

the same condition the CCR varies with the training set, 

which means the quality of training set affects CCR. Among 

all the training sets,     achieves the lowest CCR, which 

indicates that the amount of training set samples is not a 

necessary factor for a high quality training set. In addition, 

although the scale of     and      different greatly, the two 

CCRs are close to each other. The CCR of     is higher than 

    under    , however, the case is the contrary as for    
. 

The other aspect to affect the CCR is the proportion of the two 

kinds of training data (     or     ). The number of the 

data with      in     and     is twice as much as in     and 

   , and the corresponding CCRs are higher. So the 

proportional relationship of different kinds of samples is the 

key factor for high quality training set, and when the data with 

     and      remains a proportion of 2 to 1, the CCR is 

higher. 

 
Table 3 Classification results on different training set 

Distance vector Training set 

                

    93.03% 98.87% 89.45% 99.44% 

   
 96.05% 99.62% 90.96% 96.23% 

2) Experiments on the mixed data  

The main purpose of this experiment is to discuss how the 

clothes affect the recognition results. In previous work 

clothing types are always treated as an important factor, as 

they can influence the overall body shape and some certain 

types of clothing can even affect the way a person walks. In 

[22] a significant drop in performance (87% to 60%) was 

reported when the person wore a coat on top of the normal 

clothes. So that evaluating whether our method is clothes 

sensitive or not is necessary. CASIA Gait Database Dataset B 

contains three types of data, i.e. normal walking data, walking 

data with a bag and walking data with a coat, and a total of 

124×10=1240 motion segments. Here all of these data are 

mixed together to evaluate our method. Some previous work 

also made effort on the clothes problem, in [29] several 

methods were discussed on the CASIA Gait database with 

clothes type considered. The results in [29] are shown in 

Table 4. 

 
Table 4 Recognition accuracy using different approaches 

Dataset Recognition accuracy (%) 

Proposed 

method 

Yan-qin 

Liu 

Su-li xu Xiaoxiang 

Li 

Khalid 

Bashir 

CASIA 
dataset B 

91.50 83.00 89.70 89.29 55.00 
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Our experimental results are shown in Table 5, where the 

training dataset is fixed to 60 motion segments randomly 

selected from the database. The regularization parameter (C) 

is set to 400. The testing data are the mixed data including the 

motion segments randomly selected from the normal walking 

data, from the walking data with a coat, and from the walking 

data with a bag respectively. Then all of these three motion 

segments are compared with whole dataset. So as for each 

element in Table 5, which is implemented on a total of 124×
10=1240 comparisons. 

 
Table 5 Experimental results on mixed data 

Distance vector SVM Kernel 

                      

    95.94% 98.38% 98.16% 98.16% 

   
 77.66% 78.19% 99.44% 78.94% 

   52.10% 50.37% 79.12% 55.82% 

 

Table 5 shows our experimental results. It is noted that by 

using the high quality training set, the CCRs under     all 

achieve to 95% and above. The best CCR is 99.44% by    
 

and     . All of these results under     are much higher than 

the CCR presented in Table 4. The results demonstrate that 

our method works well on the mixed data and is not clothes 

sensitive. The experimental results also show that     
 and 

   perform worse than     on the mixed data. Based on the 

experiments on the 2D database,     is supposed to be used 

as the distance measurement and can obtain better recognition 

result.  

C. Experiments on 3D database 

In this section the 3D database is used to evaluate the 

performance of our method. We select 54 motion segments 

labeled as walk from the database which come from 8 persons. 

Every pair of the motion segments are compared since it is a 

small dataset, make it a total of 1458 comparisons in this 

experiment. The experiments are divided into 2 parts. The 

first aim to evaluate the effectiveness of our method on the 3D 

data, and the second are designed to show how the training set 

would influence the CCR. 

1) Experiments of performance on 3D data 

A training set containing 150 comparisons is used for these 

experiments, which is selected randomly from the dataset. 

And the rest of the 1308 comparisons are treated as the testing 

set. Four kinds of kernels and seven kinds of distance vectors 

are implemented as the elements in the experiment for 

achieving the highest CCR. The results are shown in Table 6. 

 
Table 6 Experimental results on 3D Data 

Distance vector SVM Kernel 

                      

    94.46% 94.53% 91.82% 94.61% 

   
 93.50% 93.23% 77.52% 93.73% 

   66.44% 67.55% 68.85% 67.55% 

        
  94.61% 94.84% 80.20% 95.60% 

    
     72.55% 95.07% 62.08% 81.96% 

         68.31% 70.72% 77.52% 70.80% 

        
     71.79% 95.68% 65.41% 82.57% 

 

Table 6 shows a quite different pattern compared with the 

result on 2D database. The situation of dataset (amount of 

persons and motion segments), the raw data error and the data 

format may lead to this difference. However the CCR on 3D 

data achieves up to 95.6% under the distance vector of 

        
     with      and         

  with       .       

performs the best on 2D data but not on 3D data. Instead of 

    ,      become a proper choice for gait recognition in the 

3D environment. G. Ariyanto and his fellows achieved to 

79.4% correct classification rate in their paper [8]. But the 

data we used in the experiment is different, while the data 

collection way is the same.  

2) Experiments on different training sets 

The experiments on 2D database show that the CCR get 

influenced greatly by the quality of training set. This 

experiment aims to evaluate the performance on 3D data of 

different training set. 1000 comparisons are selected from the 

dataset randomly as the testing data, and the subset of the rest 

data forms the training set. The rules below are followed for 

the four training sets. 

   : 150 comparisons, where the data is from 8 persons. 

   : 150 comparisons, where the data is from 8 persons but 

the motion segments are different from    . 

   : 150 comparisons, where the data is from 4 persons. 

   : 300 comparisons, where the data is from 4 persons. 

In the experiment      is chosen to be the kernel as its 

performance is the best according to the former experiments. 

The results on different training sets are shown in Table 7. 

 
Table 7 Experimental results on different 3D training sets 

Distance vector Training set 

                

    94.61% 94.53% 84.25% 82.30% 

   
 92.89% 93.23% 77.91% 72.71% 

   69.57% 67.55% 56.50% 58.12% 

        
  93.12% 94.84% 84.94% 81.95% 

    
     93.27% 95.07% 76.22% 72.71% 

         71.10% 70.72% 60.63% 62.44% 

        
     93.43% 95.68% 78.98% 75.82% 

 

The results show that the number of the class in training set 

is more important than the number of motion segments. More 

segments from different persons can achieve a higher CCR. 

The accuracy of    is much less than others, moreover,     

and         
 perform the best in average.  The highest CCR 

is achieved by         
    under the second training set  

   , however the low quality of the training set can decrease 

the CCR more than      and         
  . Therefore     and 

        
 are the better distance vector used in the 3D 

environment and      would be the choice of kernel. As for 

the training set, it should cover as many persons as possible to 

guarantee the recognition accuracy. 
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VI. CONCLUSION 

In this paper, a gait recognition method based on the joint 

distribution of motion angles is proposed. The distribution 

characteristic of the data in time domain is presented and the 

feature histograms are built for gait recognition. Three 

distance measurements are implemented as the input vectors 

and then a SVM classifier is built to perform the classification. 

Experiments are conducted both on 2D video gait database 

and 3D motion capture database to evaluate the performance 

of our method. The results show a high CCR and the 

effectiveness of the proposed method both on 2D and 3D 

databases. In addition, the quality of training set is analyzed 

and discussed. The results show the importance of 

proportional relationship of different classes in the training 

set as for 2D database and the importance of covering more 

persons on 3D database. This paper only considers the lateral 

view data in the database, and extending the method to 

multiple view angles will be our further work. 
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Abstract—Powerful digital image editing tools make it very easy 

to produce a perfect image forgery. The feather operation is 

necessary when tampering an image by copy-paste operation 

because it can help the boundary of pasted object to blend 

smoothly and unobtrusively with its surroundings. We propose a 

blind technique capable of detecting traces of feather operation to 

expose image forgeries. We model the feather operation, and the 

pixels of feather region will present similarity in their gradient 

phase angle and feather radius. An effectual scheme is designed 

to estimate each feather region pixel’s gradient phase angle and 

feather radius, and the pixel’s similarity to its neighbor pixels is 

defined and used to distinguish the feathered pixels from un-

feathered pixels. The degree of image credibility is defined, and it 

is more acceptable to evaluate the reality of one image than just 

using a decision of YES or NO. Results of experiments on several 

forgeries demonstrate the effectiveness of the technique. 

Keywords-Tampered image; image forgery; feather operation; 

tampering detection. 

I.  INTRODUCTION 

With the great increasing usage of digital photography and 
the advancing of new technologies, powerful image editing 
software make it very easy today to create a believable image 
forgery even for a non-specialist. Today more and more images 
of high quality are presented on screen. It challenges our ability 
to tell what’s real and what’s not. Some samples of image 
forgeries obtained over the internet are shown in Fig.1.    

  

(a) (b) 

Fig.1.Examples of image forgeries obtained from internet  (a) the published 

Reuters photograph showing the remnants of an Israeli bombing. (b) the 

published photograph showing four Iranian missiles streaking skyward.    

      In August of 2006, the Reuters news agency published a 
photograph [Fig.1.(a)] showing the remnants of an Israeli 
bombing of a Lebanese town, and in the week that followed, 
the photograph was revealed by nearly every major news 
organization to have been doctored with the addition of more 
smoke. A more recent example of photo tampering came to 
light in July 2008. A photograph [Fig.1.(b)] showing four 

Iranian missiles streaking skyward was first posted on the Web 
site of Sepah News, the media arm of Iran’s Revolutionary 
Guard. But only three of those rockets actually left the ground; 
a fourth was digitally added. 

The appearance of more and more image forgeries has 
broken up people’s long-term confidence on the reality of 
image. Image security and authentication play an essential role 
in people’s lives, and they are significant in many social areas 
such as forensic investigation, criminal investigation, insurance 
processing, surveillance systems, intelligence services, medical 
imaging and journalism. As a consequence, it is obvious that 
we should pay special attention to the field of image 
authenticity. 

This paper is organized as follows. the related prior work is 
summarized in section 2. The most common tampering steps 
and models of the feather operation are given  in section 3. In 
section 4 and 5 ,we demonstrate the influence of the feather 
operation on the gradient phase angle and the feather radius for 
edge pixels. In Section 6, we explain how to compute the 
degree of image credibility and how to locate the feather 
regions. In section 7,we describes the experimental results of 
the proposed algorithm. Finally, the conclusion is made in 
Section 8. 

II. RELATED PRIOR WORK 

Digital watermarking has been proposed as an active 
approach for providing image authenticity [1]. The drawback 
of this approach is that a watermark must be inserted when the 
image is created. Although image forgeries may leave no visual 
clues, they may alter the underlying statistics of an image by 
which we may detect suspicious images, these are passive 
techniques. Recently, the state-of-the-art digital image 
forensics in the context of three predominant types of forensic 
are presented in [2] by Tanzeela Qazi, which include copy or 
move forgery, image splicing and image retouching.  

We classify the passive techniques for image forensics into 
three categories according to different forensic features: 
techniques based on the traces left by the tampering process, 
techniques based on the consistency of imaging equipment, and 
techniques based on the statistical characteristics of natural 
images. We will review some typical forensic techniques 
within each category as follows. 
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2.1 Techniques based on the traces left by the tampering 

process. 

We try to expose the image forgeries by detecting some 
forensic characters. The common methods in this category 
include: copy-paste detection, double JPEG detection, re-
sampling detection, light direction detection, sharpness / 
blurriness detection, splicing detection and so on. 

One of the common image tampering is to copy and paste 

portions of the image to conceal a person or object in the scene. 

The presence of copy-paste region can be the evidence of 

tampering [3][4]. In [3] and [4], the image is divided into 

fixed-size overlapping blocks whose features are represented 

by the discrete cosine transform (DCT) coefficients. Feature 

dimension reduction is difference between them.  Truncating 

is used to reduce it in [3], however  in [4] each block 

represented by the quantized DCT coefficients is divided into 

non-overlapping sub-block, the dimension  of the SVD 

(singular value decomposition) based features from each 

quantized block is reduced by largest singular value. Then the 

duplicated regions were detected by lexicographically sorting 

the features vectors and two similar feature vectors are 

exported. This approach in [5] was available whether the 

copied area came from the same image or not, if only source 

image was JPEG compressed. For JPEG format images, it is 

likely that the manipulated image is compressed twice, and the 

double compression introduces specific artifacts not present in 

singly compressed images. Thus, the presence of these 

artifacts can be the evidence of tampering [6] [7]. H. Farid 

described a technique [8] to expose JPEG ghosts by detecting 

whether part of an image was initially compressed at a lower 

quality than the rest of the image. The re-sampling operations 

[9][10], such as scaling, revolving, stretching and so on, are 

often necessary in tampering, and these operations can 

introduce specific periodic correlations between neighboring 

pixels, which can be used to detect tampering. When creating 

a composite of two or more images, it is often difficult to 

exactly match the lighting, thus, the lighting inconsistencies 

can be a useful tool for revealing traces of digital tampering. 

These methods presented in [11]can detect doctored image 

based on consistency of shadow. In [11], the author proposes 

two schemes. The first scheme is  based on texture consistency 

of shadow, another method is based on strength of light source 

of shadows. In [12], the authors described how to estimate a 

camera’s principal point form the image of a pair of eyes or 

other planar geometric shapes. They showed how translation 

in the image plane was equivalent to a shift of the principal 

point. Inconsistencies in the principal point across an image 

were then used as evidence of tampering. The authors in [13] 

proposed a method to detect image tampering operations that 

involved sharpness/blurriness adjustment, and the estimate of 

sharpness/blurriness value was based on the regularity 

properties of wavelet transform coefficients.  The method 

proposed in [14] can detect image splicing by evaluating 

inconsistencies in motion blur. In [15], we proposed a 

technique based on the local entropy of the gradient to detect 

the image forgery, and it can discover the traces of artificial 

feather operation. In [16], we proposed a technique based on 

the wavelet holomorphic filtering to recognize some traces of 

artificial blur operation. 

2.2 Techniques based on the consistency of imaging equipment. 

When an image is created, the characters brought by 
imaging equipment should present consistence in the whole 
natural image, which can be used as evidence of tampering. 
The common methods include: CFA interpolation detection, 
sensor noise detection, chromatic aberration detection and 
camera response detection. 

Most digital cameras employ a single sensor in conjunction 
with a color filter array (CFA), where the missing color 
samples are then interpolated from these recorded samples to 
obtain a three-channel color image. This interpolation 
introduces specific correlations that are likely to be destroyed 
when an image is tampered with . The presence of lack of 
correlations produced by CFA interpolation can be used to 
authenticate an image. The algorithm described in [17] can 
detect image forgery by estimating color modification in 
images. the authors in [18] proposed a method base on the 
observation that each in-camera and post-camera processing 
operation left some distinct intrinsic fingerprint traces on the 
final image. They characterized the properties of a direct 
camera output using a camera model [19], and considered any 
further post-camera processing as a manipulation filter. The 
method could be used to verify whether a given digital image 
was a direct camera output and identified different types of 
post-camera processing. The authors in [20] modeled camera 
processing with an additive and multiplicative noise model. 
The parameters of the noise model were estimated from the 
original camera or a series of images originating from the 
known camera. Correlations between the estimated camera 
noise and the extracted image noise were then used to 
authenticate an image. The authors in [21] modeled the camera 
processing with a generic additive noise model and used 
statistics from the estimated noise for image forensics. 
M.K.Johnson and H.Farid in [22] indicated that the chromatic 
aberration resulted from the failure of an optical system to 
perfectly focus light of different wavelengths, and these 
aberrations could be used to detect digital tampering by 
approximated with a low-parameter model. They developed an 
automatic technique for estimating the model parameters that 
was based on maximizing the mutual information between 
color channels. The authors [23] described how to estimate the 
mapping, termed a response function, from a single image. The 
differences in the response function across the image were then 
used to detect tampering. A automatic splicing detection is 
proposed in [24], which is based a rigorous camera response 
function (CRF) consistency checking principle. 

2.3 Techniques based on the statistical characteristics of 

natural images.  

Natural images are not simply a collection of independent 

pixels. The visual structures making them look “natural” are 

the result of strong correlations among pixels. The techniques 
in this category try to model statistical regularities within 
natural image, which is used to discriminate photographic from 
computer-generated images or tampered ones and to detect 
hidden messages. Wei Lu [25] proposes a detection scheme for 
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natural images and fake images, in which the support vector 
machine (SVM) is used to differentiate true and faked images 
by feature extracted using multi-resolution decomposition and 
higher order local autocorrelations (HLACs). The authors in 
[26] developed an image forensic scheme based on the 
interplay between feature fusion and decision fusion. The 
authors in [27] proposed a method for digital image forensics 
based on Binary Similarity Measures between bit planes used 
as features. The basic idea was that the correlation between the 
bit planes as well the binary texture characteristics within the 
bit planes would differ between an original and a doctored 
image. This change in the intrinsic characteristics of the image 
could be monitored via the quintal-spatial moments of the bit 
plants.  

In fact, there are no universally applicable solutions due to 
multifarious tampering means. Vast observation suggests that 
the feather operation is nearly inevitably in tampering. A novel 
approach to expose image forgeries is presented in this paper. It 
works by determining if feather operation was used at the edge 
of one object and locating the traces of feather operation. In 
comparison to the previous work, it is computationally much 
simpler and does not require a large image database to train a 
classifier. What’s more, the degree of image credibility is 
defined in our approach to judge the reality of an image. We 
think it more acceptable than just using a decision of yes or no. 

III. THE FEATHER OPERATION MODEL 

One of the most common image manipulations is to copy 
and paste part of one image to another one, and this operation 
can conceal or add an important person or object in the scene. 
When this is done, it seems to be potentially discontinuous or 
obtrusive along the boundary of the pasted region. The feather 
operation is necessary, and it helps to create a smooth transition 
between the pasted region and its surroundings. The common 
method is shows in Fig.2, in which we can create an image 
forgery by using feather operation, and it can weaken the traces 
of splicing.  

When a region of one image is copy-pasted to another one, 
new edge with step shape will incur naturally as shown (c) in 

Fig.2. New edge ( )f x without any post-processing can be 

simulated by Eq. (1), and the width of the new edge is 0 pixel 
(Fig.3). 

 1

2 1

,                    
( )  

,     1

Q x A
f x

Q Q H x A


 

   

 

Where, x A denotes the position of the new edge, 

1Q and 2Q denote the edge pixel values of the background and 

the pasted region, H denotes the offset. 

Given the specified feather radius r, the feather operation 

can make a smooth transition between 1Q and 2Q , and create a 

new edge with the width of t pixels ( 0)t  . The effect of 

feather operation is shown in Fig.3. 

We have made statistical analysis for the relationship 

between the new edge’s width t and the feather radius r. The 

relationship between r and t is listed in TABLE 1. It shows that 
the relationship of t and r approximately satisfies 5t r in 

Fig.4. That means that the new edge after the feather operation 
will become wider to make a smooth transition in the feather 
region. 

    

(a)  (b)  (c)  (d)  

Fig.2. Example for the most common image manipulations to create an image 

forgery. (a) is the original Lena image, (b) is the photo of Nicole Mary 
Kidman. (c) is a composite image forgery by copying Nicole Mary Kidman’s 

face to Lena image. (d) is another composite image forgery, in which the 

traces of splicing around the face are not clear due to the feather operation.   

     

 

 
Fig.3. Feathered image (a) and un-feathered edge (b). Profile of the red line in 

(a) and (b) to show the difference between of the feathered edge and un-

feathered edge (c). 

TABLE 1.THE RELATIONSHIP BETWEEN t  AND r   

r  0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

t  2 2 2 2 4 4 4 6 6 

r  2 3 4 5 6 7 8 9 10 

t  10 14 20 24 32 36 40 46 50 

r  11 12 13 14 15 16 17 18 19 

t  56 62 66 70 76 80 86 90 96 

 

 
Fig.4. The relationship between t and r . 
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It suggests that each pixel iQ in the feather region is 

acquired via the interpolation between the pixel 1Q of the 

background and the pixel 2Q of the pasted object through vast 

observation for the feather data. Thus the model of feather 
operation is described as follows: 

1 2(1 ) {0,1,...,5 }
5 5

i

i i
Q Q Q i r

r r
     （）

Then the new edge after the feather operation can be 
described by Eq.(3) 

1

'

1 2

2 1

,                                             2.5

2.5 2.5
( ) (1 ) ,   A 2.5 2.5

5 5

,                              2.5

Q x A r

x r x r
f x Q Q r x A r

r r

Q Q H x A r

 


 
      


     （） 

With the increasing of feather radius r, the new edge ' ( )f x  

with feather operation will become wider and smoother. It is 

obvious that the new edge ' ( )f x is a line function of x from 

Eq.(3), its slope is defined as the feather slope k, which 
describes the speed of smooth transition in the feather region. 
With the decreasing of k, the transition will become smoother, 
and vice versa.   



2 1

5

Q Q
k

r




 

Thus, the feather radius can be estimated by Eq.(5) : 



2 1

5 5

Q Q H
r

k k


 

 

The accuracy of estimation of feather radius r is directly 
determined by the feather slope k. Then we will demonstrate 
how to measure the value of k in section 4. 

IV. THE GRADIENT OF COLOR IMAGE 

The derivative or the first difference of a linear function is a 
constant at every position. Based on the model of feather 
operation, the gradient in feather region will present smooth. It 
is an example that the influence of feather operation on the 
gradient phase angle is shown in Fig.5. As shown in (e) and (f), 
the gradient phase angle of the yellow flower’s boundary 
present smooth due to the feather operation. Thus the smooth 
feature of the gradient phase angle can be used to expose the 
traces of feather operation. 

Our interest is in computing the gradient in RGB color 
space. The way for RGB images would be to compute the 
gradient of each component color image and then combine the 
results. Unfortunately, in consideration of the dependence 
among the three channels, the gradient using this method is 
always undesirable. We define one pixel in a color image as a 

vector ( , )x yc , and compute the gradient by extending the 

concept of gradient from scalar function to vector function. Let 

r,g,b  be unit vectors along the R, G, B axis of RGB color 

space, and define the vectors 

R G B

x x x

  
  
  

u r g b


and 



R G B

y y y

  
  
  

v r g b

 

   
(a) without feather (b) feather radius 10 (c) feather radius 20 

   
(d)phase angle of (a) (e)phase angle of (b) (f)phase angle of (c) 

   
Fig.5. The influence of feather operation on the phase angle. Shown in the 

first row from left to right are the original image (a), the forgeries with feather 

radius 10r   (b) and 20r   (c). Shown in the second row are the gradient 

phase angle images respectively. 

Let the quantities xxg , yyg  ,and zzg be defined in terms of 

the dot product of these vectors, as follows: 



2 2 2

• T

xx

R G B
g

x x x

  
    

  
u u u u

 



2 2 2

• T

yy

R G B
g

y y y

  
    

  
v v v v

 



•

     

T

xyg

R R G G B B

x y x y x y

 

     
  
     

u v u v

 

R,G,B and consequently the g’s, are functions of x and y. 

Using this notation, it can be shown [33] that the direction of 

maximum rate of change of ( , )x y as a function ( , )x y is given 

by the angle 
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

21
( , ) arctan

2

xy

xx yy

g
x y

g g


 
  

    

and that the value of the rate of change (i.e., the magnitude of 
the gradient) in the directions given by the elements of 

( , )x y is given by 



1
21

( , ) ( ) 2 sin 2 ( )cos 2
2

xx yy xy xx yyF x y g g g g g  
 

       
   

Note that ( , )x y and ( , )F x y are images of the same size 

as the input image. The elements of ( , )x y are simply the 

angles at each point that the gradient is calculated, and 

( , )F x y is the gradient image. 

V. ESTIMATE THE FEATHER RADIUS 

The feather radius is set by the forgery when the feather 
operation is used, and it is a constant in the same feather region. 
So we estimate the feather slope by using the least square 
method, and then compute the feather radius. Based on our 
model, the pixels in feather region will satisfy a line 
relationship. We define 16 directions around one pixel, and 
find the feather direction by detecting if the pixels along the 
direction can be best fitted by a line function. The feathered 
pixels along the feather direction can be used to estimate the 
feather slope. 

We define a neighborhood  size of 2.5r  and 16 

directions jD  around the pixel q  as shown in Fig.6. 

8,      0,1,...,15jD j j 
 

There are 5 1r   pixels along direction jD , and the pixel 

values are
2.5 2.5 1 2.5 1 2.5,  ,..., ,  r r r ry y y y   

. We assume that the 

relationship of the pixel values is well represented by a line 
function, as Eq.(13) shown, by using the least square method. 

 { 2.5 ,  2.5 1,...,0,...,2.5 1,  2.5 }y kx b x r r r r       

Where, k is the slope, b is the intercept, y represent pixel 
values, and x is the position. The slope k is different from the 

direction jD . jD  is a direction in a horizontal plane, and k is 

the slope of the line function. The slope k and the intercept b of 
the line function can be estimated by Eq.(14) and (15). 



^

2 2

(5 1)( ) ( )( )

(5 1)( ) ( )j

i i i i

D

i i

r x y x y
k

r x x

 


 

  
   



2
^

2 2

( )( ) ( )( )

(2 1)( ) ( )j

i i i i i

D

i i

x y x x y
b

r x x




 

   
   

Where  is equal to
2.5

2.5

r

i r . The correlation 

coefficient
jDR  can be defined as followed. 



2.5

2.5

2.5 2.52 2

2.5 2.5

( )( )

( ) ( )
j

r

i ii r
D

r r

i ii r i r

x x y y
R

x x y y



 

 


 



   

      Direction 0

Direction 1

Direction 2
Direction 3

Direction 4Direction 5Direction 6

Direction 7

Direction 8

Direction 9

Direction 10
Direction 11 Direction 12 Direction 13

Direction 14

Direction 15

 

Fig.6. The 16 directions around the center pixel. 

Because { 2.5 ,  2.5 1,...,0,...,2.5 1,  2.5 }x r r r r     , 

then 0x  , the Eq.(16) can be rewritten as Eq.(17). 



2.5

2.5

2.5 2.52 2

2.5 2.5

( )

( )
j

r

i ii r
D

r r

i ii r i r

x y y
R

x y y



 








   

Where,  



2.5

2.5

1

2 1

r

i

i r

y y
W 





 

The correlation coefficient has a range of [ 1,1]
jDR   . With 

the increasing of
jDR , the linearity between x and y gets more 

consummate, and vice versa. 

The standard deviation 
jDS  can be computed in the 

following way. 



2.5 ^ ^
2

2.5

1
[ ( )]

5 1 2j

r

D i i

i r

S y k x b
r 

  
 


 

If 0
jDS  , the straight line fits perfectly, namely, every 

pixel point lies on the straight line. With the increasing of
jDS , 

the fit will get worse, because the deviations of points from the 
straight line become larger.  
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For all the directions , 0,1,...,15jD j  , we compute the 

slope
^

jDk , the correlation coefficient
jDR , and the standard 

deviation 
jDS  respectively. If the value of

jDS is minimum, 

and
1 2,  

j jD DS R    , we consider the direction
jD as the 

feather direction, and the slope
^

jDk as the feather slope k . 



^

1 2,   if  and 
j j jD D Dk k S R   

 

Where 1 and 2 are two thresholds. The feather radius can 

be estimated by Eq.(5). 

VI. DETECTION OF THE FORGERIES 

The presence of feather operation can be used as the 
evidence of tampering. So, in this section, we detect the traces 
of feather operation by using the smoothness of the gradient 
phase angle and uniformity of the feather radius. The degree of 
image credibility is defined to describe the reality of one image. 

Let ( , )q m n denote one pixel, and is its neighborhood. The 

most common neighborhood can be defined as shown in Fig.6. 


( , )     ( i, j = 0, ... ,5)q m i n j  

 

The similarity of pixel q among its neighbor pixels can be 
calculated in the following way. 


q q qs r       

Where,  and  are weight coefficients. qr and q are 

defined as follows. 



( , )
i

r i

q

q

C q q

r
N





 



( , )
i

i

q

q

C q q

N









 

Where, N is the total number of pixels in the 

neighborhood . ( , )r iC q q and ( , )iC q q are defined as follows. 



1,   if
( , )

0,   if

i

i

q q r

r i

q q r

r r
C q q

r r





  
 

   



1,    if
( , )

0,   if

i

i

q q

i

q q

C q q






  

  

  
 

   

Where, iq is a  neighbor pixel in the neighborhood  of 

q ,  qr  is a approximate caculation of feather radius , 
q  is a 

phase  angle  of  the  gradient  at  q .  In  the  neighborhood  , 

),( ir qqC  denotes number of pixels which are similar to feather 

radius at q , and  ),( iqqC
denotes number of pixels which are 

similar to the phase angle of the gradient at q . 

For a pixel q , if 
q ss  , we mark q as the feathered pixel, 

if
q ss    , we mark q as the suspicious pixel, where s  

and  are thresholds. 

Let fN and sN denote the number of feathered pixels and 

suspicious pixels. That is to say: 


if            then  +1

if      then   +1

q s f

q s s

s N

s N



 




 

 

Object image Color gradient
 Gradient

phase angle

Find edges by using 
gradient amplitude

Feather radius

Locate the 
feather region

Find forgery pixels 
and suspicious pixels

Locate the 
feather region

Compute the image 
credibility

If the image 
credibility is low

 

Fig.7 the flow chart of exposing image forgeries by detecting traces of feather 

operation. 

The degree of image credibility can be defined as Eq.(28). 
We think it more acceptable to judge the reality of one image 
than just using a decision of YES and NO, which is usually 
used in many existing works. 



1
f

credibility

s

N
D

N
 

 

The feathered pixels are marked with 255 and others with 0, 
and the result is presented by a binary image. We process the 
binary image using erosion and dilation operations to remove 
the isolated points and make the density points conjoined. If a 
connected region or a meaningful region can be structured by 
the white points, we regard it as the suspicious feather region. 

The steps of the algorithm can be summarized as follows 
and the flow chart is shown in Fig.7. 
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a) Find the image’s edge by using color gradient 

amplitude ( )F  , and get the gradient phase angle . 

b) Estimate the feather radius r for every edge pixels. 

c) Estimate the similarity
qs for each edge pixel by 

using qr and q , and find the feathered pixels. 

d) Locate the forgery region and compute the degree of 
image credibility. 

VII. RESULTS 

7.1 Image database 

In order to make experiment convenient, we have employed 
some students, who are unaware of our detection method, to 
build a database (more than 4000 images) for us. A set of 
image forgeries undergone the feather operation with various 
feather radius by using photo-shop have been chosen from our 
database to test the efficacy of our proposed algorithm. These 
images span a wide range of indoor and outdoor scenes. Most 
of them are captured in real scene by several digital cameras 

(including SONY DSC-T200, Olympus E20 ， Sony DSC-

W220, Cannon 450D, Cannon D40 and Panasonic FS7GK), the 
rest a few are download from the internet according to the need. 
They are saved in the JPEG format at the same or different 
quality. Fig.8 shows some representative examples used in our 
experiment. 

7.2  Experiment results 

In our experiment, 120 images are chosen to test our 
algorithm. Tab.2 shows the successful rate, from which we can 
see that our algorithm is effective to detect the traces of feather 
operation without reference to the feather radius. The degree of 
image credibility for the test images are showed in Fig.9, from 
which we can see that the credibility of original image is 
usually higher than 85%, and the credibility of forgery is much 
lower. 

    

    

    

Fig.8. Some representative test images. 

Several experiment results of successful detection are 
shown in Figure 10. Columns (a) and (b) are two original 
images.  Shown in column (c) is an image forgery by copying 
part of image (b) and pasting to (a), and the artificial feather 
operation is used around the pasted region. We show the 
experimental result in column (d), and the traces of feather 
operation are marked by white points. From column (d) we can 
see that the pasted regions are marked by white points. The 

degree of image credibility is computed for the nine images by 
using our method, and they are 91.94%, 89.09%, and 92.51% 
(top to bottom in column (a)), 89.78%, 90.32% and 91.11% 
(top to bottom in column (b)), 45.90%, 42.43%, 50.31% (top to 
bottom in column (c)). We can see that the degree of image 
credibility of forgery image (column (c)) is much lower. 

 
Fig.9. The degree of image credibility for the test images. 

    

    

    

(a) (b) (c)  (d)  

Fig.10. One of the experiment results. (a) and (b) are two original images, (c) 

is an image forgery, and the feather operation is used around the dog head 

(Statue of Liberty, or Nicole Mary Kidman’ face). (d) is the detecting result 
using our technique, and the trances of feather operation are marked by white 

points. 

TABLE 2. THE ACCURACY OF DETECTING FEATURE OPERATION 

feather radius number 
Accuracy(resize factor) 

1 0.5 2 

No feather 30 29 27 28 

0.2 1r     30 27 26 28 

1 10r   30 28 28 29 

10 20r   30 30 30 30 

 

  
(a) an image forgery (b) the failure result 

Fig.11. One failure example. 

7.3  Discussion 

We resize the 120 images (resize factor 0.5, 1, 2), and 
perform the same experiment on the resized images to find the 
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impact of resizing to our method. The accuracy rates are 
showed in Table 2, and it suggests that our method performs 
well even if the presence of resizing.  

Although our proposed method produces encouraging 
results, more effort is still needed to improve the accuracy of 
our approach. It must be mentioned that the results obtained 
can be affected by the presence of other post-processing. Fig.11 
shows a failure example, in which the right girl is feathered and 
moved from another image, and the hue adjustment is used for 
the whole forgery. As shown in B region, only pieces of 
segment are detected as the feather traces. Our method fails to 
detect the feather region, because the regularity brought by the 
feather operation is destroyed by hue adjustment. Also, 
although with very little possibility, a few original images may 
be detected as a forgery one, if the image was taken in a 
specific scene, or the edge of objects in the image was smooth 
extraordinary. As shown in Fig.11, the edge of the left girl is 
original but originally smooth, and some segments of its edge 
are mistaken for the traces of feather operation, shown in 
region A.  

VIII. CONCLUSION 

Photo-shop has become the most attractive image-editing 
tool, and the feather operation has turned to be almost 
inevitable when tamping images. We propose a blind and 
efficient technique capable of exposing image forgeries by 
detecting the traces of feather operation. The degree of image 
credibility is defined to describe the reality of the image, which 
is more acceptable than just using a decision of YES or NO. 
The experimental results demonstrate that the proposed 
algorithm is reliable in discovering the traces of feather 
operation. However, when  we don’t use feather operation and 
other post-processing to tamper a image, the detection results 
would be unsatisfactory. Considerable more work, hopefully, 
will be done in this area. We expect that the technique 
described in this paper will lead to the development of image 
forensics filed, and make it increasingly harder to create 
convincing image forgeries. 
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Abstract

Bounding Volume Hierarchies (BVHs) are essential tools
in performing collision detection on three-dimensional in-
formation. They reduce the number of expensive calcula-
tions required to determine whether or not two geometri-
cal entities collide by using inexpensive calculations to rule
out parts of the objects that could not possibly intersect.
Quickly producing a high quality BVH is an important as-
pect of three-dimensional multimedia analysis. As such a
powerful optimization, efficient and high quality BVHs are
still an active area of research. Herein, the authors present
a novel BVH representation that reduces the redundancy
in the tree structure by allowing a node to contain an ar-
bitrary number of children, as well as compressing non-
unique nodes and combining their children. A new parti-
tioning scheme using a graphical representation of the ob-
ject is also presented to improve the quality of the generated
BVH.

Keywords Bounding Volume Hierarchies, Dual Graph,
Axis Aligned Bounding Box, Qualitative Spatial Reasoning

1 Introduction

The current trend toward big (multimedia) data analysis
necessitates the ability to quickly process and analyze the
vast amount of three dimensional information that is being
generated. Collision detection between rendered static ob-
jects is a computationally complex process; even perform-
ing a ray-casting collision check can be a time-consuming
process if steps are not taken to optimize the number of cal-
culations. A commonly used mechanism to significantly
optimize the computation time is a Bounding Volume Hier-
archy (BVH) [1]. A BVH subdivides a portion of space into
smaller volumes containing objects of interest. Each sub-
volume is then adaptively divided until some atomic level is
reached. The BVH is used to efficiently pare out parts of a

volume space that could not possibly contribute to the inter-
section query, resulting in the removal of a large number of
potentially expensive calculations.

A BVH is commonly created in one of three different
ways: Top-Down, Bottom-Up, or Iterative Insertion. Each
of these generation mechanisms has strengths and weak-
nesses relating to the creation time and the quality of the
resulting BVH [2]. One BVH is considered to be of higher
quality than another BVH if collision queries can be per-
formed faster. As such, a higher quality BVH tends to min-
imize the total volume contained in the bounding volumes
and be as compact as possible. This is roughly analogous
to the Surface Area Heuristic (SAH), a mechanism used
to determine the expected cost to perform a ray trace [3],
though recently additional quality metrics on Bounding Vol-
ume Heuristics have been suggested [4]. Because collision
detection is frequently used in determining the spatial re-
lation between objects in qualitative spatial reasoning sys-
tems such as VRCC-3D+ [5], the implementation of a BVH
subsequently can play a pivotal role in a spatial reasoner’s
information feedback loop and the user’s overall experience
with an application.

Herein the authors investigate the use of a dual graph
representation of a three-dimensional object with triangu-
lated surface boundary to improve on the quality of a BVH
generated by using a bottom-up approach. This approach is
not designed to replace existing BVH creation algorithms;
it should be considered as an enhancement that can be
integrated into already existing algorithms that use other
optimizations. An implementation of a BVH using Axis
Aligned Bounding Boxes (AABB) as the bounding volume
and a representation that removes internal redundancy is
presented here for use in benchmarking the dual graph par-
titioning scheme.

The remainder of this paper is organized as follows.
Section 2 reviews Bounding Volume Hierarchies and Dual
Graphs. Section 3 introduces the internal structure of the
AABB Tree used in the implementation of VRCC-3D+ that
reduces redundancy and number of nodes. The Dual Graph
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partitioning scheme is presented in Section 4. Section 5
outlines the experimental setup; results from these experi-
ments are presented in Section 6. Conclusions drawn from
the results are presented in Section 7. Section 8 outlines the
future work that will be undertaken.

2 Background

2.1 Bounding Volume Hierarchies

BVHs are an efficient method for quickly handling ray
intersection and collision detection in a three dimensional
environment. BVHs can reduce the computation time of
ray/collision detection logarithmically, as a child node in
the hierarchy doesn’t need to be calculated if a parent node
is not in the intersection.

There are three kinds of commonly employed methods:
Top-Down, Bottom-Up, and Iterative Insertion. Top-down
is the most common approach as it is faster than naı̈ve col-
lision detection, easy to implement, and efficient to cre-
ate [6, 2]. If performed correctly, a bottom-up tree gener-
ation is likely to produce a higher quality tree than a top-
down approach [7]. Insertion methods are commonly used
when not all objects in a scene are visible, as they allow
objects to be added dynamically [8]. These approaches
are based on the assumption that geometric primitives are
predetermined. Trees are sometimes dynamically created
based on the complexity and intersection outcome of the
objects. In the surface-surface intersection, none of these
methods is sufficient [9].

The Top-Down method works by wrapping a scene or an
object in a bounding volume, typically the root of a tree.
This bounding volume is subdivided into smaller volumes,
with these volumes becoming the children of the root of the
tree. This process is recursively performed until some stop-
ping criterion is met. Common stopping criteria are min-
imum bounding volume, minimum number of primitives
contained in a tree node, or maximum depth of the tree [10].

The Bottom-Up creation algorithm begins with the prim-
itives and groups them, creating a bounding volume around
each grouping. This process is repeated, treating each
bounding volume as a new primitive. This process min-
imizes the unnecessary space contained within the inter-
nal nodes, and frequently produces a higher quality tree
than a top-down method provided all the primitives are pre-
determined [11].

The third method, Iterative Insertion, begins with an
empty tree, and inserts objects into the tree as they become
visible. This allows for a dynamic scene to be processed
using a BVH [10].

Herein the authors focus on a modification of the
Bottom-Up approach. By using a dual graph (see Sec-
tion 2.2) to represent a three-dimensional object, primitives

can be grouped such that they are spatially close to each
other, resulting in a more optimal tree than a naı̈ve grouping.
A novel representation of a BVH that reduces the internal
size of the tree by removing redundancy is used as a bench-
mark; a more thorough examination of the implementation
is presented in Section 3.

2.2 Dual Graphs

In graph theory, the dual graph of graph G = (V,E),
is denoted as G∗. In G∗ = (V ∗, E∗), a vertex v∗ ∈ V ∗

represents a face in G. An edge e∗ ∈ E∗ exists between
any two vertices v∗1 and v∗2 if the faces they represent in G
share at least one edge [12].

A common representation of three-dimensional objects
in CAD/CAM software is the ANSI B-rep model utiliz-
ing the triangulation of the boundary surface. The object
boundary is specified as a mesh of vertices in space, with
edges connecting those points, and triangular faces enclosed
by the edges. This is directly analogous to a graphical rep-
resentation of the object. By considering every vertex as a
node in the graph, and edges between vertices as edges in
the graph, the mesh representation of the object boundary
becomes a graph. The triangles that comprise the approxi-
mation of the surface are called the faces of the object.

A dual graph directly follows; by allowing each triangu-
lar face in the object to be represented as a vertex in G∗,
edges are defined in G∗ as any two faces that share exactly
two vertices vi, vj ∈ V of G(V,E). The dual graph al-
lows visualization of how faces are arranged, and insights
into the structure of the object can be gleaned from a simple
breadth-first or depth-first search of the graph. In using the
geometric Dual Graph to partition the faces of an object, the
breadth-first search is used to form a spanning tree of half of
the faces so as to keep the groupings as compact as possible.

3 BVH in VRCC-3D+

VRCC-3D+ [13, 5, 14] is the implementation of a re-
gion connection calculus that qualitatively determines the
spatial relations between three dimensional objects, both in
terms of connectivity and obscuration. The VRCC-3D+
connectivity relations are calculated in three dimensions,
and include: disconnected (DC), externally connected (EC),
partial overlap (PO), equality (EQ), tangential proper part
(TPP), non-tangential proper part (NTPP), tangential proper
part converse (TPPc), and non-tangential proper part con-
verse (NTPPc); see Fig. 1. A composite VRCC-3D+ rela-
tion specifies both a connectivity relation and an obscura-
tion relation. Obscuration is considered from a 2D projec-
tion and a depth relation. There are fifteen different obscu-
ration relations defined in VRCC-3D+; each is a refinement
of basic concepts: no obscuration, partial obscuration, and
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complete obscuration. For a more complete discussion of
VRCC-3D+, see [13, 5, 14].

The implementation of VRCC-3D+ utilizes a large num-
ber of collision detection determinations to calculate the
connectivity relationships between objects, and ray-casting
techniques to determine how objects obscure one another
from a given vantage point. If the size or location of an
object in a scene changes, the object’s spatial relationships
with other objects in the scene may change. In turn, each
recalculation of a VRCC-3D+ relation requires creation
and/or queries of BVHs.

The VRCC-3D+ BVH implementation uses Axis
Aligned Bounding Boxes (AABBs) as the bounding vol-
ume. The creation of an AABB is efficient, requiring only
the minimum and maximum coordinate in each dimension.
This operation is linear in the number of points that are be-
ing bounded if there is no known ordering of the points.
Intersection tests involving AABBs are simple in their logic
and execution for several types of primitives, including line
segments, rays, and other AABBs. For these reasons, li-
braries such as CGAL [15] have AABB trees implemented
as part of the standard set of tools used in computational
geometry.

As with any BVH, the AABB has some drawbacks.
There are many cases where the AABB might not be an
optimal (tight fitting) bounding volume. Other bounding
volumes, like Oriented Bounding Boxes [16] (OBBs) may
give tighter bounds. However, their creation is more com-
plex. Other bounding volumes, such as Bounding Spheres
are easier to test for intersection with. Bounding spheres are
easy to create, but the creation process is an approximation;
it is unlikely that a Bounding Sphere will be tightly fitting
around the points it encloses.

For the initial implementation, it was decided that the
AABB was the best way to proceed. The simple creation
of the bounding volume and the ease of representing the in-
tersection calculations allowed for fast implementation and
testing. The BVH in VRCC-3D+ is designed such that a
different bounding volume can be used without significant
effort. Also, because the boxes are aligned along the global
axes, multiple groupings of points are more likely to have
identical bounding boxes. This property is exploited in the
representation introduced below.

The BVH used in VRCC-3D+ is in the worst case a bi-
nary tree. Algorithm 1 shows the tree creation pseudocode;
the nodes are partitioned into two sets, and then trees are
created from the partitions. When implemented as a tree,
the result is a binary tree. However, in the initial implemen-
tation, several redundancies were noticed: the same bound-
ing box appeared multiple times as an internal node.

As such, the implementation was modified in a way in-
spired by the work presented in [17]. The underlying tree
structure was changed to be a dictionary (or hash map), in

(a) DC(red, blue)

(b) EC(red, blue)

(c) PO(red, blue)

(d) EQ(red, blue)

(e) NTPP(red, blue) = NTPPc(blue,
red)

(f) TPP(red, blue) = TPPc(blue, red)

Figure 1: The VRCC-3D+ Connectivity Relations. The
centers of all spheres lie in the same YZ plane; only the
X coordinate changes.

153



which the key-value pairs represented a node and a list of
its children. Instead of setting a node’s left and right child,
the list of children is extended. This implementation re-
moved redundancy from internal nodes, reducing the height
of the tree and preventing repeated queries against the same
bounding box. Fig. 2 shows a scenario in which a bounding
box appears multiple times in the tree. The bounding box
for triangle b completely contained the box for triangle d,
and as such the bottom-up method for tree construction cre-
ated a parent node for both box B and box D that was identi-
cal to box B. This redundancy initially expressed itself as a
bug where nodes were deleted from the tree as it was being
created, causing inconsistencies and incorrect query results.

This tree representation lends itself to a clean implemen-
tation. Algorithm 1 shows the pseudocode for generating
the BVH. The pseudocode (using some Python notation)
assumes the following:

• root is the root of the tree object being generated.

• tree is the internal representation of the tree and is a
hash map, in which the key is an AABB, and the value
is a list of either AABBs or triangular faces.

• The AABB constructor takes a list of faces or boxes
and generates an AABB containing all objects passed
to it.

• faces is a set (only unique faces).

Algorithm 1 VRCC-3D+ Tree Creation: Bottom Up

function MAKE TREE(faces)
if faces.length=1 then

face← faces.pop()
root← AABB(face)
tree[root]← face
return root

end if
(left, right)← PARTITION(faces)
lbox←MAKE TREE(left)
rbox←MAKE TREE(right)
root← AABB(lbox, rbox)
tree[root].append(lbox)
tree[root].append(rbox)
return root

end function

4 Dual Graph Partitioning (DGP)

In a three-dimensional object represented by the ANSI
boundary representation, every face contains three vertices
connected by three edges. This is directly analogous to a

Figure 2: Redundancy in a BVH. In a bottom up approach,
AABB B is a box that contains face b, but also fully en-
closes bounding box D. As such, it appeared multiple times
in the tree, introducing redundancy and unnecessary calcu-
lations.

graph G = (V,E), in which the set of vertices in the graph
is the vertices of the triangular faces in 3-space, and an edge
in the graph is a connection between two vertices in the fa-
cial boundary representation of the object. The dual graph
G∗ can be constructed as a graph in which each face is rep-
resented by a vertex, and an edge represents two faces that
share two vertices in V ; connectivity in G∗ guarantees that
two faces are spatially close.

The dual graph can be used to partition the faces into
groups of faces that are spatially close to each other. By
choosing an arbitrary starting face in a set of faces, a
breadth-first search to create a spanning tree that contains
half of the vertices in the graph ensures that all faces in the
partition are connected in the dual graph, and as such are
spatially close relative to each other.

It is known in this implementation that the dual graph
will be a sparse graph; every vertex has exactly three neigh-
bors because every vertex represents a triangular face. As
a sparse graph, it is efficient to represent it as an adjacency
list. Algorithm 2 shows how the dual graph partitioning
generates two partitions of faces.

5 Experimental Design

The purpose of this experiment is to determine the ef-
fect that the dual graph partitioning scheme has on the run-
time and quality of the tree. An algorithm in which parti-
tion() was implemented to split the set of faces in half by
index was used as a control. It was then modified to accept
and use the adjacency list of the dual graph to determine
how the faces should be split when recursively creating the
tree. This implementation has some interesting features that
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Algorithm 2 Dual Graph Partitioning

function DUAL PARTITION(faces, adj)
right← set()
currFace← faces.pop()
nextF ← queue()
right← {currFace}
goal← faces.length/2
while right.length < goal do

adjFaces← faces ∩ adj[currFace]
adjFaces← adjFaces− right
numToAdd← goal − right.length
if numToAdd > 3 then

numToAdd← 3
end if
toPush← set(adjFaces[0 : numToAdd])
right← right ∪ toPush
faces← faces− toPush
ENQUEUE(nextF, toPush)
currFace←DEQUEUE(nextF )

end while
return faces, right

end function

evolved as the VRCC-3D+ implementation was growing,
specifically that the bounding hierarchy is represented as a
dictionary/hash map, and each internal node has a set that
contains the children. This has an interesting side-effect:
while the tree is constructed as a binary tree, if two grouped
faces have the same bounding box, then the internal node
in the tree will expand and have more than two children.
This directly affects the size and average height of the tree,
making those aspects of the tree smaller.

All timing was performed on an Intel Core i5 processor,
running at 3.2GHz, with 16GB of RAM. All implementa-
tions are written in Python, using the timeit module to col-
lect runtime information. Timing does not include the cre-
ation of the adjacency list unless otherwise specified; this is
a one time cost that can be amortized over every tree cre-
ation.

5.1 Configuration 1

For the purposes of testing VRCC-3D+, a collection of
68 .obj files was created, each file depicting one of the
VRCC-3D+ relations between two objects. Each of these
files portrays two polyhedrons ranging from tetrahedrons
(four triangular faces) to spheres (with 2000 triangular
faces per polyhedron). These files were used for testing
each of the BVH creation implementations.

The BVH creation time was averaged over 100 execu-
tions on each of the 68 sample files using both partitioning
schemes. The number of internal nodes and average box

volume was collected when using each partitioning scheme
for every file.

5.2 Configuration 2

For a BVH, the act of determining which primitives a
geometry can intersect is called querying the tree. De-
termining which faces from an object could intersect with
faces from another object is called a box-box query (be-
cause boxes from one BVH are queried against boxes in the
second).

Every .obj file contains two discrete objects. The box-
box query time between the two objects was averaged over
100 runs for the same file set as in Configuration 1 for both
partitioning schemes by implementing the algorithm pre-
sented in Algorithm 3.

5.3 Configuration 3

The need to create the adjacency list is an additional
overhead that could impact performance. However, because
the faces of the objects should never change their position
relative to each other, the adjacency list can be precalcu-
lated and stored . This has a known memory cost (linear in
the number of faces in the object). If memory is a problem,
this list could be generated every time the BVH is gener-
ated. In this configuration, the time to create the adjacency
list is averaged over 100 runs on the same set of files as in
Configuration 1.

5.4 Configuration 4

To test scalability, each algorithm was executed 100
times on a file with two objects with significantly larger
numbers of faces (9144 and 14624). The same statistics
as in Configuration 1 were collected.

6 Results

All times in these results are reported in seconds. All
volume measurements are presented as cubed world units.
Box and whisker plots are used to report quartile values over
the input file set.

6.1 Configuration 1

Table 1 shows that, on average, the time to create a tree
using DGP is about 15% longer than using a naı̈ve parti-
tioning scheme. Fig. 3 shows that for smaller objects, in the
best case, DGP can run as quickly as a naı̈ve method.

The average box volume is also shown in Table 1 and
Figure 5; note that the volume is, on average 5% smaller
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Algorithm 3 Box-Box Query

function BOX BOX QUERY(tree1, node1, tree2, node2)
isect← dict() . Dictionary of (node, list of nodes) pairs
if INTERSECT(node1, node2) then

for n1 ∈ tree1[node1] do
for n2 ∈ tree2[node2] do

if ISAABB(n1) and ISAABB(n2) then
isect← isect+BOX BOX QUERY(tree1, n1, tree2, n2)

else if ISAABB(n1) then
isect← isect+BOX BOX QUERY(tree1, n1, tree2, node2)

else if ISAABB(n2) then
isect← isect+BOX BOX QUERY(tree1, node1, tree2, n2)

else
isect[node1].append(node2)

end if
end for

end for
end if
return isect

end function

when the tree is generated using DGP. Table 1 and Fig. 4
reflect the size of the tree through the number of internal
nodes. A BVH created using DGP is, on average, slightly
smaller than one created with a naı̈ve partitioning method.
In some cases, an increase is seen, but the average and me-
dian volumes are smaller when using DGP.

Figure 3: Range of Runtime for DGP and Naı̈ve Partitioning

6.2 Configuration 2

Table 2 shows the average execution time of a box-box
query between two objects. Again, DGP shows an improve-
ment over the naı̈ve partitioning process.

Figure 4: Range of Number of Nodes for DGP and Naı̈ve
Partitioning
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Table 1: Average and Standard Deviation: Configuration 1

µ: runtime σ: runtime µ: box volume σ: box volume µ: node count σ: node count
DGP 0.105168340627 0.0714088494841 1.8130619326 3.24021971564 2202.60294118 1491.67271031
Naı̈ve 0.090840193454 0.0613155721599 1.96238023672 3.16972935732 2275.45588235 1556.73862926

Figure 5: Range of Box Volume for DGP and Naı̈ve Parti-
tioning

Table 2: Average and Standard Deviation of Query Runtime
Over Test Files

µ: runtime σ: runtime
DGP 0.528159871522 0.574440745841
Naı̈ve 0.641162978411 0.51794431845

6.3 Configuration 3

Table 3 shows that the overhead of creating the list is
small; it is less than half of the time required to generate
the tree. If memory is a limitation, the adjacency list can be
generated at tree creation, though the runtime will be half
again as long.

Table 3: Average and Standard Deviation of Adjacency List
Creation Over Test Files

Average Standard Deviation
0.0472587228873 0.0422061185621

6.4 Configuration 4

The average creation time, number of nodes, and box
volume taken from trees created on significantly larger ob-
jects are shown in Table 4. Note the mixed results; for one
object, DGP generates fewer boxes but has a higher box vol-
ume, while for the other object, DGP results in more boxes
with a smaller average box volume.

7 Conclusions

7.1 Configurations 1 and 2

The results from the first and second testing configura-
tions are encouraging for the DGP scheme. Using DGP in-
troduces a slight increase in the average BVH creation time
(approximately 0.014 seconds, a 15% increase on the tested
input object files). However, the query time to determine
whether two objects could possibly intersect by performing
a box-box query decreases by more than .11 seconds; this is
almost an 18% improvement in runtime. The gain in query
performance is almost eight times the slowdown introduced
in the BVH creation.

To put this in perspective, consider a scene with n ob-
jects, requiring exactly n AABB creations. In the worst
case, the VRCC-3D+ implementation would perform

(
n
2

)
box-box queries (O(n2)) to exactly determine the three-
dimensional spatial relationships. Determining the obscu-
ration relation requires additional queries to the tree; one of
the predicates used to determine the obscuration is whether
an object is in front of another.

In determining the obscuration between two objects, the
implementation of VRCC-3D+ projects the three dimen-
sional objects onto the view plane. If the two projections
overlap, a number of evenly distributed points is chosen
from the overlap. A ray starting at the camera and pass-
ing through each of these points is queried against the BVH
to determine which object is passed through first. The preci-
sion and correctness of this operation increases as the num-
ber of points distributed across the overlapping projection
increases. If p points are chosen from the intersection of the
projection, then the number of ray queries made against the
tree is O(p).

It can be seen that the number of queries made to the tree
quickly surpasses the number of tree creations: O(n) <
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Table 4: Creation Time, Tree Size, and Box Volume on Larger Objects

Faces Average Creation Time Average Number of Nodes Average Box Volume
DGP 9144 0.8753760600090027 15768 271249.03166667151
Naı̈ve 9144 0.7410803198814392 15712 290342.60701300012
DGP 14642 1.4204304003715515 25688 285103.56916561484
Naı̈ve 14642 1.193346061706543 25863 265531.88658817636

O(n2) + O(p). As such, the time savings are significant.
Not even the time overhead to create the adjacency list on
the fly is enough to negate the benefit of using DGP over a
naı̈ve partitioning mechanism.

The box volume tells an interesting story. The aver-
age and median box volumes are smaller when using DGP.
However, on occasion, DGP produces a larger total bound-
ing volume than the naı̈ve partitioning. While using the
spanning tree of the dual graph ensures that the bounding
volumes are spatially close, the starting point used in gener-
ating the tree can have an effect on the overall shape of the
enclosing bounding volumes.

7.2 Configuration 3

As shown in the testing results from Configuration 3, the
time it takes to generate the adjacency list is smaller than the
time of tree generation. In cases where there is not enough
memory to create and store the adjacency list for all objects
on initialization, the list may be generated as the tree is be-
ing built. The additional runtime does not cause the increase
in the creation time to overshadow the benefits to the query
time. Indeed, the total time to create the adjacency list and
generate the tree is smaller than the time savings in a single
query.

7.3 Configuration 4

The results from testing Configuration 4 show that the
DGP scales as well as a naı̈ve partitioning scheme. The in-
crease in runtime remains a constant factor (∼ 18%). The
trees generated show some inconsistencies; for one of the
objects, the tree created using DGP has more nodes than
the one created with the naı̈ve partitioning method, but has
a significantly smaller average box volume. For the other,
larger object, this relationship is flipped: DGP results in a
larger average box volume, but a smaller number of nodes.
This suggests that for any partitioning, the shape of the ob-
ject affects the results. Other work has been done in which
the primitives are partitioned along the longest axis of the
overall bounding box [7]; DGP would perhaps benefit here
from a different starting point for the breadth-first search.

As a field, computer science is about problem solving
with an emphasis on efficiency and elegance. A given solu-
tion may not work well on all representations of a problem;
multiple approaches to a solution are beneficial as it allows
flexibility in the application of the solution to different prob-
lem representations. Computer graphics and multimedia are
very broad subjects: objects can be represented in a myriad
of ways, making a single approach to analysis and computa-
tion tools nearly impossible. Bounding Volume Hierarchies
are powerful tools; they allow for efficient collision queries
by exploiting the logarithmic complexity of tree structures
to quickly prune expensive calculations. Dual Graph Par-
titioning is an approach to generating these tree structures
that can be applied to representations of scenes that do not
lend themselves well to other tree creation algorithms. It
is another tool in the large toolbox of powerful multime-
dia analysis mechanisms available to the modern computer
scientist.

8 Future Work

Improving the quality and efficiency of the BVH imple-
mentation in VRCC-3D+ is an ongoing process. Optimiz-
ing the improvements gained by introducing DGP and the
hash-map based tree representation will continue with the
integration of other bottom-up tree improvements, such as
those suggested in [7].

Areas for improvement include analyzing the effect that
different breadth-first search starting points has on the qual-
ity of the resulting BVH and determining the feasibility and
practicality of using threading to build pieces of the tree in
parallel.
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Abstract—Natural motion synthesis of virtual humans have 
been studied extensively, however, motion control of virtual 
characters actively responding to complex dynamic 
environments is still a challenging task in computer animation. 
It is a labor and cost intensive animator-driven work to create 
realistic human motions of character animations in a 
dynamically varying environment in movies, television and 
video games. To solve this problem, in this paper we propose a 
novel approach of motion synthesis that applies the optimal 
path planning to direct motion synthesis for generating 
realistic character motions in response to complex dynamic 
environment. In our framework, SIPP (Safe Interval Path 
Planning) search is implemented to plan a globally optimal 
path in complex dynamic environments. Three types of 
control anchors to motion synthesis are for the first time 
defined and extracted on the obtained planning path, 
including turning anchors, height anchors and time anchors. 
Directed by these control anchors, highly interactive motions 
of virtual character are synthesized by motion field which 
produces a wide variety of natural motions and has high 
control agility to handle complex dynamic environments. 
Experimental results have proven that our framework is 
capable of synthesizing motions of virtual humans naturally 
adapted to the complex dynamic environments which 
guarantee both the optimal path and the realistic motion 
simultaneously. 

Keywords: motion synthesis; motion control; virtual human; 

path planning; complex dynamic environments 

I. INTRODUCTION 

Animating and controlling virtual humans realistically in 
complex dynamic environments are a crucial problem in 
computer animation, which depends on both the path virtual 

humans choose and the character motions synthesized. 
Many efforts have been made on the two aspects of path 
planning and motion synthesis respectively and great 
advancements have been achieved. However, it is still a 
challenging task in computer animation to create realistic 
and natural motions of character animation actively 
responding to complex dynamically varying environments. 

To solve this problem, a novel comprehensive 
framework has been proposed in this paper which directs 
motion synthesis of virtual humans in complex dynamic 
environment by a global optimal path planned.  

For path planning, SIPP algorithm [1] is used as path 
planner to find a globally optimal path from current location 
in a complex dynamic environment to another where virtual 
character want to go in the presence of dynamic obstacles, 
which adds time as an additional dimension into the search-
space explored by the path planner to properly handle 
moving obstacles and introduces the concept of safe time 
intervals to greatly reduce the number of states that need to 
be searched. As the control information for directing motion 
synthesis of virtual character that drives virtual human 
follow the path planned naturally and realistically, three 
types of control anchors are defined, including turning 
anchors, height anchors and time anchors, and extracted 
from the path planned. 

For motion synthesis, a popular traditional approach is 
motion graphs, which gains the motion that satisfies user 
demand by compressing connections among different pieces 
of motions in database and searching this graph. Although 
this is conceptually intuitive and broadly applicable, graph-
based methods lack the adequate flexibility and 
controllability to synthesize agile reactivity of the animated 
character to the dynamically changing environment due to 
the sparse and finite states in the graph. In our framework, 
motion fields [2] approach is used as motion synthesizer, 
which organizes motion dataset into a high-dimensional 
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generalization of a vector field of state space, then generates 
an animation by freely flowing through the motion field in 
response to interactive controls. Since each state in motion 
field has a set of candidate actions and Reinforcement 
Learning is adopted to find an action that leads to a 
desirable control, these enable real-time controlled highly 
responsive motion synthesis for motion field instead of 
waiting for pre-determined transition points for motion 
graph. So motion field is able to control character motion at 
arbitrary state in a continuous state space for motion 
synthesis, which allows highly agile motion controls with 
control anchors for adapting to dynamically varying 
environment and guaranteeing the synthesized character 
motion well-fitting to the global optimal path planned. 

II.  RELATED WORKS 

Our work is mainly related to two fields: path planning 
and motion synthesis for character animations. Many 
previous works have been done in both fields. 

Path planning approaches usually can be divided into 
undirected and directed. Undirected approach seeks to go 
blindly through a maze, which has two main approaches 
including Depth-first search and Breadth-first search [3]. 
These approaches expand searched nodes without directing, 
so that they may be unable to find a way out. Some 
measures of assessing have been introduced to solve this 
problem, which introduce directed approach. Dijkstra’s 
algorithm [4] and A* algorithm [5,6] estimate the cost of 
moving by measuring the distance between the nodes to 
direct which node should be expanded. Although this 
approach can find a path with the lowest cost, the path is not 
always the most efficient solution [7]. In addition, these 
approaches can’t solve the cases with dynamic obstacles due 
to pre-processing computation, where the agent may wait 
for all dynamic obstacles passing or collide with dynamic 
obstacles. SIPP [1] is proposed to plan an optimal path in 
complex dynamic environments with moving obstacles by 
introducing the concepts of the safe interval and the earliest 
arrival time, which is also implemented as the path planner 
in our work to handle the moving obstacle in complex 
dynamic environment. 

Over past decade, creating character animations from 
raw mocap data have been studied extensively in research 
and industry, which may offer many advantages over 
traditional computer animation. Since motion capture 
system is not cheap and already captured motion data don’t 
always reflect our needs, it is necessary to reuse and edit the 
existing motion capture data for synthesizing new required 
motion rather than capturing new motion whenever needed. 
To improve reusability of motion capture data for reusing 
and editing have become a challenging problem in mocap 
data-driven motion synthesis. 

Motion graphs [8-10] were proposed simultaneously by 
several groups in 2002 and have been emerged as a primary 
technique for automatic synthesis of character motions at 
runtime, which employ the bag-of-clips data structures and 
generate motion by concatenating short motion clips to 
accomplish the desired task. In the subsequent years, many 

approaches have been developed to extend and augment 
motion graphs. Shin et al. [11] proposed parameterized 
motion graphs; Safonova et al. [12] applied interpolated 
motion graph and optimal search; Ikemoto et al. [13] 
adopted multi-way motion blending to generate transitions 
quickly; Ren et al. [14] proposed an optimization-based 
graph that combines continuous constrained optimization 
with graph-based motion synthesis; Zhao et al. [15,16] 
searched motion graph to extract a minimum size sub-graph 
and build interpolated segments of motion with same 
contact pattern to keep best transition. So the motion 
synthesized is constrained by the mocap dataset that the 
graph is built from, and the structural control of motion 
graph lacks the controllability to synthesize agile response 
to a dynamically changing interactive environment so that 
synthesized motions of virtual humans can’t respond 
quickly to changes of walking direction or unexpected 
disturbances adapting to the complex and dynamic 
environment. 

Some researchers have been conducted on remedying 
the drawback of space discontinuous in motion graph. Wang 
et al. [17] introduce Gaussian process dynamical models 
(GPDMs) for learning models of human pose and motion 
from high-dimensional motion capture data, and high-
quality motions can be synthesized from the learned model. 
Ye and Liu [18] described an optimal feedback controller 
for motion tracking that allows for on-the-fly re-planning of 
long term goals and final completion time. This technique is 
able to synthetize motion from arbitrary frame and the 
controller can handle perturbations and changes in the 
environments, but it implements only an approximation of 
the optimality condition for the synthesized motion of 
virtual character at current state. Instead of modeling the 
most possible single motion, motion field approach [2] 
modeled a set of candidate motions at each motion state and 
selected a motion by employing an optimal control 
framework based on Reinforcement Learning, which freed 
the character from simply replaying the motion data and 
allowed controlling virtual humans interactively in a fully 
continuous motion state space. Since motion field models a 
series of candidate actions at each state, virtual humans can 
respond to motion controls immediately rather than waiting 
for pre-determined transition points as in motion graph, 
which is significantly more agile in incorporating the 
dynamic varying environment. So in our work, motion 
fields approach is employed to synthesize motions directed 
by the control anchors obtained in path planning, which 
enables agile motion control and well-fitting to the planned 
path to adapt to complex dynamic environments. 

III. PATH PLANNING AND CONTROL ANCHORS 

EXTRACTING 

In a complex dynamic environment, SIPP algorithm as 
path planner is responsible for determining an optimal 
collision-free path toward where the virtual human to move 
and generating intermediate targets on the path to a final 
goal. Control anchors are then extracted from the obtained 
path for directing motion synthesis of virtual human in 
Section 4, which guarantee the synthesized character motion 
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following the planned path naturally and realistically.  

A. SIPP Path Planning 

Although the problem of path planning in static 
environments is solved successfully, planning in complex 
dynamic environments is still a difficult problem to handle 
the moving obstacles. In our work, SIPP (Safe Interval Path 
Planning) algorithm [1] is used as path planner to find an 
optimal path in dynamic environment. When planning path 
in dynamic environments, adding time as an additional 
dimension to the search-space is needed in order to handle 
moving obstacles which will lead to the large increase in the 
number of states to be searched and much longer the 
planning time. To solve the computation problem, SIPP uses 
safe intervals to compress the dimensionality of time-based 
path planning. Safe interval is defined as a contiguous 
period of time for a given spatial configuration during which 
there are no collisions, and it is in collision one timestep 
prior and one timestep after the period. SIPP builds on the 
observation that there are usually significantly fewer safe 
intervals than time discretization that compose those 
intervals, so it constructs a search space with a few states 
defined by safe time interval and configurations to plan an 
optimal path in dynamic environment. In additional, for a 
static environment with no moving obstacles, SIPP has the 
same planning result as A*. Fig. 1 shows a comparative 
experiments of A* and SIPP for path planning in an 
example dynamic environment, which shows SIPP is 
capable of handling moving obstacles in dynamic 
environment. The searching procedure of SIPP is similar to 
A* algorithm except how it generates successors of a state 
and updates time variable for states 

B. Control Anchors Extraction 

To generate a realistic animation that drives virtual 
humans to follow the path, we extract control information 
for motion synthesis from the path SIPP planned, which is 
defined as control anchors including turning anchors, height 
anchors and time anchors. 

Turning Anchors In complex environments, an optimal 
collision-free path usually is not a straight line, so path 
guidance-based motion synthesis needs virtual human make 

proper turning action at the inflexion points, which first 
needs to confirm the position of inflexion points along the 
path. We search the inflexion points along the path by 
checking whether the slope of line segments connecting 
each pair points on the path has changed or not. If the slope 
has changed, the searching function marks the point as an 
inflexion point, records the coordinates of the inflexion 
point (x, z), and computes the turning angle   by the slopes 
of two adjacent line segments passing the inflexion point. A 
triple ((x,z),  ) is obtained for the inflexion point, termed 
turning anchor. A triple sequence is so obtained by checking 
the slopes of all the line segments between each pairs of 
adjacent points, which direct the virtual human to make 
proper turning along the planned path, as shown in Fig. 2(a). 

Height Anchors In real situation, for getting the most 
efficient path, some obstacles are not necessary only be 
bypassed, such as very small creek, step tool and so on. In 
our work, we define this type of obstacle as passable 
obstacle, and the passable obstacles are treated as passable 
area in SIPP path planning. For motion synthesis, the 
control anchors are introduced by marking the passable 
properties to control the motion synthesis of virtual human 
in response to these passable obstacles. When encountering 
these height anchors, virtual humans should be informed to 
synthesize suitable motion like jumping, rather than only 
bypassing them. By considering the size of obstacle and 
virtual human’s height, all the obstacles in the environments 
can be classed into two types: passable obstacle and 
impassable obstacle. If the obstacle is passable, we record 
the position (x, z) that the planned path intersects the 
passable obstacle, and the length   that the planned path 
traverses the obstacle. A triple ((x,z),  ) is obtained for the 
passable obstacle, termed height anchors. When meeting the 
height anchors, the virtual human can pass the obstacles by 
choosing proper motion behaviors, like jumping over the 
creek or going up stair, as shown in Fig. 2(a).  

Time Anchors In dynamic environments, virtual 
humans need waiting and then moving for avoiding 
dynamic obstacles, it is necessary to introduce the safe 
waiting position and the waiting time for motion synthesis 
control of virtual human. SIPP introduces timestep 
parameter which defines the safe time interval and the early 

  
 (a) A* algorithm             (b) SIPP algorithm 

Figure 1.  The comparative experiments of A* and SIPP for path 

planning in an example dynamic environment. (a) Red lines represent 

obstacles, the coordinates of start and goal points are (3, 3) and (29, 22) 

respectively. The dynamic obstacle (green rectangle) in the tunnel 

moves back and forth. A* algorithm generates a suboptimal path (blue 

crosses), because it treats the dynamic obstacle as a static one which 

results in an inefficient solution. (b) In the same environment, SIPP 

generates a more optimal path by waiting and then moving. 

  
(a)                         (b) 

Figure 2.  An illustration for control anchors. (a) An example 

environment with a small creek and some boxes. Mark turning anchors 

(green stars) and height anchor (green circle) for the optimal path (red 

line). (b) SIPP finds a solution by waiting for the obstacle to pass and 

then proceeding. We mark time anchor (purple triangle) for the path in 

dynamic environment. 
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arrival time to measure the time configuration. So we 
extract the position of waiting point (x, z) and the waiting 
time h from SIPP planning, a triple ((x, z), h) is obtained for 
each waiting point, termed time anchor. A triple sequence is 
so obtained and introduced into motion synthesis, and then 
direct virtual human to perform waiting and moving 
behaviors to avoid dynamic obstacles, as shown in Fig. 2(b). 

IV. PATH DIRECTED MOTION FIELD-BASED MOTION 

CONTROL 

Driving virtual humans to follow the planned path 
requires that virtual humans can quickly respond to motion 
controls. In our work, motion field approach is implemented 
as motion synthesizer, which combines continuous state 
space for synthesis and highly agile interactive control that 
adapt to complex environments.  

A. Motion Fields Constructing 

Motion fields[2] organize frames of motions into a high-
dimensional vector field and synthesize motion by flowing 
through the motion field according to the control commands. 
In motion field, each frame of motion is expressed as 
motion state m. It is composed of pose x and velocity v. For 
a pose x     root  p     pn ,  root  is a 3d root position 

vector, p
 
 is a root orientation quaternion and p

 
   p

n
 are 

joint orientation quaternions. And a velocity can be 
computed by a pair of successive poses x and x', which is 
represented as v = (x'   x). Finally, a motion state can be 
defined as m= (x, v) = (x, x'   x). All of motion states form 
a high dimensional continuous motion state space, in which 
each state represents a single frame and a path through this 
state space represents a continuous motion sequence. 

New state is generated by a set of neighbors of current 
state in motion field. Given a motion state m, we calculate k 

most similar states N(m) =        
  of state m via a k-

nearest neighbor [19] and the distance measure. Since 
virtual humans may deviate from motion states in motion 
database, one appeal solution is to interpolate data by using 
the neighborhoods N(m) of the current state and similarity 
weights   .To generate next state, it also requires a 

‘direction’ from current state to next state, termed action. 

Therefore, define the value of motion state m in motion field 
as a set of control actions A(m), which determines next state.  

B. Motion Synthesis Directed by Control Anchors  

Considering long term consequence of action virtual 
humans chooses, MDP (Markov Decision Processes)[2] is 
used to model decision processes. In order to control virtual 
humans, we introduce a task parameter    to track how 
well virtual humans responds to control commands. Then 
the form of motion state is represented as task state s = (m, 
  ) and each task state s in motion field has a set of actions 
A(s). Using a task state s and an action a can synthesize next 

task state      (s, a) =   (m,   , a) = (I(m, a),   
 ). In 

addition, for making virtual humans respond control 
command better, we introduce a reward function R(s, a), 
which is used to measure the reward for performing action a 
at state s [20]. Reinforcement learning is used to find the 

optimal policy for choosing which action to perform at 
current motion state. It considers the effect of the current 
action on the future reward by using a look-ahead policy, 
which is computed by the cumulative rewards of the current 
and the future.  

Unfortunately, the value function is difficult to calculate 
precisely because there are infinite task states. Instead by 
storing values of finite task states    and interpolating 
values to approximate the real value function, these finite 
task states are selected by sampling task parameters and 
taking the Cartesian of motion state   . And the value out 
of database is estimated by interpolating neighbors of 
current motion state with the similarity weights and the task 
parameters. Given an MDP model of motion field and task 
parameters, the value function is approximated via fitted 
value iteration [21]. The process of constructing control 
policy [2] is shown as Fig. 3. 

Directed by turning anchors, we construct a motion field 
for walk and turn behaviors. The reward function R is 

defined as:         (m,   , a) = -  | -  |. Where   is the 

virtual character’s actual movement direction     is the 
desired orientation of movement, and    is coefficient. 

For our experiment, we show two examples for 
synthesizing turning motions. For the walk to turn example, 
our database consists of a straight walk motion and a right 
turn walk motion. We use motion field to synthesize a 
motion which is from straight walk to turn, as shown in Fig.  
4. Fig. 4(b) and 4(c) use the equal time interval sampling, as 
we can see, to move the same distance 4(c) spends shorter 
time than 4(b), so virtual human with synthesized motion 
turns more sharply than the original motions in database. 
For the run to turn, our database consists of a straight run 
motion and a left turn run motion. Fig. 5 shows the 
synthesized motion which is from straight run to turn. These 
two examples demonstrate that virtual human can be 
controlled agilely by using motion field and the synthesized 

MDP modeling for motions and 

animation tasks

Initialize MDP parameters (states, 

actions, rewards, transitions)

Construct expected cumulative 

future reward, value function V

Fitted value iteration to calculate 

V

Convergence?
      No

 Yes

Motion Database

Lookahead 

policy π for choosing actions 

 
Figure 3. The process of constructing control policy. 
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motion is natural. On the other hand, the synthesized motion 
is not explicitly specified in database. 

For synthesizing motions between different kinds of 
motions, if we construct only one motion field then the 
synthesized motion may be in an infinite loop, so this 
problem can be transformed into the transition of different 
motion controllers. Since the optimal action depends on the 

reward function and value function of target controller only, 
and the transition between motion clips is allowed, so the 
transition between different motion controllers is realizable. 
This means that we can realize it by constructing a transition 
controller to synthesize various motions [22]. We construct 
transition controller by defining score metric and iteration 
motion selecting process. The reward function of transition 
controller is defined as the reward function of target 
controller and using reinforcement learning algorithm to 
find a path between transition controller and target 
controller, i.e. optimal policy, which can be expressed as 
value function. In our experiment, we construct motion 
transition controllers for walk and jump motions. We define 
the reward function of walk controller as        
            and the reward function of jump controller 
as                   , where           express 
the practical and target direction of virtual human, 
          express velocity, J(h,k) is the reward function of 
rebound landing of virtual human. 

We show two examples for synthesizing inhomogeneous 
motions. For the example of the walk to jump, our database 
consists of a straight walk to stop motion and a stop to jump 
motion. Directed by height anchors, we use motion fields to 
synthesize a motion which is from straight walk to stop and 
then to jump, as shown in Fig. 6. In this example, stop 
motion as a transition clip to synthesize the motion which is 
from walk to jump. Synthesizing inhomogeneous motions 
can be realize by using transition controllers. Moreover, 
comparing the synthesized motions with motions in 
database, we can find that the process of synthesizing 
motion by motion field can not only by cutting and pasting 
the motions in database, but also generate motions 
differently from database to enrich motion data. 

Directed by time anchors, we firstly construct a motion 
field for walk and stop behaviors. When virtual human 
moves to point (a, b), then motion field call the reward 

function R is defined as:     (m,   , h, a) = -  | - 
 
|. 

Where v,  are the actual and desired movement velocity, 
and   is coefficient. This controller can realize the 
movement from walk to stop. Then we synthesize states 

(a)

(b)

(c) 

Figure 4.  An example for synthesized walk to turn motion. (a) and (b) 

show original motion capture data; (a) shows a walking motion and (b) 

shows a walk to turn motion. (c) shows the synthesized motion by using 

motion field, which is from straight walk to turn right. (b) and (c) use 

the equal time interval sampling. The curves in red, green and blue 

respectively represent the trajectory of root joint, left foot and right foot 

joint of virtual human. 

 (a)  (b) 

  (c) 

Figure 6.  An example for synthesized walk to jump motion. (a) and 

(b) show original motion capture data; (a) shows a straight walk to stop 

motion and (b) shows a stop to jump motion. (c) shows the synthesized 

motion by using motion field, which is from straight walk to jump. 

(a) 

(b) 

(c) 

Figure. 5  An example for synthesized run to turn motion. (a) and (b) 

show original motion capture data; (a) shows a straight run motion and 

(b) shows a left turning run motion. (c) shows the synthesized motion 

by using motion field, which is from straight run to turn left. 
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with no direction to wait the dynamic obstacle passing. 
Finally, we construct a motion field for stop and walk 
behaviors to control virtual character to move on when the 
obstacle passed. 

Fig. 7 shows an example for synthesizing motions where 
walking and stopping switches each other. Some motion 
clips containing walk-stop switches are selected from the 
database, and motion field is built to synthesize the 
switching motions. The synthesized switching motions are 
natural and response more quickly than the origin motions 
in the database.  

V. EXPERIMENTS 

In this section, we present the results and analysis of 
motion synthesis in complex environment by combining 

path finding and motion fields. We begin with a path 
planning example. 

A. Path Planning in Complex Environment 

We show an example for comparing the paths plan by 
A* and SIPP in complex environment. Due to SIPP 
algorithm takes time factor into consideration by 
introducing concepts of the safe time interval and the 
earliest arrival time, when in the case of dynamic 
environment, virtual human walks along the path that can 
avoid dynamic obstacles by wait and move, as shown in Fig. 
8(a). However, A* algorithm treats dynamic obstacle as 
static, which results in having no solution or suboptimal 
solution, as shown in Fig. 8(b). Obviously, in our 
experiment, the path SIPP plans is shorter and more 
reasonable than the path A* plans. The example 
demonstrates that SIPP algorithm may be used to plan an 
optimal path in both static and dynamic environment. 
Furthermore, the process of SIPP planning an optimal path 
in dynamic environment is shown in Fig. 8(c)-(j). 

B. Marking Control Anchors 

Since that virtual character responses to control 
commands requires a certain extent of response time, even 
though it is usually short. To get rid of virtual human 
deviating from the path seriously, we define turning point of 
the path as the center and half step of virtual character as 
radius, when the coordinate of root joint in this circular area, 
virtual human turns corresponding angles. The turning 
anchor describes the turning position and turning angle. The 
time anchor characterizes the position of waiting and how 
long to wait which directs virtual character to avoid 
collisions with dynamic solid obstacles. And the height 
anchor marks the passable obstacles.  

  
    (a)                          (b) 

  
    (c)                          (d) 

 

Figure 7.  An example for synthesized stop to walk then walk to stop 

motions. (a) and (b) show original motion capture data; (a) shows a walk 

to stop motion and (b) shows a walk motion. (c) shows the synthesized 

motion by using motion field, which is from stop to walk; and (d) shows 

the synthesized motion, which is from walk to stop. 

     
   (a)                      (b)                      (c)                      (d)                      (e)  

     
   (f)                       (g)                      (h)                      (i)                      (j)  

        

Figure 8.  The comparison of A* and SIPP algorithms and the process of SIPP planning a path in dynamic environment. (a) The optimal path which 

is planned by SIPP. (b) The suboptimal path A* generates. (c)-(j) The process of planning the path with SIPP algorithm. (c) The initial environment 

with virtual human trying to get to the target point. The dynamic ball in the tunnel moves back and forth. The dynamic ball can move three cells 

each timestep and virtual human can move one cell each timestep. (d) The ball moves to the left, while virtual human waits 2s for the ball passing. 

(e)-(g) The ball on the left moves to the right. When virtual human is about to colliding with the ball, it walks into the first gap and moves on. (h)-(i) 

The ball on the right moves to the left. When virtual human is about to colliding with the ball, it moves into the second gap until the ball passed and 

moves to the target point (j) 
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C. Motion Control in Complex Environment 

Finally, we show an example of motion control in 
complex dynamic environment which is 9m*9m. We 
discretize the environment into 450*450 grids. Our motion 
database, which is shown in Table 1, consists of various 
motions in CMU [23]. All of the motion data in our 
experiments are collected at the rate of 120 frames/second. 

 
TABLE I.  MOTION CAPTURE DATABASE 

Motion Type Name Motion Type Name 

Normal straight 

walk 

16_15.amc 

16_16.amc 

16_21.amc 

Slow straight walk 
16_31.amc 

16_32.amc 

Straight walk, turn 

left 45° 

16_11.amc 

16_12.amc 

Straight walk, turn 

right 45° 

16_13.amc 

16_14.amc 

Straight walk, turn 

left 90° 

16_17.amc 

16_18.amc 

Straight walk, turn 

right 90° 

16_19.amc 

16_20.amc 

Slow Walk, stop 
16_33.amc 

16_34.amc 
Stop, jump 

16_09.amc 

16_10.amc 

 
For a complex example environment which is shown in 

Fig. 9, wooden boxes and solid spheres are impassable 
obstacles and the creek is passable obstacle. The initial point 
and two target points are specified by user. Then virtual 
character immediately chooses an optimal path from the 
initial point to the target point to follow. Firstly, virtual 
human moves from the initial point on the left to the first 
target point on the right by avoiding collisions with static 
obstacles, including wooden boxes and creek. Directed by 
turning anchors, virtual human bypasses the wooden boxes, 
as shown in Fig. 10 and directed by the height anchors, it 
chooses jumping to pass the creek, as shown in Fig. 11. 
When virtual human arrives at the first target point, then 
define this target point as the initial point and moves on. 

While virtual character moves into the gallery, directed by 
time anchors, it avoids collisions with dynamic obstacles by 
wait and move until to the target point. The initial position 
of solid spheres is shown in Fig. 9. The process of virtual 
character avoiding the dynamic solid spheres is shown in 
Fig. 12. This example demonstrates that virtual character 
can choose the optimal path to follow and select an 
appropriate behavior to respond control anchors in 
environment. Furthermore, the synthesized motion is natural 
and different from the motion in database. 

VI. CONCLUSION 

This paper presented a comprehensive framework for 
virtual human animation and control in complex dynamic 
environment by planning an optimal path to direct motion 
synthesis of virtual character. We have shown how to plan 
the feasible path in complex dynamic environment by using 
SIPP algorithm. For getting the control information from the 
optimal path, we defined types of control anchors for the 
path as control commands. Directed by these control 
anchors, motion field algorithm is used to synthesize 
motions of virtual character in complex dynamic 
environment. Since it is continuous, it can overcome the 
drawbacks of graph-based approach, such as responsiveness 
and agility. Our method is effective to address the issue that 
motion synthesis of virtual human in complex dynamic 
environment. Furthermore, the ability of our approach to 
construct animations of virtual human easily and without 
expertise would enable many novice users and compelling 
applications.  

 

 

Figure 9.  An example complex environment with some wooden 

boxes, a small creek and three dynamic solid spheres. The left bottom 

point in green is the initial point, the right point in blue is the first 

target point and the other one in green is the target point. 

  
(a)                          (b) 

 

Figure 10.  Virtual character avoids collision with static obstacles by 

bypassing them. 

    
(a)                          (b) 

 

Figure 11.  Virtual character crosses the creek by jumping. (a) Virtual 

human choses jump movement to overleap the passable obstacle. (b) 

Virtual human jumped over the creek. 
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Because SIPP algorithm plans a path in dynamic 
environment with timestep parameter, which leads to 
unrealistic locomotion of virtual character. Additionally, 
motion field approach is limited by the given motion data, 
for instance, when the virtual human deviates from the data, 
the realism of the synthesized motion degraded. For future 
work, we will optimize the path SIPP plans in dynamic 
environment and introduce physical dynamics into motion 
synthesis to extend the physical plausibility.  
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Figure 12.  Virtual human avoids all collisions by wait and move in complex dynamic environment. The top column is planform and the bottom column 

is the counterpart in environment. The dynamic solid sphere at the bottom moves up, the one at the upper moves down and the other on the left moves to 

the right. The first two solid spheres move 30 cells each second and the last solid sphere moves 15 cells each second. (a), (e) Virtual human waits two 

seconds for the first solid sphere passing and moves on. (b), (f) Virtual human waits two seconds for the second solid sphere passing and (c), (g) moves 

up with no waits. (d), (h) Virtual human waits one second for the last solid sphere passing and moves down and then moves to the left. 
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Abstract—This paper provides a novel method of reversible data 

hiding by adaptively adjusting the embedding level to achieve 

minimal distortion and to attain the embedded data 

confidentiality via data reversion key generation. The peak point 

queue (PPQ) is used to adaptively determine the embedding level 

and achieve superior quality in the marked image. In respect to 

data reversion key for the double protection, our approach, 

named Athena, makes better utilization of the overhead 

information and allows users to exchange the key based on a 

public key infrastructure (PKI). Our experimental results show 

that the method is capable of providing a better quality image for 

a range of different test images of various sizes. 

Keywords-Embedding level; Image histogram; Public Key 

Infrastructure (PKI); Reversible data hiding 

I.  INTRODUCTION 

In the current explosion of the information era, there is a 
significant volume of data being exchanged between people. So 
far, there are several techniques that can protect data and 
prevent modification, such as encryption, signatures, and 
watermarks. It is impossible for us to encrypt any publications. 
We can encrypt personal information and exchange them with 
other people, yet in the case of public work, this is not viable. It 
has the same problem as the signature technique. However, we 
not only need protection, but also some notation to indicate our 
ownership and detect whether or not it has been modified [1]. 
A simple technique is a stamp to declare that the author is 
authentic, yet we have to make the stamp invisible without 
changing anything. Data hiding is the most typical technique. 

Data hiding embeds minimal data into an image for rights 
protection, authentication, secret sharing, etc. It is used in 
military images, medical images, artwork, law enforcement, 
and document preservation. In general, the method embeds 
notation into an image and then publishes it. In order to verify 
the image, we can extract notation to confirm whether or not it 
is modified. While we can extract secret data from a marked 

*Corresponding author: Huan Chen. The work was supported by the Research 

Grant NSC 102-2221-E-194-006 and NSC 102-2220-E-005-008 from the 
National Science Council, Taiwan. 

image, we expect to be able to recover the original image 
without distortion. In the case of medical images, minute 
changes are unacceptable and can cause potential risks in the 
future. For law enforcement, an authentication message is 
embedded. It is also important to be able to recover the cover 
image after the authentication message is extracted. 
Furthermore, in artwork protection, a watermark is embedded 
for ownership protection [2]. It is necessary to recover the 
original artwork after the watermark is extracted.  

 The method of data hiding with reversibility has the 
advantage of being able to recover the cover image without 
distortion, yet its hiding capacity is limited [3]. To obtain 
reversible data hiding with a higher hiding capacity and 
maintain good quality images, a histogram-based scheme using 
pixel differences was proposed [2]. The generated residual 
image was then employed to embed the secret data. The 
residual histogram of the values in the residual image was 
calculated according to the secret data size, using a binary 
structure to satisfy the requirements adaptively and exchange 
pairs of peaks with the recipient as well. Upon completion, a 
histogram shifting technique prevents overflow and underflow 
[4].  

However, the requirement of the peak point value increases 
steeply, which influences the quality of the marked image. In 
this paper we will present techniques to maintain the same 
hiding capacity while achieving a higher quality marked image. 
The peak point queue (PPQ) is proposed. This method allows 
adjustment of the value of the peak point with the requirement 
of the secret data size. The data reversion key is generated after 
completion of the embedding process. A single image 
corresponds to a unique key. The sender authenticates the 
identity of the receiver and the key will be sent. The receiver 
can then extract the message using the corresponding key. 

The remainder of this paper is organized as follows. In 
Section II, we review the reversible scheme developed earlier. 
Section III contains a detailed explanation and derivation of the 
proposed algorithm. We experimentally investigate the 
relationship between the capacity and distortion in Section IV. 
The paper concludes in Section V. 
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II. RELATED WORKS 

A reversible data hiding method is one where an embedded 
message can be extracted and the image completely restored to 
its original state. There are eight bits representing color for 
each pixel. Therefore, the range of the value of each pixel is 0 
to 255. The value 0 is white, while the value 255 is black. In 
order to achieve reversibility, there are many limitations to 
overcome. The histogram-based reversible data hiding 
technique was proposed by Ni et al. in 2006[3], who proposed 
a reversible data hiding algorithm which is now considered a 
significant step forward in the data embedding research area. 
They used the zero point and peak point of the histogram of an 
image and slightly modified the pixel values to embed secret 
data into the image. In the embedding process, they searched 
the peak and zero points and then shifted the histogram in order 
to generate free space to embed data. Only the peak points were 
used to hide data while the others were only modified. Their 
work is guaranteed to have a peak signal to noise ratio (PSNR) 
above 48 dB. Although Ni et al. managed to achieve a short 
execution time and a high PSNR value, their work suffers due 
to its low hiding capacity. 

Therefore, Tsai et al. [2] proposed a reversible image hiding 
scheme based on histogram shifting for medical images, and is 
based on the Ni et al. method [3]. In their work, they divided 
the original image into blocks of n x n pixels, where the center 
pixel in the block is selected as the basic pixel and all pixels in 
the block are processed using a linear prediction technique to 
generate the residual values. Upon completion of the linear 
prediction procedure, the histogram of the residual image is 
generated and divided into two parts: non-negative histogram 
(NNH) and negative histogram (NH). They determined the 
peak and zero pairs in the NNH and NH, and then hide the 
secret data in the peak point. Their work doesn’t generate 
overhead information and provides overlapping embedding to 
enlarge the hiding capacity. However, the PSNR value drops 
dramatically although the capacity is enlarged.  

There is another method which can also improve upon the 
Ni et al. method [3]. Tai et al. [4] proposed a reversible data 
hiding scheme based on histogram modification of pixel 
differences. They used a binary tree structure to store the 
communication pairs of peak points. In the pre-processing 
stage, they used the pixel difference to consider the difference 
between adjacent pixels instead of a simple pixel value, and 
adapted the histogram shifting method to prevent overflow and 
underflow of the image. Due to the use of the pixel difference 
techniques, they are able to find more free space to hide the 
secret data in the cover image (a.k.a. original image). They 
claimed that their work can provide a large hiding capacity 
while minimizing distortion. However, the PSNR values drop 
rapidly according to their experimental results. This is a major 
flaw that we wish to address in our work.  

Lee et al. [5] proposed a reversible image authentication 
technique which is based on histogram modification similar to 
Ni et al.[3], and claims to provide lower distortion. In their 
work, they used the difference-histogram techniques which are 
not regular in shape and provide a much higher peak point. The 
difference-histogram techniques are generated by projecting 
into the two dimensional histogram which are the odd- and 

even- line fields. The secret messages are embedded in the odd-
line field by calculating the value of the pixels. They also used 
the MD5 as a hash function in order to produce a 128 bit array 
as output. In their experimental results, the Lena image’s PSNR 
was 52.21 dB and the capacity was 26900 bits. This shows that 
their capacity is quite small, and is unsuitable for modern 
applications. 

There are some methods which have been proposed that 
have the ability to adjust the embedding level (peak point 
value). Jung et al. [6] suggested one such approach where a 
novel histogram modification based reversible data hiding 
technique using human visual system (HVS) characteristics is 
used to reduce the distortion of the embedded image. 
Application of the HVS characteristics means that it is 
necessary to take the edge and the just noticeable difference 
(JND) of pixels in the cover image into consideration. First, an 
edge can be decided as the boundary between a smooth area 
and a complex area. A smooth area change is smaller than a 
complex area change. In this way, the method is able to achieve 
a higher quality in the marked image. Second, JND is used to 
determine the appropriate embedding level for data embedding. 
In comparison to previous works, the Jung et al. method 
provides a sharper image with better quality. However, their 
method requires expensive pre-processing since it must 
compute the embedding level for each pixel. Therefore, we 
provide a queue structure which only needs to compute once at 
the beginning and determine a better embedding level for data 
hiding. According to TABLE I. , it can be seen that in the early 
work of reversible data hiding ([3],[5]) they only focused on 
how to increase the PSNR value, with no regard for the 
consideration of other aspects.  

TABLE I.  COMPARISON WITH VARIOUS APPROACHES 

 Tsai 
[2] 

Ni 
[3] 

Tai 

[4] 

Lee 

[5] 

Jung 

[6] 

Proposed  
Athena 

Enlarge capacity O  O 
 

O O 

Exchange peak points   O O O O 

Compress overhead 

information 
  O 

 
O O 

No Need to determine 

threshold/block size 
 O O O 

 
O 

Adjust embedding 

level adaptively 
   

 
O O 

Generate/ 

exchange security key 
   O 

 
O 

 

However, our approach and the work of ([2], [4], [6])not 
only provides a higher PSNR value, but also enlarges the 
hiding capacity. Moreover, the peak points exchange is 
provided in later approaches with the exception of [2] and [3]. 
The problem of dealing with the overhead information is 
another issue. Hence, [4] provides this ability as well as [6] and 
our method. Without threshold and block size determination, 
we risk reducing the performance. Despite this, the operation is 
in the requirement of [2] and [6]. Embedding level adjustment 
and data reversion key protection are the major contributions of 
our approach. Athena and [6] allow adaptive adjustment of the 
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embedding level. Using this, we are able to lower the distortion 
of the pure image, while the others [2]-[5] must modify an 
entire image to hide only a small amount of data and risk 
causing serious distortion. Although [6] also provides this 
ability, it must compute for every pixel and requires significant 
computational resources. Both [5] and our method provide key 
protection but use different generations. In regards to security, 
Athena and [5] exchange the key when we decide to transmit 
our embedded image. This technique means that we can not 
only reinforce the security issue, but also prevent a hacker 
easily cracking our data. 

III. APPROACH 

This paper provides two major contributions to reversible 
data hiding (1). Through adaptively adjusting the embedding 
level, Athena achieves minimal distortion and (2). Athena 
makes use of overhead information and the embedding level 
value to generate the data reversion key providing embedded 
data confidentiality. The marked image and data reversion key 
are produced after the cover image is embedded the secret data 
(as shown in Figure 1). While the extraction procedure is 
processed, the marked image is extracted with the 
corresponding key/overhead information, and the cover image 
can be recovered without any distortion. This is what our 
reversible data hiding algorithm does. 

Embedded procedure Extraction procedure

Secret Data

Cover Image Marked Image

Data Reversion Key

Cover Image

 

Figure 1. The reversible data hiding algorithm 

 

A method for adjusting the embedding level is proposed 
here, and uses a queue structure to calculate the hiding capacity 
for comparison with the secret data size. In the method 
proposed by [4], the binary structure and level of a binary tree 
are used to estimate the hiding capacity, increasing it rapidly 
when the level is pulsed by one. If the reversed range of pixels 
is too large, it would cause heavy distortion. 

Athena provides a more adaptive way to choose the 
embedding level. It only needs to compute at the beginning of 
the reversible data hiding process, rather than compute for each 
pixel one by one. Upon completion of the embedding 
procedure, the overhead information and the value of the 
embedding level are combined into a key and shared using 
public key encryption. The following gives the detailed 
procedure of Athena.  TABLE II. shows some symbols that are 
used in the algorithm. We assume a BMP image format, gray 
scale image tone, 512 x 512 image size, and 8 bits per pixel. 

TABLE II.  SYMBOL TABLE 

Symbol Description 

  
The queue of peak points and the elements is    which satisfies 

         . 

  Embedding level and satisfies    . 

  The size of the secret data. 

   The pixel value of the cover image and satisfies         . 

   
The value of the histogram after pixel difference and satisfies 

        . 

   The value of the histogram after data embedding. 

   
The value in the histogram after histogram shifting and satisfies 

        . 

   The value of the location map and satisfies       . 

  The bit value of the secret data and satisfies      . 

  The data revision key of the marked image. 

 

A. Peak Point Queue (PPQ) 

In the proposed method, the PPQ is provided for the 
communication of multiple peak points. In [2] and [3], the 
efficient transmission of peak and zero point(s) information is a 
problem. However, we begin our embedding from      in 
the queue and the hiding capacity is counted. We assume that 
the size of the secret data is  . The number of peak points used 
to embed it is also  .  

  is the queue (set) of the peak point.    is the peak point 
value and should satisfy         . The reason we call this 
a queue is due to the use of the peak point being one by one; it 
cannot be skipped. The number of the peak point which is 
equal to zero will be counted one by one in the pixel difference 
histogram and also when the value is equal to one, two, three, 
etc. The number for each peak point value is then summed up 
one by one until the number is equal or bigger than  . If the 
capacity is insufficient, the space of the next peak point will be 
included. After peak point elimination, we let   equal     . 
In this way, the most suitable peak point is 

  {                     }           
             . 

(1) 

We will narrow the histogram into a row to simplify the 
example. The histogram is as shown in Figure 2 after the pixel 
difference process is complete. There are three bits of secret 
data that are going to be embedded in the cover image. 

 

0 1 2 3 4 5 6

125 125 2 249 2 3 2  

Peak point 
value (  )

# of position

0 0

1 0

2 3

… …

125 2

 

Figure 2. The result of the pixel difference and the amount of the peak points 
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After the pixel difference is complete and the number of 
pixel points is counted, it is easy to tell that when     , there 
is no space for embedding. It is the same situation when 

     , which means that when a value in the histogram    is 
equal to 0 or 1, it can be embedded in a secret data bit. When 

       , there are three spaces for embedding which is 
enough. Therefore, we let        , which is the final 
result of the embedding level. It can be embedded when     . 

Larger payloads require the use of a higher embedding level 
[4]. Furthermore, in the queue structure, the level will increase 
relatively slowly and will not cause heavy distortion. Upon 
completion of the data hiding, this embedding level will be 
combined with the overhead information to generate the data 
reversion key. 

B. Embedding procedure 

The embedding procedure is described in detail in this 
section, and the related notations are denoted in TABLE II. The 
secret data,  β, is assumed as {1,0,1}. 

Step 1. With the exception of the first column, the cover 

image    is scanned in raster-scan order as shown in 

Figure 4 ([7], [8], and [9]) and the pixel difference    

with    and      is calculated. 

   {
                           

|       |             
(2) 

   

  

0 1 2 3 4 5 6

125 125 2 249 2 3 2

125 0 2 251 249 252 254

Figure 3. The pixel value of the cover image and pixel differences 

Step 2. Determine the embedding level   using the PPQ 

which was described in previous Subsection A. The 

   is the same as the example in Subsection A. Hence, 

the embedding level,  , is equal to 3. 

Step 3. In the proposed scheme,    is classified into two cases 

which are      and     , where the front case 

can carry one secret data bit, and the latter case cannot. 

Scan the whole image in the same raster-scan order 

(as shown in Figure 4). The    in the first column does 

nothing.  

Case 1. If     ,    is employed to carry one secret 

data bit   

   {
   (    )               

   (    )               (3) 

Case 2. If     , the pixel is derived with no secret 

data, yet the pixel movement should be 

expanded to discriminate this pixel from the 

embedded pixels. Therefore, the pixel value is 

obtained by 

   {

          
                

                
 (4) 

Figure 4. Raster-scan order 

Steps 2 and 3 are repeated until all pixels are scanned, and 
the data hiding procedure is complete. However, since the pixel 
is shifted by processing, underflow or overflow may be caused. 
That is the reason why an illegal pixel value will be revised in 
the next Subsection C. 

0 1 2 3 4 5 6

125 -3 5 254 247 255 257
  

0 1 2 3 4 5 6

125 0 5 254 247 255 254  
Figure 5. The pixel value with the embedded data. 

C. Revise the overflow/underflow 

In order to revise the overflow and underflow pixel value, 
Athena scans the image with the embedded secret data pixel by 
pixel. If there are any pixels smaller than zero, the pixel value 
will be pulsed by  . On the other hand, pixels that exceed 255 
will be reduced by  . According to the embedding result,   , (in 
Figure 5) Some illegal pixels with values, either greater than 
255 or smaller than 0, should be further processed. 

                             

                         , 

               . 

(5) 
0 1 2 3 4 5 6

125 -3 5 254 247 255 257
  

0 1 2 3 4 5 6

125 0 5 254 247 255 254  

Figure 6. The pixel value revised while overflow and underflow 

In this way, two pixels (      ) can be corrected (as 
shown in Figure 6). However, we need to record the position of 
the modified pixel as overhead information. Hence, Athena 
adopts the technique in [4] using a location map whose size is 
equal to the cover image. Frist, we initial the location map,   , 
as {0, 0, 0, 0, 0, 0, 0} is the same size as the cover image. 
While the illegal pixel value is revised, we mark a 1 at the 
corresponding position in the location map,   . Otherwise, it 
will be assigned a 0. In the previous papers [3]-[9], this was 
overhead information. However, we achieve better utilization 
of the overhead information which will be introduced in the 
following subsection. 
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D. Key management  

In order to use information efficiently, we integrate the 
overhead information    and the value of the embedding level 
  to generate a key which can provide a second protection level. 
Except in extreme images, the illegal values are few. Hence, 
run-length coding can efficiently reduce the length of the 
overhead information. Firstly, the location map is compressed 
using lossless compression, the run-length coding algorithm. 
Let A represent 0 and B, 1. For instance, the location map    
which is shown in Figure 7 is compressed by the run-length 
coding algorithm, with the result also shown in Figure 7. The   
is connected right after the overhead information. There are 
three spaces reserved for   since the maximum value is 255.  

0 1 0 0 0 0 1   

1 A 1 B 4 A 1 0 0 3

Overhead Information  

V a G U q O J

Base 62
 

 

Figure 7. The method for generating the key of the marked image 

Upon completion, the overhead information and   are 
modeled as hexadecimal (or base 16), and then converted to 
base 62 which is composed of 0 to 9, a to z, and A to Z. The 
result is shown in Figure 7. The sender shares this data 
reversion key as well as the marked image with the recipient. 
Only in this way can the recipient extract the secret data 
successfully.  

Sender Receiver CA RA

4. Request the      
6. Verify, extract 
     , and encrypt 

the  with      

Registration

 

Figure 8. The public key infrastructure 

However, the method for exchanging the key with the 
recipient correctly and securely is another key point in Athena. 
Following the flowchart shown in Figure 8, we use the Public 
Key Infrastructure (PKI) to maintain the security key 

transmission which can provide authentication, confidentiality, 
non-repudiation, and integrity of the messages 
exchanged[10][11]. The certificate authority (CA) and 
registration authority (RA) are the trusted authorities that 
provide the security policies. At the beginning, the receiver 
needs to perform registration to create the keys, the public 
key       , the private key       , and certificates       . 

According to the procedure of the step 7 in the Figure 8, the 
data reversion key (  ) of the marked image can then be shared 
securely. 

E. Extraction procedure 

In this process, we extract the secret data from the marked 
image and recover the image without any distortion. Assume 
that the recipient receives the marked image and corresponding 
data reversion key. At the beginning, we must decode the data 
reversion key to retrieve the necessary information. Without 
these, a recipient cannot successfully extract the secret data. 
This is why we can claim that this approach can provide a 
second level of protection. The key is converted from base 62 
into base 16 where the last three positions are  , and then the 
rest of the data is overhead information. When the key,  , and 
the marked image are ready, the process can then begin. 

Step 1. Before the extraction procedure, the values which 

have been revised must be shifted back. The location 

map is scanned from left to right and up to down. 

When the value 1 is visited, the marked image will be 

modified to its original state by (6). Otherwise, it will 

do nothing.  

                  
                 

                             
 

(6) 

Step 2. After the whole image is processed by step 1, scan the 

image in the same way, in raster-scan order. If 

|       |    , using this formula, the secret data 

can be extracted as 

  {
       |       |         

       |       |        
 (7) 

 

Step 3. Scan the image in the same way, raster-scan order, 

and recover the image using 

   

{
 
 
 

 
 
    ⌈

|       |

 
⌉    |       |                

   ⌈
|       |

 
⌉     |       |                

                           |       |               
                          |       |               
                                                                    

 (8) 

 

In fact, steps 2 and 3 can be processed in parallel. The 

pixel secret data bit detection and restoration occur 

simultaneously. Finally, the embedded secret data can be 

extracted and the cover image is restored.  
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IV. EVALUATION 

To obtain a better understanding of how different host 
images impact the performance of the proposed reversible data 
hiding scheme, we performed computer simulations on several 
test images. The test images are from the USC SIPI Image 
Databases and are 512 x 512 color images. We converted the 
color images into gray scale with 8 bits per pixel. The secret 
data was generated by a random function and was composed of 
binary 1 and 0. We list the experimental environment TABLE 
III.  

TABLE III.  EXPERIMENTAL ENVIRONMENT 

SW/HW Description 

Processor Intel Core i7 3.40 GHz 

RAM 4 GB 

Operating System Microsoft Windows 7 

Programming Language Java (OpenCV model) 

 

The peak signal to noise ratio (PSNR), shown in Eq. (9) and 
(10), was employed as a measure to compare the visual quality 
between the cover image and the marked image[12]. The pure 
payload capacity ([2]-[9]) was evaluated using the embedding 
rate   (bpp), shown in Eq. (11)  

    
 

  
∑∑[ (   )   (   )] 

   

   

   

   

  (9) 

             (
    

   
)  (10) 

  
   | |

   
. (11) 

 

where M and N are defined as the width and height of the cover 
image, respectively,    is the hiding capacity, and | | is the 
quantity of overhead information. To be fair, in this experiment, 
we assumed that the overhead information wasn't embedded in 
the image. However, in[4], they embedded the secret data as 
well as the overhead information. 

A. Hiding capacity versus distortion 

Figure 9 and TABLE IV. show experimental results with 
severe distortion due to the large embedding size. The cover 
images are hiding 31.68 KB of secret data. In the optimal case, 
the host image should provide the same size. However, 
according to the Lena image, there is a capacity of 31.68 KB 
provided in Athena while [4] provides 31.92 KB. The extra 
spaces are embedded with a 0 bit since it will not cause further 
distortion, yet other pixels will be shifted by a larger peak point 
value and will cause heavy distortion. It is easy to see that there 
is a range of damage on Lena’s forehead. It can also be seen 
that the nose in the Baboon image is also distorted. 
Nevertheless, these two images have the embedded secret data, 
and the distortion is more severe in the Baboon since the 
Baboon is a complex and sensitive image. 

Next, we let the Lena image be embedded with different 
sizes of secret data using a distinct embedding rate R. In Fig. 
10, it is easy to tell that we have the same quality or better 
based on the same embedding rate. For the small amount of 
secret data, it is difficult to see the difference in the distortion 

since, in [4], the peak point value of the binary tree is small in 
the beginning. However, the value increases rapidly (for 
instance, 1, 2, 4, 8, 16, etc.). As the size of the secret data 
increases, the amount of the peak point also increases. On the 
other hand, the value of the peak point becomes large as well 
and causes a large scale shift in the embedding procedure. 
Hence, in the end, the differences in the PSNR values increase. 

TABLE IV.  ATHENA VERSUS TAI ET AL. 

 Athena Tai et al. [4] 

Lena 
PSNR (dB) 30.46 24.77 

Hiding Capacity (KB) 31.68 31.92 

Baboon 
PSNR (dB) 19.80 14.37 

Hiding Capacity (KB) 31.69 31.90 

 

(a) (b) (c)

(d) (e) (f)  

Figure 9. Part of the marked images: (a) (d) Athena; (b) (e) Tai et al.; (c) (f) 

Original. 

 
Figure 10. The embedding rate versus PSNR 

B. Embedding rate for the test images 

According to the result in TABLE V. , we can use different 
images to embed the amount of secret data to prove that it can 
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achieve almost the same performance irrespective of whether 
the image is smooth or complex. When R=0.01, the average 
PSNR of Athena and [4] was 48.52 and 48.5, respectively. 
However, this increases with an increased embedding rate. 
When R=0.99, the average PSNR of Athena and [4] was 26.51 
and 22.39, respectively. When R=0.6, some of the performance 
was the same. Nonetheless, this situation is normal since the 
result of the peak point determination may be multiples of 2 
and the value of the peak point will be the same. The overall 
performance is still better than [4]. 

TABLE V. PERFORMANCE EVALUATION IN DIFFERENT IMAGES 

Athena Tai et al. [4] 

Embedding 

rate ( ) 
0.01 0.6 0.99 0.01 0.6 0.99 

Lena 48.61 37.01 30.47 48.54 34.91 24.77 

Peppers 48.44 35.21 29.44 48.44 33.84 26.08 

F16 48.87 38.99 27.79 48.87 38.99 24.67 

Sailboat  48.41 33.69 25.06 48.41 32.92 22.08 

Baboon 48.25 26.78 19.79 48.25 26.78 14.37 

Average 48.52 34.34 26.51 48.50 33.49 22.39 

C. Image size versus Distortion 

To maintain a user-friendly application, we must make sure 
that it can preserve the same level of performance at a distinct 
image size. (as shown in Figure 11) We converted the Lena 
images to different sizes, for example, 128 x 128, 256 x 256, 
512 x 512, 768 x 768, and 1024 x 1024. We then set up the 
same embedding rate (      ) of the secret data. The 
distortion was serious when the size of the image was 128 x 
128. The reason for this is that the number of pixels used to 
present one color is much smaller, meaning that the difference 
in adjacent pixels is large. In other words, as the size of the 
image becomes larger, the adjacent pixels increase in similarity, 
meaning that the difference will be much smaller. Hence, the 
requirement of the embedding level will be smaller and is 
beneficial to the image quality. 

V. CONCLUSION 

In this paper, we proposed a method, Athena, which 
maintains the advantage of existing reversible data hiding 
techniques as well as improving the issue of embedding level 
adjustment. It can determine a better embedding level using the 
PPQ. Athena also provides a novel method to manage the 
overhead information. With a combination of overhead 
information and the value of the embedding level, it can 
generate a unique data reversion key for a corresponding 
marked image. The data that is required for extraction can be 
transmitted at the same time as the key as it provides double 
protection for the private message. In the future, it is expected 
that this technique can be deployed for communication 
applications, not only for copyright protection. 

Figure 11. The image size versus PSNR. 
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Abstract—The cloud computing paradigm can provide elastic and 
dynamic resources on demand, which facilitates service providers 
to make profits resulting from the long tail effect. So it is vitally 
important to ensure that cloud services can be acceptable to more 
and more potential users. However, it is challenging for potential 
users to discover the trustworthy cloud services due to the 
deficiency of usage experiences and the information overload of 
QoE evaluations from consumers. This paper proposed a user 
features-aware trust measurement approach for potential users. 
In this approach, the influence factors of QoE are systematically 
analyzed based on user feature model and the quantitative 
computation methods are designed to measure the user feature 
similarity. In addition, employing FAHP method identifies the 
user feature community. To enhance the accuracy of trust 
measurement, the false evidences in the QoE evaluations are 
iteratively filtered with dynamic mean distance threshold. Finally, 
the service trust is measured via evidence synthesis combining 
user feature similarity. The experiments show that this approach 
is effective to improve the quality of trust measurement, which is 
helpful to solve the cold start problem and data fusion problem 
with false evidences in cloud computing paradigm. 

Keywords-cloud services, trust measurement, user features, 
potential users, evidence synthesis 

I.  INTRODUCTION 

Recently the cloud computing paradigm has gained 
enormous momentum. More and more services are published 
into clouds, such as cloud storage and file synchronization, 
virtual office, remote virtual desktop, video/audio streaming 
and cloud gaming [1]. The growing presence of cloud services 
creates new problems, and a major problem the cloud 
computing ecosystem faces is about the quality experienced by 
those using services [2]. If the quality of experience (QoE) does 
not reach expectations, users will not trust the service. 
Therefore, ensuring quality of services (QoS) close to user 
expectation and discover trustworthy services will be the key 
factors for promoting cloud computing [3]. Especially, this 
issue becomes more challenging for multimedia cloud services. 

In the last few years, Internet companies have reaped huge 
profits by utilizing long tail effect [4]. Considering that the 
cloud computing paradigm can provide elastic and dynamic 
cloud resources on demand, the long tail effect would play a 
more important role in cloud market. Therefore, it has become 

the latest trend to discover and recommend trustworthy services 
for potential users [5]. It faces some important challenges. 

• To take full advantage of the long tail effect, it is necessary 
to help cloud service provider (CSP) to promote services 
and help potential users to find suitable services. But 
potential users don’t know whether the QoS of one service 
is trustworthy due to the deficiency of usage experiences. 
So the QoE evaluations from consumers are beneficial for 
potential users [6]. Nonetheless, the information overload 
problem of QoE evaluations makes it very difficult to 
acquire highly valuable information about service trust. 

• It is a trend to employ the personalized recommendation 
technologies to solve information overload problem [5]. 
However, most of consumers do not make evaluations 
usually in practice. Thus, the cold start problem will 
become more serious for potential users in the cloud 
systems. As a result, the existing methods [3][7][8][9] 
based on collaborative filtering algorithm (CFA) cannot 
provide the high-quality recommendation results. 

• The cloud services are mainly provided via Internet, and the 
dynamic network environment cannot ensure that all users 
experience one service with identical QoS. It causes that the 
QoE evaluations from deferent users cannot be uniform. 
Therefore, it is a significant problem to analyze the 
differences of users and to identify their user features for 
helping potential users to obtain valuable information about 
the trust of cloud services. 

To address these issues, this paper proposes a user features-
aware trust measurement approach of cloud services via 
evidence synthesis. It can provide new ideas for solving the 
information overload problem of QoE evaluations and the cold 
start problem of trustworthy service recommendation for 
potential users in the cloud computing paradigm. 

The rest of the paper is organized as follows. Section II 
introduces the related work. Section III describes a user feature 
model, and presents the similarity measurement method of user 
features. Section IV proposes the trust measurement approach 
for cloud service based on FAHP and evidence theory. In 
section V, the experiments and results are given. Finally, 
conclusions and discussion are given in section VI. 
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II. RELATED WORK 

In order to reduce or avoid the negative influence on CSP 
from service consumer with poor reputation, some researchers 
put forward the reputation share mechanism [10], reputation 
reporting mechanism [11]. In addition, for purpose of helping 
service consumer to select trusted service and detecting 
deception from CSP providing malicious or false services, 
some researchers proposed dynamic scheduling model based 
on MAS [12], heuristic algorithm [13] and so on. However, 
CSP usually provides several types of cloud services, and it is 
improper to measure service trust with entity trust of CSP. 
Sherchan et al. [14] proposed a fuzzy approach to analyze user 
rating behavior, detect deception and identify user preferences. 
However, the inference rules will become very complex when 
there are many attributes of QoS. 

It’s a main research approach to recommend the trusted 
cloud services based on CFA. Zheng et al. [8] employed CFA 
to predict the reliability of service, computing user similarity 
and item similarity based on PCC (Pearson correlation 
coefficient). However, the PCC-based similarity results 
probably show apparent linear dependence of two users 
although their absolute scores are totally different [4]. Chen et 
al. [7] used a region model to study service recommendation 
based on hybrid CFA. However, in practice, two physical 
locations are not necessarily near each other even though their 
IP addresses are quite similar. Tang et al. [9] presented a 
location-aware prediction method of the quality of service 
based on autonomous system (AS), employing CFA to 
recommend services for users in same AS. But it is very 
probable that two locations even in the same AS are 
geographically far away. Rosaci et al. [3] proposed an agent-
based architecture to compute recommendations of multimedia 
web services by employing the content-based 
recommendations and CFA. However, this paper mainly 
focuses on experiment analysis for lack of theoretical basis. 

Some methods are usually used to solve the cold start 
problem, such as simple average method [8] and expectation 
maximization algorithm [15]. These existing methods cannot 
provide the high-quality recommendation result. Recently the 
popularity and entropy are employed to improve 
recommendation quality [16][17]. In addition, some 
information from users themselves can be used to identify 
preferences, such as sex, age, education background and 
interest [4]. Nori et al. [18] argued that users’ behaviors in one 
system can be used to predict their behaviors in another system. 

In order to obtain valuable QoE evaluations about service 
trust, it is very important to identify the influence factors of 
QoE. Rosaci et al. [3] argued that the recommendation of 
multimedia web services should take into account the effect of 
the device exploited by the user. On the basis of experimental 
observation, Zheng et al. [8] indicated that users from different 
countries might have quite different QoE on the same web 
services, influenced by the network connections. Casas et al. [2] 
discussed the impact of network QoS features, including RTT, 
bandwidth, based on lab experiment and field trial experiments. 
Lin et al. [19] discussed the evaluation model of QoE, and 
argued that the influence factors of QoE consist of services 
factors, environment factors and user factors. 

III. USER FEATURES MODEL 

QoE is influenced by many factors, which can be 
summarized as subjective factors and objective factors. In this 
paper these factors are collectively called user feature. And the 
user feature model is defined to analyze the relationships 
between related concepts. 

A. Structure of User Features Model 
The user feature model is shown as Fig. 1. 
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Figure 1.  User features model. 

The key concepts are described as follows: (a) Cloud 
consumer (cc): it refers to users who paid one specified service 
and used it. cc may make QoE evaluations of cloud service 
based on his/her usage experiences. (b) Potential user (pu): it 
refers to users who have not used directly one specified cloud 
service. (c) Cloud user (cu): it refers to the collection of cc and 
pu. (d) Quality of service (QoS): According to W3C Working 
Group Note [20], the QoS requirements include performance, 
reliability, integrity, and so on, which can be measured with 
some parameters. For example, performance can be measured 
by response time, throughput and latency. (e) Quality of 
experience (QoE): it refers to the overall acceptability of a 
service subjectively by cc. QoE is closely related to QoS and 
the user expectations. (f) Service trust: it refers to the pu’s 
confidence degree to QoS claimed by CSP, which is uncertain 
influenced by some objective factors and subjective factors. (g) 
User feature: it influences greatly the QoE of cc, consisting of 
objective features and subjective features. 

The objective features include location and network 
autonomous system (AS). The location feature recognizes the 
service level of local ISP (Internet service provider) and 
administrative controls condition of local government. The AS 
feature concerns the routing condition and communication 
quality of network. The subjective features include age, 
professional background, education background and industry 
background. These subjective features can influence people’s 
expectation and evaluation criterion deeply [19], and lead to the 
differences of QoE evaluations between users for same thing. 

If the user features of both users are similar, then the users 
will tend to reach common understandings on QoS, as well as 
give similar QoE evaluations. That is, if cc is similar with pu, 
then cc can provide valuable information about the service trust 
to pu. In practice, pu prefers to learn the service trust probably 
experienced by themselves in the future. Therefore, it’s crucial 
for cloud system to compute user feature similarity between 
users and to help pu to measure the service trust accurately. 
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B. Similarity Measurement of User Features 
The location feature can be noted as a five-tuple: fl= 

(country, state/province, city, county or district, subdistrict). 
It’s not necessary to use all five elements to describe the 
location. i

jfl  represents the j-th location information of the i-th 

user. The binary location feature coding as loc=b1b2…bn-1bn is 
proposed to measure location similarity between users. b1 
represents the highest level of administrative unit, and bn 
represents the lowest level of it. Comparing the location 
features of cc with pu, loc of every cc can be computed. 
Assume the location code of pu is , and the 

code of cc can be obtained as (1). 
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where pu
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Let aspu and ascc represent AS number of pu and cc 
respectively, 0 ≤ aspu, ascc ≤ 232-1, AS similarity is computed 
with (3). Let apu and acc represent the age of pu and cc 
respectively, the age similarity is computed as (4). 
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The feature set of education background is defined as 
fe={e1, e2, …, en-1, en}. The similarity of ei and ej can be 
measured with the relevance metric as (5). In (5), 0 ≤ eij ≤ 1, eij 
represents the similarity of the i-th education background and 
the j-th one. Obviously, eij==eji. 
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The feature set of professional background is defined as 
fp={p1, p2, …, pn-1, pn}. The feature set of industry background 
is defined as fi={i1, i2, …, in-1, in}. According to international 
standard [21], the industry types include 21 categories. The 
feature similarity between various professional background and 
the feature similarity between various industries can be also 
measured with the relevance metric as (4). 

IV. USER FEATURES-AWARE TRUST MEASUREMENT 

A. Computing Weights of User Features based on FAHP 
Even for one user, the weight of each user feature varies 

widely with application scenarios. Therefore, it’s not 
appropriate to synthesize the similarity values of user features 
with weighted mean method. And the fuzzy analytic hierarchy 
process (FAHP) method [22] can overcome the shortcomings 
of AHP, which is suitable for solving the multiple attribute 
decision making problems. Therefore, FAHP method is used to 
compute the weights of user features. 

Supposing B=(bij)n × n is a fuzzy judgment matrix with 
0 ≤ bij ≤ 1, n is the number of user features, and bij is the 
importance ratio of the i-th user feature and the j-th one. If 
bij+bji=1 and bii=0.5, B is a fuzzy complementary judgment 
matrix. Giving an integer k, if bij=bik-bjk+0.5, B is a fuzzy 
consistency matrix. Firstly, for transforming B into a fuzzy 
complementary judgment matrix, the sum of each row of this 
matrix is defined as bi, and mathematical manipulation is 
performed with (6)[23]. Secondly, a new fuzzy matrix C=(cij)n×

n 
can be obtained, which is a fuzzy consistency judgment 

matrix. Thirdly, the sum of each row is computed and 
standardized. Finally, the weight vector is calculated by (7). 

 0.5 ( ) / 2( 1)ij i jc b b n= + − −  (6) 
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The user feature similarity is defined as matrix S by (8). 
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In S, sij represents the similarity value of the i-th feature for 
the j-th consumer. The comprehensive value of user feature 
similarity for the j-th consumer is computed by (9). 
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The similarity threshold is noted as sth. If simj is less than sth, 
the j-th consumer cannot provide valuable evaluations. The 
user feature community is denoted as UFC={u1, u2, …, uz}, and 
simj of uj is bigger than sth. These cloud consumers in UFC can 
provide reliable information about service trust. 

B. Computing Service Trust via Evidence Synthesis 
Influenced by the dynamic Internet and subjective factors 

of consumers, the trust evaluations of cloud service are 
uncertain. And evidence theory has unique advantages in 
expression of uncertainty, and has been widely used in expert 
system and multiple attribute decision making fields [24]. Thus, 
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evidence theory can be employed to synthesize the fuzzy 
evaluations from user feature community. 

The fuzzy trust evaluation set is defined as VS={vt, vl}, 
which describes the evaluation results of service trust. vt 
represents trust, vl represents distrust. And fuzzy evaluation 
v=(vt, vl) is the fuzzy subset of VS with vt+vl=1. For example, 
the fuzzy evaluation of service given by a cloud consumer is 
vr=(0.91, 0.09), indicating that the consumer thinks the trust 
degree of this service is 0.91 and the distrust degree is 0.09. 
Denote the identification framework as Θ={T, F,}, where T 
represents service is trustworthy, and F represents it’s trustless. 
Θ is mapped to VS. The power set of Θ is 2Θ={Ф, {T}, {F}, Θ}. 
And the basic trust distribution function m is defined as a 
mapping from 2Θ to [0, 1] with ( ) 0m ϕ =  and ( ) 1

A
m A

⊆Θ

=∑ . m 

can be measured by the trust evaluation. 

Due to the possibilities of evaluation forgery and network 
anomaly, there might be a few false evidences in trust 
evaluations, which will lead to the poor evidence synthesis 
result. So it’s vital to filter false evidences for ensuring the 
accuracy of data synthesis. Suppose the basic trust distribution 
function of evidence E1 and E2 are m1 and m2 respectively, and 
the focal elements are Ai and Bj respectively. Equation (10) is 
used to calculate the distance between m1 and m2. 

2 2

1 2 1 2 1 2

1
( , ) ( 2 , )

2
d m m m m m m= + − (10) 

The distances between evidences are small if they support 
each other, and the distances will become large if there are 
some false evidence. Therefore, the false evidences can be 
identified according to the mean distance of evidence. Suppose 

id  represents the mean evidence distance of between i-th 
evidence and other n-1 evidences. 

Some researches [25] used static mean distance threshold to 
filter false evidence, which cannot adapt to different situations. 
This paper proposes a dynamic function to create the mean 
distance threshold, and employ iteration filtering to improve 
the accuracy of filtering. The function is shown as (11). 
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where β represents the threshold coefficient. The ideal value 
rang of β is from 0.05 to 0.30. β should be a greater value if the 
distances between evidences are quite large. The distance 
threshold is adaptable because it is obtained based on the mean 
distances of all evidences, which ensure that every iteration 
only filters those most likely to be false evidences. 

In practice, a rational distance between evidences should be 
allowed. The lower limit of mean distance is denoted as ζ. The 
filtering operation is executed when α>ζ, and the i-th evidence 
will be removed if id ≥ α. The operation continues until α ≤ ζ. 
The remaining evidences are viewed as real evidences. The set 
of users providing real evidences is defined as Ref. Considering 
the evidences about trust evaluations are interrelated [26], they 
cannot be synthesized directly with D-S method, unless the 
condition of idempotence is met [27]. In this paper, an evidence 
fusion method with user feature weights is proposed as (12). 
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where fwi is the feature weight of the i-th evidence, and 
represents the importance of the i-th evidence for potential user. 
According to (12), the synthesis result of interrelated evidences 
satisfies the idempotence. Considering that the user feature 
similarity is introduced into, the evidence synthesis can provide 
highly valuable reference for potential user. 

V. EXPERIMENTS 

In this section, some experiments are carried out to verify 
the effectiveness of our approach. 

A. Experiment Setup 
We used the WS-DREAM datasets [28], which collected 

the real-world QoS evaluation results from Planet-Lab. 
Considering the deficiency of user feature information, we 
extended WS-DREAM and supplemented some real data about 
user feature by using QueryIP services [29] and Hurricane 
Electric Internet services [30]. These data includes AS number, 
city, network description or area, and so on. And the detailed 
raw data used by our experiments are provided online [31]. The 
extended user information is shown as TABLE I.  

TABLE I. USER INFORMATION IN EXTENDED WS-DREAM DATASET 

UID IP Address Country City Network Description/Area AS Number Industry background 

0 12.108.127.138 United States Pittsburgh AT&T Services, Inc. AS7018 3 
2 122.1.115.91 Japan Hamamatsu NTT Communications Corp. AS4713 3 

3 128.10.19.52 United States West Lafayette Purdue University AS17 1 

… … … … … … 

In TABLE I, according to network description, the industry 
background can be identified. Thus, a three-level location code, 
consisting of country, city and area, can be created. 
Considering the users from Planet-lab have the similar features 

in age, education background, professional background, these 
features are assigned with small weighted values in FAHP. 
WS-DREAM provides response time matrix of service 
invocations. Considering the timeout value denoted with -1 
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cannot be used to measure service trust, Equation (13) is 
employed to transform them into positive numbers. 
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where n is the total number of users; k represents the number of 
users who experience timeout of service; rti represents the 
response time experienced by user i; p represents the penalty 
index with p ≥ 10. In addition, the response time is viewed as 
the important indicator to measure QoE. Comparing the 
response time provided by consumers with user expectation 
value, the trust degree of QoS is calculated with (14). 
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where ξ  is the user’s expectation value of the response time. If 
rti ≤ ξ , the i-th user thinks this service completely trustworthy. 
δ  is the adjustment factor, which determinates the range of 
response time. According to the 2-5-10 principles [32] of 
response time in software testing analysis, ξ =2s, δ =0.25. 

B. Experiment Result and Analysis 
To verify our trust measurement method via evidence 

synthesis based on user feature weights named as UFWM, we 
establish five experiments scenarios, and compare UFWM with 
other methods, including Hybrid [8], distance-based weights 
method [33] denoted as DWM, AS distance weights method [9] 

denoted as ASDWM. These scenarios are as follows: (a) 
Scenario 1#: no identifying user features; no filtering false 
evidences; (b) Scenario 2#: identifying user features; no 
filtering false evidences; (c) Scenario 3#: filtering false 
evidences based on static mean distance threshold; no 
identifying user features; (d) Scenario 4#: filtering false 
evidences based on dynamic mean distance threshold; no 
identifying user features; (e) Scenario 5#: identifying user 
features; filtering false evidences based on dynamic mean 
distance threshold. And the parameters are set as p=10, sth=0.70 
and ζ=0.2. 

1) Comparison study based on one specified service 

The experiments are performed based on the service 645# 
and the potential user coming from Technical University of 
Berlin in AS680, and the results are shown as Fig. 2. 

Comparing Fig. 2 (a) with Fig. 2 (b), the analysis is given 
as follows: (a) As the number of evaluation declines sharply in 
scenario 2#, it is inevitable that the negative effects caused by 
false evidences will be enhanced. Thus, all measurement values 
of four methods drop markedly. (b) DWM always gets the 
greatest value of data fusion because evidence weight is 
proportional to the distance of evidence. Then, if most of 
evidences are true, these evidences can weaken the effects of 
false evidences. (c) ASDWM obtains the same results in two 
scenarios. The reason is that ASDWM only uses data provided 
by those from AS680. (d) In scenario 2#, the performance of 
UFWM is poor. The reason is possibly that users highly similar 
with potential user provided false evidences. As a result, it is 
important to filter false evidences to improve the quality of 
trust measurement. 
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              (a) Experiment result of scenario 1#      (b) Experiment result of scenario 2#        (c) Experiment result of scenario 3#(α=0.32) 

Real Value WMM DWM ASDWM UFWM
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
0.8844 0.8042 0.7981 0.5247 0.7818

Experiment Result 

T
ru

st
 V

al
ue

Real Value WMM DWM ASDWM UFWM
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
0.8844 0.9168 0.9193 0.7700 0.9041

Experiment Result 

T
ru

st
 V

al
ue

Real Value WMM DWM ASDWM UFWM
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
0.8844 0.8264 0.8301 0.7700 0.8650

Experiment Result 

T
ru

st
 V

al
ue

 

(d) Experiment result of scenario 3#(α=0.52)                (e) Experiment result of scenario 4#    (f) Experiment result of scenario 5# 

Figure 2.  Comparing experiment results in deferent scenarios.. 

179



In scenario 3#, the results are shown as Fig. 2 (c) and Fig. 2 
(d) when α=0.32 and α=0.62. Obviously, the qualities of data 
fusion are quite different. The analysis is given as follows: (a) 
Most of evidences will be mistakenly identified as false 
evidences if α is given a smaller decimal, which must lead to 
lower precision ratio of false evidences. According to Fig. 2 (c), 
WMM, DWM and UFWM obtained better quality of trust 
measurement in contrast to scenario 1# and scenario 2#. The 
reason is that many small trust evaluation values have been 
filtered. (b) Only a few false evidences can be identified if α is 
given a greater decimal, which must lead to the lower recall 
ratio of false evidences. Therefore, It is very difficult to assign 
appropriate value to static mean distance threshold. 

In scenario 4#, WMM, DWM and UFWM identified 109 
false evidences, and ASDWM found 10 false evidences. Thus, 
compared with scenario 3#, scenario 4# can make four methods 
provide data fusion value closer to real value shown as Fig. 2 
(e). The reason is that many evidences provided by those 
consumers not very similar with potential user are synthesized 
indistinguishably in scenario 4#, and these evidences just 
believe this service is trustworthy. Likewise, the result of 

calculation will become lower when there are many poor 
ratings. And the result given by ASDWM is just an example. 

In scenario 5#, the user feature community is identified 
including 37 users. After multiple iterations, WMM, DWM and 
UFWM found 15 false evidences, and ASDWM identified 10 
false evidences. Thus, scenario 5# reflects the important 
significance of user features. According to Fig. 2 (f), the trust 
measurement result based on user feature community is closer 
to real value after filtering false evidences, and UFWM can 
provide the best result in contrast to the other three methods. 

2) Comparison study based on all services 

The following experiments are performed based on all 5825 
services from dataset. In experiments, the potential user is 
selected randomly from AS680, and AS680 has the most users 
in WS-DREAM. And 12 independent experiments are 
performed in each scenario. The first experiment selects service 
1# to service 500#, and the next experiment will continue to 
add another 500 services until all services have been used. The 
mean absolute error (MAE) metrics are employed to measure 
the accuracy of approaches. And the results are shown as Fig. 3. 
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(a) MAE in scenario 1#                         (b) MAE in scenario 2#           (c) MAE in scenario 3#(α=0.32) 
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(d) MAE in scenario 3#(α=0.52)              (e) MAE in scenario 4#   (f) MAE in scenario 5# 

Figure 3.  Comparing MAE in deferent scenarios. 

According to Fig. 3, MAEs reduce gradually along with the 
more and more services used in experiments. However, MAEs 
show a trend of stable increase after service 3000# to service 
3500# are used because the number of service timeout 
increases sharply. Compared with Fig. 2, Fig. 3 reflects the 
similar facts. The analysis is as follows: (a) the MAE values of 
four methods in scenario 1# and scenario 2# are greater than 
other scenarios due to the influence of false evidences. (b) In 
scenario 3#, the experiment will obtain different result when 

the static distance threshold is given different value. For this 
dataset, α=0.32 can achieve good performance, while it isn’t 
suitable to other datasets. (c) In scenario 4#, the performance of 
ASDWM is best because there are exactly enough consumers 
in AS680 network. In practice, most of AS in WS-DREAM 
have few users. Thus, ASDWM is unable to provide good 
performance for all users. (d) All of four methods gained good 
performance in scenario 5# because user feature community 
was identified and false evidences were filtered. Especially, for 
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the consideration of user feature weights, UFWM obtained the 
best result. 

VI. CONCLUSIONS AND DISCUSSION

In cloud computing diagram, the long tail effect can help 
cloud service providers to reap huge profits. So it is important 
to measure the trust degree and find the trustworthy services for 
potential users. This paper proposed a user features-aware 
service trust measurement approach via evidence synthesis. 
The main contributions of this paper are the following: 

• The user features consisting of objective factors and
subjective factors are analyzed systematically, and the
quantitative similarity measurement methods are proposed.
In existing researches, the impacts of objective factors, such
as network feature and location feature, are studied based
on lab experiments or field trial experiments, and the
subjective factors related to cloud users themselves aren’t
considered. Meanwhile, the location feature only focuses on
country level. This paper designed a binary feature coding
method to support multiple-level location feature, which
can more accurately measure the differences between users.

• For ensuring the accuracy of trust measurement, the user
feature community is identified based on FAHP method,
and the false evidences are iteratively filtered by utilizing
dynamic mean distance threshold, and the service trust is
measured via evidence synthesis method based on user
feature weights. Those users who have the similar user
features probably experience uniform QoS, so consumers
from the user feature community can provide more valuable
QoE evaluations for potential user. In addition, the evidence
distance within a limited range is rational, but a few
exceptions, namely false evidences caused by occasional
anomaly, should be ignored.

The experiments analysis showed that our approach is
effective to solve cold start problem and to synthesize trust 
evaluation with false evidences, which can provide high-quality 
measurement result of service trust. How to achieve 
personalized recommendation and establish incentive 
mechanism of trust evaluation will be studied in the future. 

ACKNOWLEDGMENT 

This research is supported by National Natural Science 
Foundation of China (No.61272148,No.61301136) and Science 
and Technology Project of Hunan Province (No.2014FJ3122). 

REFERENCES 
[1] M. Jarschel, D. Schlosser, S. Scheuring, et al, Gaming in the clouds: 

QoE and the users perspective, Mathematical and Computer Modelling, 
57 (2013), pp. 2883-2894. 

[2] P. Casas, R. Schatz, Quality of experience in cloud services: survey and 
measurements. Computer Networks, 68 (2014), pp. 149-165. 

[3] D. Rosaci, G. M. L. Sarne, Recommending multimedia web services in a 
multi-device environment, Information Systems, 38 (2013), pp. 198-212. 

[4] D. Jannach, M. Zanker, A. Felfernig, et al., Recommender systems: an 
intruoduction, Cambridge University Press, United Kingdom, 2011. 

[5] LY Lüa, M. Medob, CH Yeung. Recommender systems, Physics 
Reports, 519(1) (2012), pp. 1-49. 

[6] YM Lin, XL Wang, TZ Zhou. Survey on quality evaluation and control 
of online reviews. Journal of Software, 25(3) (2014), pp.506-527, 

[7] X. Chen, X. Liu, Z. Huang, et al., RegionKNN: a scalable hybrid 
collaborative filtering algorithm for personalized web service 
recommendation, in: Proceedings of the IEEE Int’l Conf. on Web 
Services, 2010: 9-16. 

[8] ZB Zheng, Michael R. Lyu, Collaborative reliability prediction for 
service-oriented systems, in: Proceedings of the ACM/IEEE 32nd Int’l 
Conf. on Software Engineering, 2010, pp. 35-44. 

[9] MD Tang, YC Jiang, JX Liu, User location-aware web services QoS 
prediction, Journal of Chinese Computer Systems, 33(12) (2012), pp. 
2664-2668. 

[10] Michael Armbrust, Armando Fox, Rean Griffith, et al., A view of cloud 
computing, Communications of the ACM, 53(4) (2010), pp.50-58. 

[11] P. Wang, SY Zhang, XJ Chen, A novel reputation reporting mechanism 
based on cloud model and gray system theory, International Journal of 
Advancements in Computing Technology, 3(10) (2011), pp. 75-84. 

[12] WJ Jiang, LM Zhang, P. Wang, Dynamic scheduling model of 
computing resource based on MAS cooperation mechanism, Science in 
China Series F-Information Sciences, 52(8) (2009), pp. 1302-1320. 

[13] Seog-Chan Oh, Dongwon Lee, Soundar R.T. Kumara, Effective web 
service composition in diverse and large-scale service networks, IEEE 
Transactions on Services Computing, 1(1) (2008), pp. 15-32. 

[14] W. Sherchan, S. W. Loke, S. Krishnaswamy, A fuzzy model for 
reasoning about reputation in web services, in: Proceedings of the ACM 
Symposium on Applied Computing, 2006, pp.1886-1892. 

[15] XH Sun, FS Kong, S. Ye, A comparison of several algorihtms of 
collaborative filtering in startup stage, in: Proeeedings of the IEEE Int’l 
Conf. on Networking, Sensing and Controlling, 2005, pp. 25-28. 

[16] K. Yu, A Schwaighofer, V Tresp, et al., Probabilistic memory-based 
collaborative filtering, IEEE Transactions on Knowledge and Data 
Engineering, 16(1) (2004), pp. 56-69. 

[17] AM Rashid, I. Albert, D Cosley, et al., Getting to know you: learning 
new user preferences in recommender systems, In: Proceedings of the 
Int’l Conf. on Intelligent User Interfaces, 2002, pp. 127-134. 

[18] N. Nori, D. Bollegala, M. Ishizuka, Exploiting user interest on social 
media for aggregating diverse data and predicting interest, Artificial 
Intelligence 109(B3) (2011), pp. 241-248. 

[19] C. Lin, J. Hu, XZ Kong, Survey on models and evaluation of quality of 
experience, Chinese Journal of Computers, 35(1) (2012), pp.1-15. 

[20] W3C, QoS for web services: requirements and possible approaches, 
http://www.w3c.or.kr/kr-office/TR/ 2003/ws-qos/. 

[21] United Nations, International Standard Industrial Classification of All 
Economic Activities (ISIC), Rev4, http://laborsta.ilo.org/applv8/data/ 
isic3e.html. 

[22] L. Mikhailov, P Tsvetinov, Evaluation of services using a fuzzy analytic 
hierarchy process, Applied Soft Computing, 5(1) (2004), pp. 23-33. 

[23] ZS XU, Two Methods of Maximizing Deviations of Mult-i attribute 
Decision Making, Journal of Industrial Engineering and Engineering 
Management, 15(2) (2001), pp. 21-29. 

[24] S.B. Amor, K. Jabeur, J. Martel M., Multiple criteria aggregation 
Procedure for mixed evaluations, European Journal of Operational 
Researeh, 181(3) (2007), pp. 1506-1515. 

[25] W. Jiang, An Zhang, Selecting false evidence in information fusion, 
Computer Engineering and Application, 44(33) (2008), pp. 138-140. 

[26] SL Yang, WD Zhu, ML Ren, Combination theory and method for 
interrelated evidences based optimal adjustment coefficient, Journal of 
Management Sciences in China, 6(5) (2003), pp. 12-16. 

[27] T. Denoeux, Conjunctive and disjunctive combination of belief functions 
induced by non distinct bodies of evidence, Artificial Intelligence, 
172(2-3) (2008), pp. 234-264. 

[28] ZB Zheng, H Ma, MR. Lyu, et al.,Collaborative web service QoS 
prediction via neighborhood integrated matrix factorization, IEEE 
Transactions on Services Computing, 6(3) (2013), pp. 289-299. 

[29] BAJB.Net. QueryIP, http://www.query-ip.com/. 

[30] Hurricane Electric. Hurricane Electric Internet Service, http://bgp.he.net/. 
[31] Extended WSDream-QoS Dataset, http://pan.baidu.com/s/1kTwqRx9. 
[32] databaseskill.com, LoadRunner did not tell you, http://www.Database 

skill.com/471323/. 
[33] YN Li. XQ Qiao. XF Li, An uncertain context ontology modeling and 

reasoning approach based on D-S theory, Journal of Electronics & 
Information Technology, 32(8) (2010), pp. 1806-1811. 

181



Efficiency of Hybrid Index Structures - Theoretical 

Analysis and a Practical Application 

Richard Göbel, Carsten Kropf, Sven Müller 

Institute of Information Systems 

University of Applied Sciences Hof 

Hof, Germany 

{richard.goebel, carsten.kropf, sven.mueller}@iisys.de 

 
Abstract— Hybrid index structures support access to heterogene-

ous data types in multiple columns. Several experiments confirm 

the improved efficiency of these hybrid access structures. Yet, 

very little is known about the worst case time and space complex-

ity of them. This paper aims to close this gap by introducing a 

theoretical framework supporting the analysis of hybrid index 

structures. This framework then is used to derive the constraints 

for an access structure which is both time and space efficient. An 

access structure based on a B+-Tree augmented with bit lists 

representing sets of terms from texts is the outcome of the analy-

sis which is then validated experimentally together with a hybrid 

R-Tree variant to show a logarithmic search time complexity. 

Keywords—hybrid index structures, theoretical analysis, 

experimental validation 

I.  INTRODUCTION 

Modern database systems often manage data of multimedia 
types. Texts, images or video data are stored inside those data-
base systems. Some approaches with specialized database sys-
tems which allow storing and retrieving those data fast exist. 
Relational database management systems are still the most 
used technique, especially as data stores in enterprises, alt-
hough NoSQL databases are also present. Mixing up different 
storage systems does not help in retrieving the data fast, be-
cause of having to search multiple systems and generating a 
finally intersected result set at the end. This implies, on the one 
hand, a large overhead of temporarily allocated memory and, 
on the other, a large overhead of time as the distinct search 
results must be combined to a final result set. 

Most existing hybrid access structures focus on the efficient 
storage and retrieval of data composed by textual and geo-
graphical data. In this paper, we focus on a probably more 
common scenario of data consisting of texts and conventional 
relational (single-valued) data sets. For this purpose the access 
structure is based on a conventional B+-Tree augmented by bit 
lists for indicating the presence of terms below a node. Besides 
this structure, also an R-Tree based one is evaluated. 

Although several of these hybrid approaches with the abil-
ity to index data of this mixed type are present, there is no evi-
dence about the temporal and spatial worst case complexity. 

The major contributions of this work are a theoretical basis 
to analyse hybrid access structures, an in-depth analysis of in-
dex structures leading to the theoretical construction of a hy-

brid index structure and an analysis of asymptotic time and 
space complexity (see section III).  

Finally, a practical construction and evaluation of the pre-
viously analysed hybrid index structure with focus towards the 
theoretical analysis (see section IV) is carried out. Based on a 
lack of space, related work is only discussed shortly. 

II. RELATED WORK 

New hybrid indexing strategies, enhancements, variations 
and compositions of existing concepts, like the B-Tree [1] or 
the R-Tree [2] have been proposed to address performance 
issues on heterogeneous data. Approaches are present treating 
terms differently according to the occurrence frequency like 
[3]. Also a couple of different hybrid indexing methods or 
methods for management of data in hybrid data spaces like [4] 
exists. Approaches like [5] (KR*-tree), [6] ((M)IR

2
-Tree) or [7] 

(bR*-tree) investigate, among others, the use of hybrid index 
structures combining textual and spatial retrieval utilizing the 
R-Tree [2] or its variants (e.g. R*-Tree [8]) which augment the 
R-Tree with certain secondary structures (bitlists or inverted 
lists) to enable set annotations at R*-Tree elements. Approach-
es like [9], [10] or [11] represent hybrid index structures for 
textual and spatial types which differentiate the treatment of 
textual entries based on the relative or absolute term frequency. 

III. ANALYSIS OF ACCESS STRUCTURES 

This section analyses the worst case time and space com-
plexity of hybrid access structures. For this purpose we will 
introduce a formal notation as a general basis for analysing 
non-trivial access structures. 

The general idea to formalise an index structure is similar to 
the work of Hellerstein et al. (e.g. [12]). The differences in our 
approach are motivated by the fact that this paper deduces up-
per bounds for search time complexity instead of lower bounds 
as in [12].  

We will also show that a hybrid tree providing information 
about both single-valued and multi-valued columns in the up-
per nodes of the primary tree structure ensures a time com-
plexity of  and a space complexity of . The 
upper nodes of the tree only have to be sorted according to the 
single-valued column. 
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A. Basic Definitions 

For analysing the access structure we will consider a data-
base table with “normalised” columns containing single values 
and “non-normalised” columns with multiple values. Although 
most of this analysis is more generic we will assume that a 
multi-valued column contains a set of terms. We will denote 
the set of entries for such a table by a capital  and individual 
entries by : 

  

For reasons of simplicity we assume a single set of values 
 for all columns. A set of  projection functions  retrieves 

the values of the  individual columns:  

  

Projection functions may also be applied to sets of entries: 

  

Single-valued (normalised) columns contain not more than 
one value per entry: 

  

With  we denote the intersections between the sets of val-
ues in the related column: 

  

The key idea of many access structures  is the assignment 
of entries to groups which are not necessarily disjoint: 

  

With this approach not all of these groups need to be 
searched. For this purpose, each group  usually corresponds 
to a value  which occurs in all entries of  at the related col-
umn : 

  

It is also important that each group  provides every entry  
which contains the corresponding value  in the related 
column: 

  

An index structure with this definition is usually called an 
inverted index. This definition, however, is sufficiently generic 
to represent the group of entries referenced from the (leaf) 
nodes of a tree structure (e.g. a B-Tree) for a normalised col-

umn as well ( ). With condition (7) and condi-
tion (8) the groups of the access structure for a single-valued 
column are disjoint. 

B. Complexity of Queries Addressing Single Columns 

With the definitions from the previous section we are ready 
to introduce complexity measures for time and space required 
for processing queries. A simple search condition for a column 
 is a set of alternative values . With this approach we 

cannot only model conditions specifying a single value for a 
column but also other types of conditions like search ranges. 
All entries  which contain at least one value of this set 
( ) are part of the result set. 

Complex search conditions consist of multiple search con-
ditions which may not only refer to different columns but also 
to the same column. An example is a set of words which all 
need to be included in a text column. For the lack of space we 
do not provide a formal definition of complex search condi-
tions in this paper. 

We need to visit a group of an access structure if at least 
one entry in the group satisfies the search condition. Accord-
ingly we define the function  returning exactly these 
groups: 

  

The result set for a search condition is the union of all 
groups of the access structure which need to be visited: 

Lemma 1. Let  be a simple search condition 
and  be an access structure. Then the following function 
“ “ provides all entries which satisfy : 



This lemma follows directly from conditions (7) and (8). With 
these definitions we are ready to specify functions as complexi-
ty measures for space and time. The first function  summa-
rises the number of entries for all groups in the access structure 

 which need to be visited for a given search condition . 

  

The spatial complexity is given by the function  sum-
marising the sizes of all groups of the access structure: 

  

With these definitions and the previous lemma the search 
time of an access structure is limited by the size of the result 
set: 
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Lemma 2. Let  be a simple search condition 
and  be an access structure. Then the search time is limited 
as follows: 

  

Proof. With the definition of the function  we get 



A direct conclusion is that the search time is not dependent 
on the number of entries  from the considered table (con-
stant time complexity). □ 

The next lemma shows that the space required for an access 
structure is limited by the number of entries and the average 
number of values in the considered column . 

Lemma 3. Let  be a set of entries,  an access 

structure for column  and  the average number of val-
ues in this column : 

  

Then the space required by the access structure for column 
i is limited by the following expression: 

  

Proof. With conditions (7) and (8) every entry  occurs in not 
more than  groups. As a consequence the summarised 
number of entries in the access structure  is limited by the 
summarised number of values in column  of all entries: 



This expression can be rewritten as follows: 

  □

This indicates that the space of the access structure grows 
linearly with the number of entries in the table, if we assume 
that the average number of values in the considered column  
can be limited by a constant. This seems to be a reasonable 
assumption for most applications. 

C. Complexity of Queries Addressing Multiple Columns 

Queries addressing multiple columns can be already sup-
ported by separate access structures generated for each column. 
A standard approach is the selection of the most selective con-

dition for one of these columns returning fewer entries than the 
conditions for the other columns. This approach tries to linearly 
filter items retrieved after having searched for the more selec-
tive condition. The efficiency of this approach strongly de-
pends on the selectivity of the individual conditions and the 
size of the result set. In some cases this might lead to a linear 
time complexity.  

Many existing approaches supporting search conditions ad-
dressing multiple columns define sets for all possible combina-
tions of values from these columns. We will model this idea by 
considering the cross product between the previously defined 
access structures, like hybrid index structures or extended B-
Trees including combinations of values (e.g. concatenation, bit 
interleaving, etc.). Without loss of generality we will consider 
only the combination of pairs of access structures. The subse-
quent analysis can be easily extended by repeatedly combining 
the relevant access structures.  

The following definition introduces the concept of a com-
bined access structure by computing the cross product between 
two existing access structures. 

Definition 1. Let  and  be two access structures for the 
columns  and . Then the combined access structure  is 
defined as follows: 

  

The function for the set of visited nodes as well as the func-
tion for the time complexity can be easily extended for two 
search criteria: 

  

The function  applied to a combined access structure 
 which was derived from two access structures  and  

provides exactly the cross product of the groups which need to 
be visited for the access structures  and : 

Lemma 4. Let  and  be two access structures and  be 
the combination of these access structures. Then for every pair 
of search conditions  and  the following property holds: 

  

The proof of this lemma is straight forward. We can show 
that every element of one set is also an element of the other set 
using the above definitions. Also lemma 1 can be extended for 
combined access structures:  

Lemma 5. Let  and  be two simple search conditions and 
 be a combined access structure. Then the following func-

tion " " provides all entries which satisfy both search con-
ditions: 

  (18) 
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Proof. The result for a query with the search conditions  and 
 is the intersection of the result sets for the individual condi-

tions: 



With lemma 1 we get: 



With lemma 4 we get: 

  □

With these results we can deduce an upper bound for the 
search time complexity of a combined access structure. 

Lemma 6. Let  be an access structure derived from the two 
access structures  and  and  and 

 be two search conditions. Then the search 
time is limited by the following expression: 

   

Proof. With the definition of the function  we get: 



With  and 
 we can rewrite this expression as 

follows: 



Since each expression of the form  is a subset of 
 we get the following upper bound: 



This formula with  columns and  rows can be simplified 
as: 

  □

We can conclude from this lemma that also for a combined 
access structure the search time is not dependent on the number 
of entries in the table but only on the size of the result set and 
on the number of values specified by the search condition.  

Unfortunately the space required for a combined access 
structure is not always acceptable. The following lemma pro-
vides an upper bound for the space complexity of such an ac-
cess structure. 

Lemma 7. Let  be an access structure derived from the two 
access structures  and . Further let  be the average 

number of values for column  and  be the maximum 
number of values in column : 

 

Then the space of the access structure  is limited by the 
following expression: 

  

Proof. 



With conditions (7) and (8) every entry  occurs in not more 
than  sets from  and  sets from . Since every 
group in  is an intersection of a group from  and a group 
from , the entry  will not occur in more than 
groups. As a consequence the summarised number of entries in 
the access structure  is limited by the following expression: 



We can replace every size of a set of values in column  by 
the maximum number of values in this column: 

 

With the definition of  we get: 

  □

Note that we get a tighter bound with this lemma if we 
choose the column with the lower maximum number of values 
as the column . But even in this case a combined access struc-
ture may have unacceptably high space requirements. On the 
other hand this lemma ensures an acceptable space complexity 
if one column has a low maximum number of values. This is in 
particular true for combinations of single-valued columns with 
arbitrary other columns. 

D. Tree Structure for Navigating to Sets of Access Structures 

In this section we consider the tree structure required for the 
navigation to the sets of entries from an access structure. Nodes 
of these trees relate to sets of values representing sets of entries 
below the node. We only take into account structures for sec-
ondary storage. As we want to prove a logarithmic worst case 
time complexity for our structure, the B(+)-Tree is the choice 
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as the R-Tree cannot provide this. It is a well-known fact that a 
B+-Tree has the following time complexity for a range search 
retrieving  entries from a table with  entries: . 
Similar to many other tree structures a B+-Tree has linear space 
complexity: .  

There are three different possibilities of navigation to the 
sets of an access structure: concatenation of structures for dif-
ferent columns, alternating the nodes on a path (we will not 
take into account this option, here) and augmenting nodes to 
provide information about both columns.  

We will start with the concatenation of tree structures and 
analyse the time and space complexity depending on the order 
of these trees (multi-valued first or single-valued first). We will 
show that only the approach of "single-valued first" has rea-
sonable space requirements but unfortunately a linear time 
complexity. Finally we will prove that the augmentation of the 
nodes in the primary tree with information about values from 
the multi-valued column of entries below this node is sufficient 
to ensure a logarithmic search time complexity.  

For our analysis we consider the access structures 

 and  for the two columns 
 and . The primary tree for this access structure refers to col-

umn  and supports the navigation to the  groups of the access 
structure . Every group  of this primary access structure is 
the starting point of a secondary tree. A secondary tree supports 
the navigation to groups which were generated by intersections 
between the group  and the groups from . The space re-
quired by this structure depends on the size of the primary tree 
and the number and sizes of the secondary trees. The size of a 
secondary tree depends not only on the number of entries from 
the group  which is the starting point for the tree but also the 
number of values in column  of these entries.  

The average number of entries of a group  can be de-
rived by dividing the space ( ) required for the access 
structure (summarised number of entries) divided by the num-
ber  of groups in the access structure  :  

  

A common function estimating the number of separate val-
ues versus the number of entries (size of a data set) is Heaps' 
law [13]. We will use the index  in this formula to indicate, 
that the parameters refer to column  in our case. Heaps' law 
may be applied to the average size of groups in access structure 

, here: 

  

The parameters  and  are application specific parame-
ters.  

The number of values is an upper bound for the number of 
groups in the secondary access structure. Since the space re-
quired for the tree grows linearly with this number of groups 

and we have  trees as secondary access structures, the total 
space required by these secondary trees can be estimated by: 

  

Now we may consider two cases depending on whether 
column  or column  is the multi-valued column. As an imme-

diate observation, the expression  has the value 1 if  is the 
single-valued column. Otherwise this expression may have a 
high value, if the average number of values for column  is also 
high. Also the number of groups  in access structure  
is usually much greater for a multi-valued column than for a 
single-valued column. This may result in an unacceptably high 
space requirement for a solution with the primary access struc-
ture for the multi-valued column.  

In the following we will assume, that the primary access 
structure relates to the single-valued column. In this case the 
average number of values in entries for this column is less or 
equal than one. This means that we can rewrite the previous 

expression as follows:   

We may safely assume that the number of values for the 
single-valued column  may not grow faster than linear with the 
number of entries . Therefore,  is an upper bound for  and 
we get the following expression indicating a linear space com-

plexity for this tree:  

The time complexity for searching the concatenated B+-
Trees can be directly deduced from the time complexity of an 
ordinary B+-Tree. The first B+-Tree for column  needs to 
manage all  entries from the table and supports the retrieval of 
an intermediate result set with  entries satisfying only the 
related condition for column . The entries of the intermediate 
result set are included in not more than  groups of the prima-
ry access structure . Each of these groups is the starting point 
for another tree structure managing only the  entries from the 
group. These secondary tree structures will deliver  entries 
satisfying both search conditions. With this approach the sum-
marised search time complexity is given by the following ex-
pression: 

  

Since the primary access structure refers to a single-valued 
column, their groups are disjoint and the appended secondary 
access structures manage also disjoint groups of entries. As a 
consequence we may rewrite the previous expression as fol-
lows, assuming that  is the total number of entries satisfying 
both search conditions: 

  
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In comparison to the time complexity of a conventional B+-
Tree this time complexity has the additional addend 

. In the worst case this addend may result in a line-
ar time complexity. We can show that by a simple example. 
We consider for this example a wide range search for column  
which is satisfied by all entries. Further we consider a condi-
tion for column  defining a value which occurs in no entry. In 
this case the intermediate result set contains all entries ( ) 
and all secondary tree structures need to be searched without 
retrieving a result. If we assume that every secondary tree 
structure has at least one node this expression would imply at 
least a linear search time complexity: 

.  

This follows from the problem that secondary trees need to 
be searched even if they do not return any results. It can be 
avoided if only those secondary trees need to be searched 
which guarantee the retrieval of a certain number  of entries 
which is not dependent on the total number  of entries. We 
can guarantee this property by adding information about all 
values of column  which occur at entries below a node or be-
low the groups from the primary access structure. In the next 
section we will introduce such a structure augmenting every 
reference to nodes or secondary trees with bit lists indicating 
which values are still available in entries following a reference.  

We summarise the result of the analysis in the following 
theorem. 

Theorem 1. Let  be a combined access structure for the 
single-valued column  and the multi-valued column  using 
concatenated B+-Trees for the navigation to the groups from  

. The primary tree refers to column  and the secondary tree 
refers to column . The references of the primary tree are aug-
mented in such a way that a search continues beyond a refer-
ence if at least  entries from the referenced structure satisfy 
the conditions for column . Then the search time is limited by 
the following expression where  is the number of entries and 

 is the size of the result set: 



Proof. In the previous section we could already prove that the 
time complexity of an access structure does not depend on the 
number of entries. Therefore, we may focus on the time re-
quired to navigate through the tree structure. Based on equation 
(25) and our assumption that the search continues only beyond 
a reference of the primary structure if at least  entries satisfy 

the search condition for column , means that not more than  
secondary tree structures are searched. Additionally, the num-
ber of entries in a secondary access structure is limited by : 



Now we may rewrite this expression as follows: 

 

Since we need to consider only the fastest growing term for 
the -notation we get the following expression as the upper 
bound for the search time complexity (see lemma 2): 

  □

In the next section we use bit lists to indicate the presence 
of a value below a node. This means that none of these fre-
quencies is zero and therefore their product is also greater than 
zero. This expression also indicates that the parameter  grows 
with the number of entries managed by a secondary access 
structure. As a probably surprising consequence, the efficiency 
of the hybrid access structure increases with the number of 
entries stored in the secondary access structures! 

IV. VALIDATION OF THE ANALYSIS 

The theory proved that a hybrid indexing approach might 
be used for retrieval of normalised and non-normalised values 
combined inside a hybrid data space using a logarithmic com-
plexity. Yet, it did not propose a concrete implementation 
structure with the ability to do so. One key challenge for such a 
structure is the combined representation of the two value types. 
A second one is the basic storage structure to be selected. The 
first one is solved by the augmentation of the elements of a 
base structure with a bitlist. The second one is strongly applica-
tion dependent. For the validation of the analysis, we imple-
mented two different storage structures. One uses a B+-Tree as 
the primary structure and the other an adopted R-Tree variant 
ensuring a logarithmic retrieval performance under certain cir-
cumstances (see [14]). Hence, two hybrid index structures sup-
porting the combined storage of normalised and non-
normalised values using a B-Tree variant or an R-Tree variant  
(proposed in  [10]) are validated regarding their retrieval be-
haviour to evaluate the analysis given in the previous section 
regarding a real-world application. Based on the limited space 
available in realistic environments, an assumption must be 
made based on Zipf's Law [15] to limit the amount to a reason-
able number. A parameter called  is introduced which 
separates the set of non-normalised values into two subsets of 
high and low frequently occurring values. Only the high fre-
quent values are stored inside the hybrid index. 

The tests are carried out by using a specially preprocessed 
document set from a Wikipedia dump

1
. Textual analysis com-

prises stop word removal, character normalization and stem-
ming. Geographical analysis consists of assignment of coordi-
nates to textual occurrences. Texts represent the non-
normalised and the coordinates the normalised value parts. The 
measurements consist of a set of 699 queries constructed from 
the AOL Query Log

2
. The number of documents at each meas-

urement point is doubled which leads to the possibility of 
showing logarithmic query behavior. The B-Tree applies only 
the latitude values of the respective documents and the R-Tree 
uses both dimensions. 

                                                           
1 http://dumps.wikimedia.org/enwiki/20111007/enwiki-20111007-pages-
articles.xml.bz2, accessed 2012-10-17 
2 http://www.gregsadetsky.com/aol-data/, from 2012-10-17 
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The goal of this evaluation is solely to experimentally vali-
date the logarithmic behaviour of the retrieval complexity for 
this kind of index structures.  

Figure 1.  Logarithmic Example and Table of Results 

A typical example of the retrieval behaviour can be seen in 
the plot of figure 1 (left side). The abscissa is scaled logarith-
mic which means that the given linear increase of cumulative 
sum of loaded pages leads to the fact that the total retrieval 
complexity behaves logarithmic. The table in figure 1 shows 
the combined results of the respective experiments for B-Tree 
and R-Tree. It can be seen that most cases show a logarithmic 
behaviour, even for more than one search term in the query. 
Approximately 87.84% of the queries could be answered with 
logarithmic complexity for the R-Tree and 93.7% for the B-
Tree case. Hence, a clear tendency towards the logarithmic 
behaviour can be stated from these data. The remaining cases 
are explainable based on corpus specific properties. This in-
cludes, e.g., a change in the vocabulary. Hence, either constant 
query cases for a very small number or a sudden rise in the 
number of references leads to these non-logarithmic query be-
haviours. 

Thus, summarizing, the evaluation using the given docu-
ment set and the adopted hybrid access methods experimentally 
validates the theoretical proves from section III. 

V. SUMMARY AND FUTURE PROSPECTS 

In this paper we showed how to combine multiple index 
structures caring about single-valued and multi-valued attrib-
utes simultaneously. We formed a theoretical basis which 
proved the efficiency of one possibility of combinations to 
manage the given types of data. The practical evaluation car-
ried out in a real world relational database management system 
confirmed the assumptions asserted in the theoretical analysis 
part. 

Therefore, we could show in the theoretical analysis as well 
as in the practical evaluation that an augmented hybrid B-Tree 
indexing concept can achieve a logarithmic time complexity 
regarding typical queries. This also holds for a specialized hy-
brid R-Tree variant with logarithmic base complexity. 

There are still objects of study regarding the particular stor-
age parts in the hybrid access structure. Especially, the proper 

set up of the arbitrary user defined upper bound  for 
frequent terms will have to be investigated. 
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Abstract— 3D representation and storytelling are two powerful 
means for educating students while engaging them. This paper 
describes a novel software architecture that couples them for 
creating engaging linear narrations that can be shared on the 
web. The architecture takes advantage of a previous work 
focused on the semantic annotation of 3D worlds that allows the 
users to go beyond the simple navigation of 3D objects, 
permitting to retrieve them with different search tools. The 
novelty of our architecture is that authors don't have to build 
stories from scratch, but can take advantage of the crowdsourced 
effort of all the users accessing the platform, which can 
contribute providing assets or annotating objects. At our best 
knowledge no existing workflow includes the collaborative 
annotation of 3D worlds and the possibility to create stories on 
the top of it. Another feature of our design is the possibility for 
users to switch from and to any of the available activities during 
the same session. This integration offers the possibility to define a 
complex user experience, even starting from a simple linear 
narration. The visual interfaces of the system will be described in 
relation to a case study focused on culture heritage. 

annotation; tag; folsksonomy; ontology; storytelling; web3d 

I.  INTRODUCTION 
3D representation for the web has been available since the 

advent of the first VRML specification [1]. From 1995 to 
present different specifications have been proposed. Millions of 
users have accessed 3D worlds using both open-source and 
proprietary browsers and platforms, in some cases sharing the 
experience with remote users, as it happens for 3D multi-users 
environments such as Second Life. Usually the access to these 
environments is realized using browsing paradigms that allow 
the users to navigate the 3D worlds walking, flying or rotating 
around viewpoints chosen by the content authors. 
Unfortunately this access model enables often only a partial 
exploitation of the 3D world that results from a complex and 
time-consuming modeling work. That is the reason why in 
recent years a number of researchers have proposed the use of 
annotations for exploiting further the potential of 3D worlds. 
The association of high-level descriptions to geometric entities 
has enabled the access to content through searching paradigms, 
retrieving specific components of the 3D environments after a 
keyword-based search or more sophisticated queries involving 
also spatial operators. Besides, the introduction of folksonomic 
annotation styles has enabled common users to describe the 3D 
components with their own words. 

In this work the term annotation will be referred both to the 
use of keywords belonging to an ontology/taxonomy, to free 

tags belonging to a folksonomy and even to extended 
description associated to 3D entities. The novel approach 
presented in this work builds on a previous research work 
related to 3D annotation [2] but goes a step further, introducing 
the opportunity to use the annotation work done by the users of 
the ToBoA-3D platform for creating 3D narrations that can be 
shared on the web. The shift is paramount: from the free 
navigation and search paradigm to the possibility to design and 
share linear narrations through a 3D environment. In particular, 
in our proposal, stories don't start from scratch, but from the 
annotation work done by the users of a shared platform for 
annotating 3D environments. The overall workflow is novel as 
well. While some proposals described in literature take 
advantage of tools for enabling single content experts to 
annotate 3D objects [3], no workflow includes the 
crowdsourced annotation and the possibility to create a story on 
the top of it. This approach opens a number of interesting 
opportunities for the educational domain, starting from the 
creations of engaging lessons delivered as narrations. The 
software architecture described in this work can be seen as a 
form of sentient multimedia system, because it allows people 
distributed over the network to gather, annotate, process and 
retrieve distributed Web3D resources, taking advantage of the 
crowdsourced effort done by many users that play different 
parts (e.g., content provider, content annotator, content 
browser, story creator and listener) even in the same session. 
The rest of the work is organized as follows: Section II will 
consider the related work; Section III will describe the features 
of the annotation architecture where we started from; Section 
IV will describe the requirements of our storytelling system, 
focusing in particular on the crowdsourced approach and the 
integration of the different user activities; Section V will 
present the user interfaces for the creation and the navigation of 
stories; Section VI will draw the conclusions. 

II. RELATED WORK 
Among the different proposals for describing 3D objects 

and worlds on the net, a special role for their longevity is 
reserved to VRML and to its heir X3D [4]. VRML and X3D 
plugins associated to web browsers have allowed millions of 
web users to navigate Web3D worlds. The latest 
implementations permit even to play X3D worlds using only 
standard web browsers compliant with WebGL [5], enlarging 
further the number of platforms and users that can access 3D 
representations on the web. While the representation of 3D 
geometrical entities on the web is an interesting opportunity for 
communicating knowledge, their annotation permits to exploit 
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the potential of virtual representation, allowing users to go 
beyond the simple navigation of 3D worlds. For this reason in 
the last few years a number of proposals for adding semantics 
to the components of 3D worlds have been made, based on 
different specifications such as MPEG-7 [6], Collada [7] or 
X3D [2]. While most of these proposals focus on annotations 
referred to predefined ontologies, some researchers have 
focused also on the use of tags as a complementary means for 
annotating 3D entities with an informal approach more suited 
to common people [2]. The benefits of using social tagging in 
education and, in particular, in cultural heritage contexts have 
already been described in [8]. 

As noted by Scopigno et al. [9], the greater challenge for 
digital technologies is the creation of tools that use 3D models 
for supporting cultural heritage research. In this respect, the 
annotation of 3D models is only a first step for supporting more 
appropriately cultural heritage studies. We claim that the 
application of storytelling techniques to annotated 3D worlds 
belonging to the cultural heritage domain can bring great 
advantages for researchers and pupils. The benefits of 
storytelling for educational experiences have been 
demonstrated by several studies [10] [11]. As far as cultural 
heritage is concerned, in literature there are different examples 
showing how storytelling techniques can be profitably used for 
engaging students while learning. The techniques used can be 
different, relating the different fragments of the narrations to 
photos and videos [12], real environments [13] and virtual 
representations [14]. As far as the latter ones are concerned, 
most examples are focused on the delivery of linear and non-
linear stories rather than on authoring tools. The proposals for 
the creation of stories can be split in two different categories: 
the “autonomous agents approach”, where a set of software 
agents influences the evolution of the story [15], and the 
“drama manager approach”, where a software architecture 
controls the narration on the basis of the story model and of the 
narrative choices of the author [16]. The approach described by 
Kriegel et al. [17] belongs to the first category. The authors 
present an authoring tool for the emergent narrative agent 
architecture FAtiMA, which powers the virtual bullying drama 
FearNot!. The system allows the creation of a story starting 
from the behavior of the characters. The authors specify the 

actions that the character can perform, the goal that he can 
reach and the way in which he interacts with the story events. 
The process starts with the decision on the story setting, and the 
placement of the characters and objects in the story. After the 
set-up of the scene, the author specifies the behavior of all the 
participating characters. Both the delivery and the authoring of 
the story happen inside a 3D environment. The approaches 
described in [18], [19] and [20] belong to the category of drama 
managers, with a stronger emphasis on the story structure 
rather than on the characters. Mehm et al. [18] describe a 
system named StoryTec which allows the creation of story-
based serious games. This system is conceived for people with 
low skills in computer science. Teachers can use this tool for 
creating small educational games that can be played during 
courses; game programmers and content producers can take 
advantage of StoryTec as a prototyping environment for 
developing and testing ideas. The story is divided in units, 
which the author can link together in order to create a path 
through the story. Once the story path is established, the author 
defines the details by adding objects to the scene and specifies 
the events and the actions for each step of the story. The whole 
system is built on a hybrid 2D/3D framework based on the 
Windows Presentation Foundation libraries and provides 
different components for managing the creation of the 
narration: stage editor, story editor and resource center. The 
first one is a WYSIWYG editor and is required to define the 
details and objects of the single stage of the story. The author 
can take any object available on the resource center (for 
example a 2D or 3D asset, a sound file) and insert it into the 
stage using a drag and drop interface. The second component, 
the story editor, allows creating the story structure. This 
interface allows the author to specify the path through the 
story, connecting with arrows the visual objects that represent 
the stages. The author takes advantage of the story editor also 
for specifying complementary information for the playing 
phase, such as annotations or the expected time the user will 
remain in a given stage. 

Robertson et al. [19] introduce the authoring tool named 
Adventure Author. The tool is based on a 3D game engine 
which gives to the story a graphical aspect similar to the 
graphics of commercial videogames. This tool has been 

 
Figure 1.  The interface for annotating the 3D objects. 
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conceived for young students, who can experiment the creation 
of non linear interactive stories. The educational aspect of the 
tool relies on the fact that users are encouraged to use their 
imagination for structuring the possible evolution of the story. 
The system is made of two main components: the authoring 
interface for the definition of the interactive story and the game 
engine for rendering the story. The JGraph library [21] has 
been used for giving the author the possibility to define the non 
linear structure of stories. The nodes of the acyclic graph 
represent the scenes of the story. Each scene contains different 
information, such as textual descriptions which will be 
displayed to the player entering the scene and interactive 
conversations between the characters of the story. The author 
can also take advantage of a set of wizards for creating new 
characters, locations and story scenes. At the end of the story 
creation process, the user will take the role of one of the 
characters of the story and will interact in a 3D world. 

Barrenho et al. [20] describe an interesting authoring tool 
for the InStory platform, designed for the development of 
exploratory geo-referenced activities. InStory has been 
developed for mobile devices and allows the user to interact 
with the story by moving inside a physical space of cultural, 
historical or natural interest. The system divides the creation 
work in two different phases. In the first phase the InAuthor 
component allows the author to specify the nodes of the story, 
corresponding to different activities, and to define the 
connections among them. The interface is articulated in 
different modules. The first one allows users to create the new 
nodes and to browse those ones that have been previously 
created. The second one allows users to position the nodes on a 
map and to link them for creating the story path. In the second 
phase the InContent component is used to assign the content to 
the nodes. The interface is composed by a workspace for the 
visual creation of content, with a list of the elements that can be 
used. Authors have just to drag and drop the desired media or 
interface elements on the workspace representing the client 
device screen and place them in the desired position. After the 
drag and drop operation, all the properties of the elements can 
be edited for reaching the final result.  

The approach proposed in this work is compliant with the 
drama manager approach described above, because we were 
more interested in the development of a storytelling system 
suitable to educational purposes, more controllable for what 

concerned the number of choices and endings. As far as the 
delivery of narrations is concerned, we must point out that in a 
number of proposals available in literature stories can be 
published on the web, for maximizing the possibility of access 
by the users, but the potential of the net is not always exploited 
in terms of collaboration and content sharing. Our proposal 
differs from the others that we have analyzed, because it is 
strongly characterized by a web-based collaborative approach 
that allows the story authors to take advantage, for the story 
creation process, of the work done by the other users of the 
platform in terms of creation of assets and annotations. The 
authors of stories themselves can add assets and annotations, 
contributing to the growth of the repositories. At our best 
knowledge no workflow includes the collaborative annotation 
of 3D worlds and the possibility to create stories on the top of 
it. Finally, in the current implementation our approach is less 
complex for what concerns the structure of the story proposal, 
focusing on the design of linear stories that are easier to create 
for content experts not particularly skilled and easier to follow 
for pupils. In spite of this simplicity, the possibility to switch 
from and to the different user activities gives the possibility to 
create a rewarding user experience, as it will be explained in 
the following sections.  

III. THE ANNOTATION PLATFORM 
The tool for creating stories presented in this work is 

conceived as a significant step in the evolution of the ToBoA-
3D platform for annotating Web3D environments, whose first 
design and implementation has been described in [2]. The 
client-server platform is entirely based on the use of web 
technologies, including X3D, XHTML, CSS and Javascript on 
the client side; Apache, MYSQL and PHP on the server side. 
The annotation platform can be accessed using a web browser 
and the BS Contact Player [22] for navigating the X3D worlds. 
3D annotations are applied to a repository of 3D worlds 
compliant with the X3D standard, uploaded by registered users. 
The annotations result from the crowdsourced effort done by 
many users, even those ones that didn't upload the worlds, as it 
happens for the free tagging in the hypertextual web 2.0. Each 
user can add one or more tags to any simple or grouped 3D 
entity and she can even create new logical groups to tag, in the 
case the 3D modeler didn't define a given group of entities. 
While all the registered users are enabled to add tags, the owner 
of a given world can adopt also a more formal annotation style, 
referencing to a closed set of keywords belonging to a formal 
ontology. Because the space is an important component of the 
human experience, the system allows users to add annotations 
not only to 3D objects but even to spaces defined by them. Fig. 
1 shows the selection and annotation of a 3D object, an external 
staircase annotated as an occurrence of the class “stair”, 
belonging to an ontology that describes architectural artifacts. 
In the example the user has inserted also a synonym, 
“staircase”, and an hyper textual reference to an external 
description. An additional field, partially visible in the figure, 
allows users to add one or more comma separated tags. At the 
end of the process the visual interface allows to record the 
annotated object and the reference to the identity of the user 
that has annotated it. The annotated components of 3D worlds 
can be searched using both a simple - Google like - keyword 
search (see Fig. 2) or a more sophisticated - yet simple to use - 

 
Figure 2.  The main interface of the annotation platform.  
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visual interface that permits to specify also spatial relations 
(e.g., search all the objects, annotated as “ionic column”, 
embedded in spaces annotated as “atrium”, see Fig. 3). In both 
cases the system presents the query results as a clickable lists 
of items that can be selected for teleporting the user in front of 
the retrieved entities. Further details can be found in [2] and 
[23]. During the navigational phase the user can access directly 
any 3D world uploaded to the system and visualize the textual 
labels related to the annotated objects, as it will be explained in 
detail in Section V. 

IV. DESIGN AND IMPLEMENTATION OF CROWDSOURCED
STORYTELLING 

The decision of building the storytelling module on the top 
of the annotation platform was one of the early choices of our 
design. The main reason was the will to break the traditional 
production workflow of interactive 3D worlds, where often the 
decisions about the user experience inside the 3D worlds are 
taken by the 3D modelers and by the interaction designers. This 
often leads to poor results from a narrative point of view. What 
we wanted instead was to design an architecture supporting the 
effort of a community of users, targeted at the creation of 
interesting educational stories. While some workflows 
described in literature take advantage of tools for enabling 
single content experts to annotate 3D objects [3], there is no 
workflow that includes the collaborative annotation and the 
possibility to create a story on the top of it. In our proposal the 
story creators don't need to start from scratch, but can take 
advantage of the 3D assets and the annotations provided by a 
community of registered users that include of course content 
experts. In our vision the story creator is an active contributor 
to the assets as well, uploading 3D worlds and defining 
annotations that are functional to the story she's going to create, 
but that contribute also to the overall growth of the repository 
of annotated 3D environments.  

We define a “story” as a sequence of stages that have a 
specific location and that are associated to different multimedia 
content, such as images, audio and video. While in literature 
there are more sophisticated story models (e.g., non linear 
models), we started from the linear structure because of its 
suitability to educational applications. Linear stories are easier 
to create and easier to follow for novices. Besides, they offer a 
constrained path that fits to educational needs. Even with these 
limitations, our storytelling application offers a significant 

potential, giving for example to a teacher the possibility to 
create a narration for her pupils and then to ask them to play 
and comment it, adding contextual annotations related to 
objects, spaces and story stages. As a matter of fact, as 
displayed by Fig. 4, a peculiar feature of our design is the 
integration of the different activities that can be made by the 
users of the platform (i.e., annotation, navigation, query, story 
creation and navigation) and the possibility to switch from and 
to any of them during the same session.  The figure highlights 
also three categories of activities: information retrieval, 
information enhancement and storytelling. While the 
integration of the navigation and query activities (information 
retrieval) is recommended since the advent of the first web [24] 
for enhancing the “findability” of information objects, the 
advent of the hyper textual web 2.0 has brought the possibility 
for the web user to play a more active role, enhancing the 
information available on the web sites through different 
annotation techniques (information enhancement). In a typical 
web 2.0 session the user plays the part of the content reader and 
author, switching seamlessly between the two different roles. In 
the prior version of our annotation architecture [2] we brought 
to the Web 3D the same possibility, previously available only 
for the hyper textual web, to switch from and to the activities 
related to the information retrieval and enhancement.  

In this work we introduce, with the novel architecture, the 
activities related to the creation and navigation of stories 
(storytelling), going a step further with the integration of the 
different activities in a rewarding experience. If the paths from 
the information retrieval and enhancement activities to 
storytelling seem interesting and even obvious, because stories 
are created from the annotated Web3D objects, the design 
choice of allowing the user to select the opposite path brings 
additional benefits. In particular the possibility to shift from the 
storytelling to the other activities can be interesting for the 
ordinary user wanting to explore a world he's hearing a story 
about or to add information he's aware of about one of the 
objects that are visualized. This chance is even more interesting 
for educational purposes: for example the user may be asked by 
the story teller (the teacher or another content expert) to 
explore the world starting from the locations of the story or to 
add annotations to the objects for proving their cognitive 
involvement and knowledge acquisition (see Section V). In this 
context, an interesting feature of our approach is that all the 
assets, annotations and stories are social but not anonymous. 
Resuming, the integration of the different activities gives the 
possibility, starting from a simple linear narration, to define a 
complex educational experience. The stories will be created 

storytelling

information retrieval

information enhancement
annotation

navigation query

story creation story navigation

Figure 4.  Interconnected user activities. 

Figure 3.  The interface for composing complex visual queries. 
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and played through a set of interfaces that will be described in 
the following section. At any time the users of the platform will 
be enabled to switch seamlessly among the different activities, 
for playing different roles even in the same session.  

V. THE VISUAL INTERFACES FOR STORYTELLING  
After the definition of the requirements for the new 

storytelling modules, we designed the set of interfaces 
supporting the sequence of tasks functional to the creation and 
listening of the narrations: the gathering of interesting 
annotated objects and spaces, their selection and organization 
in an ordered sequence of story stages, the association of story 
stages to multimedia content, the preview and the final play. 
The design process gave as a result a new set of interfaces (Fig. 
6 and 7). Also the set of existing interfaces (Fig. 1, 2, 3 and 5) 
underwent a consistent process of redesign as well, for 
introducing novel functionalities and for supporting the 
integration of the different activities. The technical 
implementation was completely revised, taking advantage of 
the Angular.js [25] and Bootstrap [26] frameworks.  

As already underlined in the previous Section the 
architecture supports a number of user activities that make 
sense for different scenarios and personas: the 3D modeler 
wanting to contribute to the social platform uploading a new 
model, the casual user navigating and tagging the available 3D 
content, the art historian using the advanced visual search 
module for retrieving and examining specific architectural 
patterns. In this Section we will describe the visual interfaces 
for storytelling in relation to two different personas and use 
scenarios: the art expert creating an educational story for his 
class of students and the art student listening to the story. 

1) The art expert creating an educational narration.  
The art expert wants to take advantage of the ToBoA-3D 
platform for creating a narration for his class of students. His 
goal is to provide students with information about the features 
of the architectures designed by Andrea Palladio, one of the 
most renewed architects of the Italian Renaissance. He wants 
also to check what the students have learned listening to his 
narration. In the initial phase the art expert explores the 3D 

content of the platform, accessing directly the worlds available 
from the repository list (Fig. 2, left panel) or querying the 
system (Fig. 3). In both cases, as a final result, the art expert 
enters the navigational interface displayed in Fig. 5. The main 
part of the interface is occupied by the 3D representation. The 
expert explores the available 3D scenes for finding interesting 
locations and objects that will be part of the narration. When he 
selects a given object (e.g., the ionic column evidenced by the 
blue bounding box), a semi-transparent rectangle highlights all 
the annotations associated to it. The right part of the screen 
evidences all the information associated to the annotation 
currently selected, including the author and the reference to an 
extended hyper textual description. The interface features a 
button placed on the top right corner of the screen, for saving 
the current viewpoint as a visual bookmark and associating a 
label to it (i.e., by default the name of the annotation). If the 
annotation includes also an extended description of the object 
(in Fig. 5 the link to a Wikipedia page), this reference is saved 
for future uses in the story. The art expert defines also other 
visual bookmarks, associated to viewpoints derived from the 
simple navigation of the 3D worlds or from visual queries (Fig. 
3). The visual bookmarks are gathered across all the set of 3D 
worlds that belong to the repository, enabling the expert to 
define narrations whose stages are localized in different 3D 
environments. A simple interface, accessible from the main 
menu of the web application, allows the author to manage the 
collection of visual bookmarks progressively gathered, 
allowing him to modify their order, change their labels or 
delete them. The expert accesses the initial interface for 
creating the structure of the story from the item “MyStories” of 
the web main application menu. This interface allows the story 
creator to define the general data associated to the story: the 
title, the name of the author and the summary. After filling in 
the initial data, the story author proceeds to the main interface 
for creating stories, displayed in (Fig. 6-1). The interface 
allows the story creators to define - through simple drag-and-
drop operations - the sequence of the story stages. The stages, 
represented in the central panel of the interface, derive from a 
selection of the visual bookmarks that the author gathered 
before and that are represented on the left panel. The icons 

 
Figure 5.  The navigational interface. 
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placed on each stage of the central panel enables the author to 
have a preview of the associated viewpoints, as displayed by 
Fig. 6-2. The author then prepares, with a simple webcam, the 
set of videos that define the narrative content and uploads them 
using the right panel of the interface, deciding which video to 
associate to each stage. While some videos contain only 
narrative content, others contain also instructions for the 
students. For example, in some of the videos the art expert asks 
his pupils to navigate the 3D world around the location of the 
current stage and to tag certain architectural components, 
recalling the explanations given in the previous stages of the 
story. He will check later the work done by the students for 
verifying the acquisition of skills and knowledge. The story 

author can decide also to include in the stage the extended 
descriptions associated to the story annotations (e.g., the link to 
the Wikipedia page discussed before), for giving the pupils the 
possibility to read additional information after having listened 
to the narration. At any time the content author can visualize 
the result of his authoring effort, clicking the Preview button. 
The final result is a linear story spanning through a set of stages 
belonging to different 3D worlds, each one containing the 
model of a famous building by Andrea Palladio. 

2) The student listening to a story and doing homework.
The art student uses the ToBoA-3D platform as a tool for 

remote learning that enables him to learn new concepts through 
storytelling and to send feedback to his teacher. The student 
receives an assignment from his teacher, as homework. The 
student is asked to listen to a linear story focused on the 
architecture of Andrea Palladio and to complete the 
assignments specified during the narration. The student 
accesses the visual interface for listening to stories from the 
main page of the web application, displayed in Fig. 2. The main 
page displays on the right panel a list of the last authored 
stories and of their authors. A full list can be accessed from the 
button placed at the bottom of the panel. The student, after 
having selected the story created by his teacher, enters the 
interface for playing the stories, displayed in Fig. 7. While the 
left area of the interface represents the 3D environment, the 
right area is reserved to the presentation of the audio-visual 
content. The lower part of the screen is reserved to the 
visualization of the story summary and to the controls for 
moving through the different stages of the narration. The 
student presses the “play” icon for starting the narration. The 
engine plays the stages of the story, following the sequence 
defined by the teacher during the creation of the narration. The 
system takes care of downloading the required 3D 
environments for giving to the user a seamless experience. For 
each stage the application engine shows the related 3D location 
or object and plays automatically the associated video content. 
In Fig. 7 the teacher explains the features of the ionic column, 
relating it to a well-known building by Andrea Palladio, Villa 
Vigardolo. At any time the student can stop the automatic play 
of the story, for moving through the different steps at his own 
pace or navigating freely the 3D environment. In the example 
displayed, at the end of the narration of the stage the student is 
asked to navigate the 3D world around the current location and 
tag the architectural components around him, recalling the 
terms used by the teacher during the explanation.  

After the completion the teacher will have the opportunity 
to verify the knowledge acquired by his pupils. For example 
the teacher might navigate the 3D world and select a given 3D 
object for visualizing the annotations, which are always 
associated to a specific author. Alternatively the teacher might 
search all the objects tagged by a given student, filling in the 
field “author” on the right panel of the search interface (see 
Fig. 3).  

VI. CONCLUSION

The work done so far has led to the design and to the 
implementation of a storytelling system for creating narrations 
based on a repository of annotated 3D worlds. As far as the 
usability of the system is concerned, we plan to start an 

11
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Figure 6.  (1) visualizes the interface for managing the creation of the stages. 
The sequence of stages is created from the list of bookmarks visualized on the 

left panel. The central panel allows the users to manage the sequence of 
stages, changing their order, deleting the unwanted ones or showing the 

associated 3D view. The panel on the right enables the users to associate a 
title, a short description, an audio-visual track  and an extended description to 
each stage. At the end of the process the stories can be previewed and saved 
using the buttons on the bottom. (2) shows the 3D view associated to one of 

the stages. 
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experimentation with end users chosen among different 
categories, such as content experts, teachers and students, 
exploring also new educational scenarios characterized by the 
use of more complex narrative structures. The experimentation 
will be also an opportunity to have a feedback about the novel 
workflow for content production and delivery, measuring the 
users' appreciation and the impact on their activities. 
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Abstract—The success of Semantic Web will heavily rely
on the availability of formal ontologies to structure machine
understanding data. However, there is still a lack of general
methodologies for ontology automatic learning and population,
i.e. the generation of domain ontologies from various kinds
of resources by applying natural language processing and
machine learning techniques In this paper, the authors present
an ontology learning and population system that combines both
statistical and semantic methodologies. Several experiments
have been carried out, demonstrating the effectiveness of the
proposed system.
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I. INTRODUCTION

In the last decade many researchers have been involved
in the development of methodologies for ontology defi-
nition, building, learning and population, due to the fact
that ontologies are considered as an effective answer to the
need of semantic interoperability among modern information
systems: it is well known, in fact, that ontologies are the
backbone of the Semantic Web and important means for
sharing, reusing and reasoning about domain knowledge.
Several theories have been developed, in different application
domains and especially in the semantic web framework:
however how to learn and populate ontologies is generally
a not trivial and time consuming task and still remains an
open research challenge.

The term “ontology learning” was introduced in [21] and
can be described as the acquisition of a domain model
from data. This process is historically connected to the
introduction of the semantic web and needs input data from
which to learn the concepts relevant for a given domain,
their definitions as well as the relations holding between
them. Ontologies can be learnt from various sources, be it
databases, structured and unstructured documents or even
existing preliminaries like dictionaries, taxonomies and di-
rectories.

With the explosion of information due to the Read/Write
Web, ontology learning from text is becoming the most
investigated in literature: ontology learning from text is
the process of identifying terms, concepts, relations, and
axioms from textual information and of using them in

order to construct and maintain ontology [28]. In other
words ontology learning from text is the process of deriving
high level concepts and relations as well as axioms from
information to form ontology.
Ontology Learning from text is generally composed by
five phases that aim at returning five main outputs: terms,
concepts, taxonomic relations, non-taxonomic relations and
axioms [5].

To obtain each output, some tasks have to be accomplished
and the techniques employed for each task may change
among systems. In this sense the ontology learning process
is really modular: in [28] the corresponding tasks and
the plethora of employed techniques for each output are
described.

The extraction of terms from text usually needs a prepro-
cessing phase that arranges the text in the correct format
for an ontology learning system and, generally, includes
noisy text analytics. The extraction of terms begins with the
tokenization or part of speech tagging to break texts into
smaller constituents. In this phase, statistical or probabilistic
measures are adopted for determining the “unithood”, the
collocational stability of a noun sequence, and the termhood,
the relevance or the specificity of a term with respect to
a domain. Starting from the terms is possible to derive
the concepts that can be formed by grouping similar terms
and labeling them. The grouping phase involves discovering
the variants of a term and grouping them together, while
the concept’s label can be inferred by the use of existing
background knowledge, such as WordNet, that may be used
to find the name of the nearest common ancestor.
The relations model the interactions among the concepts in
ontology: in general, two types of relations can be recog-
nized in ontology: taxonomic and non-taxonomic relations.
Taxonomic relations, that are hypernym, build hierarchies
and can be labeled as “is-a” relations [8]. This kind of
relations can be performed in various ways such as using
predefined relations from existing background knowledge,
using statistical subsumption models, relying on semantic
similarity between concepts and utilizing linguistic and
logical rules or patterns. The non-taxonomic relations are
the interactions among the concepts other than hypernymy
and their extraction is a challenging task. In this context
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verbs play a significant role such as the support of domain
experts.
Axioms are propositions or sentences that are always taken
as true and are the starting point for deducing other truth,
verifying the correctness of the ontological elements and
defining constraints. The process of learning axioms is still
complex and there are few examples in the literature.

Ontology Learning has adopted well known techniques
coming from different fields such as information retrieval,
machine learning, and natural language processing [9]. This
techniques can be generally classified into statistics-based,
linguistic-based, logic-based or hybrid [28].

The statistics-based techniques are derived from infor-
mation retrieval, machine learning, data mining and work
at a syntactical level. In particular, these approaches are
effective in the early stages of ontology learning, such as
term extraction and hierarchy construction [4]. Some of the
common techniques include clustering [27], Latent Semantic
Analysis [25], term subsumption [17] and contrastive analy-
sis [26]. The main idea behind these techniques is that the co-
occurrence of words provides a reliable estimate about their
semantic identity. In this way a concepts can be inferred.
The linguistics-based techniques can support all tasks in
ontology learning and are based on natural language pro-
cessing tools. In general some of the techniques include Part
of Speech (POS) tagging, such as [2], syntactic structure
analysis [19] and dependency analysis [7]. Other adopted
techniques are related to semantic lexicon [22], lexico-
syntactic patterns [5][24], subcategorization frames [18] and
seed words [30].
The logic-based techniques and resources are the least com-
mon in ontology learning and are mainly adopted for more
complex tasks involving relations and axioms. The two main
techniques employed are inductive logic programming [20]
and logical inference [23]. In the inductive logic program-
ming, rules are derived from existing collection of concepts
and relations which are divided into positive and negative
examples. In logical inference, implicit relations are derived
from existing ones using rules (transitivity and inheritance).
In general it is difficult to say what of these techniques is
the better one and, maybe, none of them is the only solution
for the ontology learning.
As previously said, each phase of the ontology learning
process can adopt one of these approaches in order to
maximize the process effectiveness. In particular the terms
and concepts extraction can be performed by the use of the
statistics-based techniques while the inference of relations
can be obtained by the use of linguistic and logic based
techniques. In reality, the hybrid approach is mainly used in
the existing studies and furnishes the best results [28][9].

Differently from the other described papers in ontology
learning and population, that usually produces concept hier-
archies by means of statistical and/or probabilistic methods
(LSA, LDA, pLSA and so on), we enrich our terminological
ontologies with the semantic features presented in general
purpose lexical ontologies, such as WordNet. The use of

both statistical and semantic techniques allows to have
suitable and effective domain ontologies particularly suitable
for a number of applications such as topic detection and
tracking, opinion and sentiment analysis, text mining and
classification [11], [15], [12].

The paper is organized as follows. Section 2 describes
at glance our Ontology Learning and Population system
architecture. Section 3 is devoted to a general description
of the adopted methods and algorithms. Experiments and
conclusions are reported in section IV and V respectively.

Fig. 1. The System Architecture.

II. SYSTEM ARCHITECTURE

Figure 1 describes the proposed system architecture. The
system analyzes a number of documents coming from dif-
ferent web sources or from document collections related
to a given domain of interests classified into a set of
semantically disjoint topics. The system is formed by two
main components:
• Ontology Learning Component, that uses Latent Dirich-

let Analysis (LDA) on the input documents and pro-
duces a Weighted Word Pairs (WWP) representation
containing the most relevant domain concepts and their
co-occurrence values (relations) in the analyzed set.

• Ontology Refinement Component, that using general
purpose or domain-specific lexical databases, refines the
previous discovered concepts, exploiting their lexical
relationships (e.g. is a taxonomic relations), adding
hidden concepts, and producing the final ontology
schema and population.

In the following we will discuss into details the basic
components of the proposed architecture.

III. TERMINOLOGICAL ONTOLOGY BUILDING

A. Ontology Learning: concepts and relation extraction

In this section we explain how a WWP structure
(Weighted Word Pairs) can be extracted from a corpus of
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documents.
The Feature Extraction module (FE) is represented in

Fig.2. The input of the system is the set of documents:

Ωr = (d1, · · · ,dM )

After the pre-processing phase, which involves tokeniza-
tion, stopwords filtering and stemming, a Term-Document
Matrix is built to feed the Latent Dirichlet Allocation (LDA)
[3] module. The LDA algorithm, assuming that each doc-
ument is a mixture of a small number of latent topics and
each word’s creation is attributable to one of the document’s
topics, provides as output two matrices - Θ and Φ - which
express probabilistic relations between topic-document and
word-topic respectively. Under particular assumptions [13],
[10], [14], LDA module’s results can be used to determine:
the probability for each word vi to occur in the corpus
WA = {P (vi)} ; the conditional probability between word
pairs WC = {P (vi|vs)} ; the joint probability between word
pairs WJ = {P (vi, vj)}. Details on LDA and probability
computation are discussed in [3], [16], [13].
Defining Aggregate roots (AR) as the words whose occur-
rence is most implied by the occurrence of other words of
the corpus, a set of H aggregate roots r = (r1, . . . , rH) can
be determined from WC :

ri = argmaxvi

∏
j 6=i

P (vi|vj) (1)

This phase is referred as Root Selection (RS) in Fig.2.
A weight ψij can be defined as a degree of probabilistic
correlation between AR pairs: ψij = P (ri, rj). We define
an aggregate as a word vs having a high probabilistic depen-
dency with an aggregate root ri. Such a dependency can be
expressed through the probabilistic weight ρis = P (ri|vs).
Therefore, for each aggregate root, a set of aggregates can
be selected according to higher ρis values. As a result
of the Root-Word level selection (RWL), an initial WWP
structure, composed by H aggregate roots (Rl) linked to
all possible aggregates (Wl), is obtained. An optimization
phase allows to neglect weakly related pairs according to a
fitness function discussed in [13]. Our algorithm, given the
number of aggregate roots H and the desired max number
of pairs as constraints, chooses the best parameter settings
τ and µ = (µ1, . . . , µH) defined as follows:

1) τ : the threshold that establishes the number of aggre-
gate root/aggregate root pairs. A relationship between
the aggregate root vi and aggregate root rj is relevant
if ψij ≥ τ .

2) µi: the threshold that establishes, for each aggregate
root i, the number of aggregate root/word pairs. A
relationship between the word vs and the aggregate
root ri is relevant if ρis ≥ µi.

Note that a WWP structure can be suitably represented as
a graph g of terms (Fig. 3). Such a graph is made of several
clusters, each containing a set of words vs (aggregates)
related to an aggregate root (ri), the centroid of the cluster.

Fig. 2. Proposed feature extraction method. A WWP g structure is extracted
from a corpus of training documents.

Fig. 3. Graphical representation of a WWP structure.

Aggregate roots can be also linked together building a
centroids subgraph.

B. Ontology Refinement

The main goal of such a Component is to transform, for
each topic, the WWP graphs into a terminological ontology,
in order to represent and manage the knowledge coming
from the document corpus in a more effective way. In the
following, we will introduce some preliminary definitions
and describe an algorithm for automatically building the
described ontologies.

We first introduce the concept of a Semantic Node (w), as
a triple w=〈s,REL, t〉, s being the code of a given vocabu-
lary synset, REL is the set of references to the other nodes
and t the related concept label. A Local Terminological On-
tology is a particular graph data structure T =< w∗,W >,
w∗ being the aggregate root node and W the set of the
other semantic nodes. A Domain Terminological Ontology
is a particular graph data structure T =< W ∗,W >, W ∗

being set of the aggregate root nodes for a given semantic
domain/topic and W the set of the other semantic nodes.

If we consider only is a relationships among concepts,
each semantic node is characterized by a single IS A refer-
ence to the ancestor node and vice-versa, while a termino-
logical ontology corresponds to a concepts taxonomy.

Algorithm 1 allows to build the local terminological
ontology constituted by the taxonomy of discovered concepts
for a single topic and for a given aggregate root node
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and by a set of generic relationships among the root node
and other semantic nodes, using WordNet as general lexical
vocabulary. The algorithm has in input the WWP graph and
in particular considers the aggregate root node and a set of
aggregated words (we also consider words containing the
aggregated words) for a given topic/domain. In a first phase,
the common hypernyms between the aggregate root node
and aggregated words are determined and eventually added
to the ontology as semantic nodes if they are semantically
similar to the root node. In a second phase, ontology is
updated by computing the correct IS A relationships among
the concepts, corresponding to the ancestor and leave nodes.

The following functions are exploited by the algorithm.

• find synset(t,WN ) - returns all possible WordNet
synsets for a generic word t.

• add vector(v1t ,v2t ) - adds a list of words to a vector of
words.

• find composite words(t,WN ) - returns the set of the
words that contain a given word t in the WordNet
database.

• find minimum common hypernym(s,S,WN ) - re-
turns the minimum common ancestor with the related
synset between a sysnset s and a set of synset S in the
WordNet hierarchy.

• add ontology(w,T ) - adds a new node w to the taxon-
omy T and links the node with the related ancestor.

• exists(w,T ) - returns true if a node with the same synset
is already contained in the ontology T .

• collapse(vt,WN ) - modifies a vector of words collaps-
ing the synonymous words in a unique term.

• leaves ontology(T ) - returns the leaf words in the
ontology T .

• ancestors ontology(T ) - returns the ancestor words in
the ontology T .

• is parent(si,sj ,WN ) - returns trues if the synset sj is
an ancestor of sysnet si in the WordNet hieararchy.

• update ontology(wold,wnew,T ) - updates a node in the
ontology T .

• ordering (v,WN ) - performs and ordering of a vector
of words on the base of the depth in the WordNet
hierarchy.

• semantic distance (si,sj ,D) - computes a semantic
distance between two synsets using the Wu & Palmer
metric [29] based on a domain specific dictionary D.

Eventually, generic relationships, whose semantics cannot
be retrieved as IS A relation in the WordNet vocabulary, are
instantiated between root and aggregated nodes that appear
in the concepts’ taxonomy.

The previous algorithm is then iteratively repeated for
each aggregate word in the considered domain and the ob-
tained local ontologies are opportunely aligned and merged
in a single domain terminological ontology, exploiting
ontology-mapping techniques [6].
Figure 4 reports an example of terminological ontology (i.e.,
taxonomy of concepts with the related WordNet Synsets)

Algorithm 1 Local Terminological Ontology Building
Input: vt = [t1, t2, . . . , tn], a vector of aggregated words;
〈t̂, ŝ〉, the considered aggregate root node with the related
synset ŝ, γ a given threshold.
Output: T , a Terminological Ontology.
Computing of the composite words that contain the input
words
for k = 1→ n do
ṽt=find composite words(vt[k],WN );
add vector(vt,ṽt);

end for
Computing of the common ancestors
for i = 1→ m do
vs=find synset(vt[i]);
〈t∗, s∗〉= find minimum common hypernym(vs[i],
ŝ,WN );
if (t∗ <> Entity ∧ semantic distance(s∗,ŝ)≤ γ)
then
w∗=〈s∗, NULL, t∗〉;
if (!exists(w∗,T )) then

add ontology(w∗,T );
end if
ŵ=〈ŝ, relISA

(w∗), t̂〉;
if (!exists(ŵ,T )) then

add ontology(ŵ,T );
end if
wt=〈vs[i], relISA

(w∗), vt[i]〉;
if (!exists(wt,T )) then

add ontology(wt,T );
end if

end if
end for
Updating of the ontology
vaw=ancestors ontology(T );
ordering(vaw,WN );
for i = 1→ length(vaw)− 1 do

for j = i+ 1→ length(vaw) do
if (is parent(vaw[i].s, vaw[j].s,WN )) then

update ontology(vaw[i],
〈vaw[i].s, relISA

(vaw[j]), vaw[i].t〉,T );
end if

end for
end for
vlw=leaves ontology(T );
ordering(vlw,WN );
for i = 1→ length(vlw)− 1 do

for j = i+ 1→ length(vlw) do
if (is parent(vlw[i].s, vlw[j].s,WN )) then

update ontology(vlw[i],
〈vlw[i].s, relISA

(vlw[j]), vlw[i].t〉,T );
end if

end for
end for

199



Fig. 4. An example of terminological ontology.

obtained by the algorithm application considering as root
concept airport and as aggregated concepts metal detector,
airline, JFK, Dulles. The relationships marked with broken
line are generic relations, the other ones correspond to IS A
relationships.

IV. PRELIMINARY EXPERIMENTAL RESULTS

Evaluating the “quality” of an ontology is an important
issue both for ontology delevopers and for final users: this
task allows to compare different ontologies describing the
same domain in order to choose the more suitable one for a
given application.
The dataset from TREC-8 1 collections (minus the Con-
gressional Record) was used for performance evaluation.
It contains about 520,000 news documents on 50 topics
(no.401-450) and relevance judgements for the topics. Word
stopping and word stemming with single keyword indexing
were performed before building WWP.
In particular, we have selected for the experiments a subset
of TREC documents related to the following topics:
• osteoporosis (21 documents),
• cosmic events (18 documents),
• tropical storms (118 documents),
• airport security (123 documents),
• heroic acts (94 documents),
• robotic technology (130 documents),
• UV damage, eyes (50 documents),
• creativity (75 documents),
• counterfeiting money (162 documents),
• drugs, Golden Triangle (136 documents).
For each topic, our system produced a terminological

ontology: we have thus asked a set of users’ groups to
generate ontologies containing the concepts returned by
the Concept Extraction component. The users have been
grouped on the base of their expertise in the domain topics
(namely high, low and medium experts). Each group was
formed by about 10 students, for a total of about 200 users
involved in the experimental process.

1http://trec.nist.gov/

In particular, we have evaluated the effectiveness of our
generated terminological ontologies with respect to humans
on the base of the following several criteria: Class Match
Measure (CMM), DEnsity measure (DEM), Semantic Simi-
larity Measure (SMM), BEtweenness Measure (BEM) as in
[1].

The Class Match Measure is meant to evaluate the “cov-
erage” of an ontology for the given search terms. This
measure evaluates class instances (high-level nodes in our
case) in each ontology having labels matching a search
term either exactly (node label identical to search term) or
partially (node label contains the search term). An ontology
that contains all search terms will obviously score higher
than others, and exact matches are considered better than
partial matches. The CMM can be obtained by the following
equation:

CMM(O, T ) = α·
∑

c∈C(O)

∑
t∈T

I(c, t)+β ·
∑

c∈C(O)

∑
t∈T

J(c, t)

(2)
where: O is the assigned ontology, C(O) is the set of the
high level nodes, T is the set of search terms, and I(c, t)
and J(c, t) are two binary functions that return 1 in the
case of a generic concept c of the ontology matching or
containing a search term t respectively, 0 otherwise. For what
the CMM metric computation concerns, for each topic we
used as search terms the query keywords provided by TREC.

The DEnsity Measure is a metric that tries to measure the
“representational density” or “informative content” of classes
and consequently the level of knowledge detail. Density
calculations are currently limited to the numbers of relations,
subclasses, superclasses, and siblings for the different high-
level nodes. We dropped the number of instances from this
measure as this might skew the results unfairly towards
populated ontologies which may not necessarily reflect the
quality of the schema. The DEM can be obtained by the
following equation:

DEM(O) =
1

n
·

n∑
i=1

rel(ci) + sup(ci) + sub(ci) + sibl(ci)

M

(3)
where: O is the assigned ontology, n is the number of
matched high-level nodes respect to the search terms in
the ontology, M is a normalization factor, rel(c), sup(c),
sub(c), sibl(c) are apposite functions returning the number
of relations, subclasses, superclasses, and siblings, respec-
tively, of a generic concepts ci.

The Semantic Similarity Measure calculates how close the
classes that matches the search terms are in an ontology.
The motivation for this is that ontologies whose position
concepts further away from each other are less likely to
represent the knowledge in a coherent and compact manner.
The SSM formula used here is based on the Rada Shortest
Path measure. SSM is measured from the minimum number
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of links that connects a pair of concepts. The SMM can be
obtained by the following equation:

SSM(O) =
1

m
·

∑
c,cj∈C(O)

sim(ci, cj) (4)

where: O is the assigned ontology, m is the number of
matchings for matched classes respect to the search terms
in the ontology, sim(ci, cj) is an apposite function returning
the similarity (computing by the Rada measure) between two
connected concepts ci, cj .

The BEtweenness Measure calculates the number of the
shortest paths that pass through each couple of matched
high-level nodes (betweenness) in the ontology. The nodes
occurring on many shortest paths among other nodes have
higher betweenness value than others. The assumption is
that if a class instance has a high betweenness value in
an ontology then this node is central to that ontology.
Ontologies where those classes are more central will receive
a higher score. The BEM can be obtained by the following
equation:

BEM(O) =
1

n
·

n∑
k=1

∑
ci 6=cj

σcicj (ck)

σcicj
(5)

where: O is the assigned ontology, n the number of matched
high-level nodes respect to the search terms in the ontology,
σcicj and σcicj (ck) are apposite functions returning the
shortest path from ci to cj and the number of shortest
paths from ci to cj that passes through a generic concept
ck respectively.

As we can see from Figure 5, our ontology has a quality
index very close to that of an ontology generated by experts
on the considered domain.
Finally, we measured the times of building a terminological
ontology depending on the number of input documents for
each topic 2. We observed that the drugs, Golden Triangle
ontology, built from 136 documents, requires less than 30
seconds for its complete building, thus ensuring enough
scalability on more large data set.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we presented an ontology learning and pop-
ulation technique that exploit both statistical and semantic
methodologies for generating terminological ontologies for
a given semantic domain. The reported experimental results
demonstrated the effectiveness of the proposed system in
terms of goodness and quality of produced ontologies with
respect to the ones manually generated by experts or less
humans on the considered domain. Thus, the automatic
generated ontologies can be suitably used topic for different
application such as semantic-based retrieval, topic detection
and tracking, sentiment analysis and so on.

2we use a Linux Ubuntu platform running on a 8GB RAM single CPU
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Abstract—Academic learning network is consisted of multiple 
knowledge organizations and knowledge workers. The degree 
of relationship can be derived from the interaction within them. 
In this paper, we propose a formal ownership model to 
decribe the interactions within academic learning network and 
further provide an evaulation process to quantify the degree of 
relationship. Proposed approach is also integrated with 
realistic social platform SMNET. 
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I.  INTRODUCTION  

The analysis of social-network relationships becomes a critical 
issue in recent years. People build their own network and 
connect to others by sharing their life (e.g. Photos, Videos, 
Articles, etc…) on specific platforms. (e.g. Google+, 
Facebook, etc…). These platforms analyse the information 
provided by users and further discover potential relationships 
among users. Numerous approaches including graph theory, 
information retrieval or machine learning techniques are used 
to evaluate the relationships among users and groups in 
conventional social-networks. Such relationships will also be 
significant metrics for commercial purpose (e.g. in 
advertisement and in recommendation systems). 
 
An academic learning network can be considered as another 
type of social network. An academic learning network consists 
of knowledge workers and knowledge organizations. 
Workers/Organizations publish/upload their papers, 
view/download others’ publications. Workers can cooperate 
with others in an organization for the same research goal or 
compete with other research organization. However, there are 
few discussions about how to model and analyse these 
intellectual relationships among different academic 
organizations. 
 
In this paper, we propose a formal model to describe the 
intellectual relationships of completed academic network. 
Combined with existed social graph platform, the relationships 
within different people/groups in academic network can be 
visualized and further provide more information about 
academic social network. 
 
Our main contributions consist of three parts: 
 

1. Propose a formal ownership model to describe 
completed academic networks. 

2. Combine with social graph to visualize intellectual 
relationships. 

3. Provide significant and flexible characteristic 
matrices to evaluate relationships without using 
sophisticated algorithm. 

 
The intellectual relationships would allow us to minimally 
recognize who are the collaborators and who are the 
competitors in an academic learning network.  Slow 
Intelligence principles [2] can then be applied so that the 
academic learning network can achieve its goals. 
 
The paper is organized as follows:  In Section 2 we present the 
ownership model in academic learning network. The social 
graph will be presented in Section 3. 

II. RELATED WORK 

Social network analysis use different metrics (measure) as a 
reference for evaluating the relationships within various 
individuals in social network, e.g. Centrality, degree and 
closeness [6]. Most of these metrics are based on the situation 
of nodes and link in social network and then using graph 
theory to analyze the relationships. In proposed model, in 
addition to above static metrics, we further consider various 
dynamic actions within different situations in academic 
learning network.  
 
Some analysis software like UCInet [9] helps research to 
explore various size of social network with visualization and 
further investigation. Our ownership model is applied in a 
realistic academic learning network SMNET [4], SMNET 
integrated with Intellectual Property Rights model (IPR) 
model to formalize an institutional aggregator for metadata 
and content. In addition to traditional social graph, SMENT 
can represent hierarchical level in academic learning network, 
from individual worker to academic organization Users can 
describe their network with our formal descriptions, and 
upload their contents to the academic learning network, the 
content could be academic publications, technical reports the 
completed social graph can be generated automatically.  
 
Relationships evaluation in academic learning network. Many 
researches [7,8] use bibliometric approach like citation and co-
citation analysis to estimate the relationships in the network,  
the result can be used for finding strategic alliance or 
identifying the structure of invisible colleges. Our formal 
model also can include citation and co-citation metrics, since 
the source of above two metrics can be obtained by 
“references” part in a publication. Furthermore, out model can 
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evaluate the degree of cooperative and competitive in 
academic learning network.   

III. OWNERSHIP MODEL 

In this section, we first introduce the concept of academic 
learning network. Then we present the definition of proposed 
ownership model and demonstrate a completed academic 
network with proposed ownership model. 

A. Academic Leaning Network 

Fig. 1 shows an example of academic learning network. 
Knowledge workers (KW1 and KW2) publish their academic 
papers (P1 to P3) or view/download academic paper from 
others’ publications (KW3). A knowledge organization (KO1) 
can have multiple knowledge workers (KW1 and KW2). 
Workers have the ownership of their publications and workers 
can configure specific permission for their publications. There 
will be some actions and relationships within different objects. 
The academic learning network will be established through 
multiple objects and their interaction. 

 

B. Formal Descriptions 

Here we introduce our ownership model. DISIT[1] defines a 
set of formal definition for Intellectual Property Right (IPR) 
model. We construct our model based upon their definition 
and further provide a light-weighted but sufficient model for 
academic learning network. It is a flexible model because all 
the parameters in ownership model can be configured 
according to the requirement. The sets for the ownership 
models are defined as follows: 
 

i. Basic Attributes 
 

 WID := {WID1…WIDn} is the set of worker IDs, each 
knowledge worker has its unique ID as its identification.  

 OID := {OID1…OIDn}is the set of organization IDs, 
each organization has its unique ID as its identification. 

 PID := {PID1…PIDn}is the set of publications IDs, each 
publication has its unique ID as its identification. 

 Description := { keywords, abstract …}is the set of 
publication descriptions. 

 ContentKind := { journal, conference, workshop…} is 
the set of publication categories. 

 Right := {publish, viewAll, viewPartial, download,…} is 
the set of actions of workers/organizations. 

 UserKind := {author, lab member,…} is the set of user 
kinds. 

 Permission := {ContentKind X Right X UserKind} is the 
set of permission depend on ContentKind and  UserKind 
to map corresponding action rights. 

 Access History := {Who, When, What, Frequency} is 
the set of access history of each publication. 

 Relationship := {author, member, leader… } is set of 
relationships within workers, organizations and 
publications. 

 
ii. Filter Functions 

 
To represent the ownership in academic learning network 
precisely, we further propose filter functions to achieve 
permission purpose. Knowledge workers will configure the 
permission constraints of each publication according to 
ContentKind and UserKind of publication. Every non-author 
must access publication through corresponding filter. The 
representation of filter function as follows: 

WIDi .permission(PIDj ),i, j int  

, which means the permission for workeri’s publicationj and 
filter function will return corresponding Right to requesters. 

IV. SOCIAL GRAPH 

The formal definitions described above helps us to model our 
knowledge workers, organizations publications and  filter. Now 
we further analyze the relationships within these participants 
in academic learning network. We consider 
workers/organizations/publications/filter in academic learning 
network as individual objects (Nodes) and the relationships 
within these participants can be represented by the links 
connecting the nodes. With this visualization, we can quantify 
the features in graph, e.g. the number of node, the number of 
link to evaluate the relationship within participants in an 
academic learning network.  

A. Object Representation 

Each object is comprised of various attributes. We visualize 
these objects with social graph concept introduced in [1]. 
Table 1 lists all visual icons we use in academic learning 
networks, the detailed explanations are in the following 
sections. 

Table 1 Visual icons for Social Graph 
Name Graph Attributes 

Knowledge Worker 

 

{WID, OID, PID, 
Permission, Filters}  

Knowledge 
Organization 

 

{WID, OID, Leader}

Publication 

 

{WID, PID, 
ContentKind, 
Description, 
Permission } 

Action 

 

{Right} 

Filter 

 

{WID, PID, 
Permission, 
ContentKind, 
UserKind} 

 

P1 

KW1

P2 

P3 

KW: Knowledge Worker 
KO: Knowledge Organization 

Pi: ith publication 

KW2

KW3

Publish 

Publish 

Publish 

Download 

Figure 1 A sketch of academic learning network
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Relationship 

 

{Relationship} 

 

i. Knowledge Worker 

A knowledge worker object includes its unique ID (WID) and 
their publication ID (PID) in academic learning network. 
Workers configure filters for their publications with specific 
permission to control the access right of a publication. 

ii. Knowledge Organization 

An organization comprises multiple members (e.g. Professors 
and Students in a University). Knowledge organization object 
includes its unique ID (OID) and knowledge workers (WID) 
in this organization. Each organization will be hosted by a 
leader. Leader will manage the relationships within members 
in the same organization.  

iii. Publication 

A publication object consists of its unique ID (PID), authors’ 
ID (WID), type (ContentKind) and the description about this 
publication. 

iv. Action 

Actions in academic learning network are defined in Right in 
our ownership model, which means the actions to access 

publications. Actions we use here are download, viewAll and 
viewPartial. 

v. Filter 

A filter controls the access rights for a publication, the 
permission constraints are configured by author. In academic 
learning network, every publication should be access through 
its filter except its author. 

vi. Relationship 

There are at least three kinds of relationships in academic 
learning network: 
1. Workers/Organizations V.S. Workers/Organizations 

Workers and organizations in networks have some 
relationships with others. E.g. Colleague, members in 
same organization. 

2. Workers V.S. Publications 
Workers have relationship with publications. E.g. 
Author, Co-Author. 

3. Publication V.S. Publications 
There exist some relationships within publications. E.g. 
Reference. 

 
B. Academic Learning Network with Social Graph 
 
With above social graph, now we explain how to combine our 
ownership model with social graph to establish an academic 
learning network. Fig. 2 depicts a simple academic learning 

WID:{“Mike”} 
PID:{“P1”, “P3”} 
… 

P1 

View 

Author 

PartialView

Filter1 (Mike.permission(P1))

G

Leader

Author

P3 

Member

Co-Author

WID:{“Mike”, “Jack”} 
PID:{“P3”} 
Description:{…} 

OID:{“G”} 
Leader:{“Mike”} 
WID:{“Mike”, “Jack”} 

WID:{“Ben”} 
PID:{“P5”} 

…

Filter1 (Mike.permission(P1))

WID:{“Mike”} 
PID:{“P1”} 
Description:{…} 

WID:{“Jack”} 
PID:{“P3”} 
… 

Download 

Figure 2 Academic Learning Network with Social Graph
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network with our social graph. We will go through this graph 
to explain our idea in detail. 

i. Sub-Graph   
 
Each knowledge worker can be represented by a sub-graph. In 
Fig. 2, Mike is a knowledge worker and he has a publication 
P1. Hence, the object Mike has attributes: WID:{Mike} and 
PID:{“P1”, “P3”}. Each publication object also has their 
attributes, e.g. WID, PID and Descriptions, the relationship 
between authors and their publication are represented with 
Author relationship graphs. According to defaulted rule in our 
ownership model, authors can directly access their 
publications without filter, so Mike can perform an action 
View to his publication P1. Mike also sets a filter1 for P1, Any 
non-author have to access P1 through filter1, and the 
permission of filter1 depends on the ContentKind of P1 and the 
UserKind of accessors.  
 

ii. The connection within sub-graphs 
 
In addition to the representation of individual knowledge 
worker, there will be some connections within different 
knowledge workers (sub-graphs), the connections can be 
categorized into three types: 
1.  Relationship link:  

Workers cooperative with each other. 
2. Filter-action link: 

One want to access the publication of others. 
3. Group link: 
       Workers in the same knowledge organization. 

 
In Fig. 2, Mike and Jack are in the same knowledge 
organization G, and Mike is the leader in G, so there are two 
relationship graphs Leader and Member links <Leader, 
Member> within Mike, Jack and G, this connection is called 
Group link. Mike has one cooperative publication P3 with Jack, 
so both Mike and Jack have Author and Co-Author 
relationships with P3, this connection is called Relationship 
link and we use <Author, Co-Author> to represent it. Now if 
Jack and Ben want to access P1, since both of them are not 
author of P1, the request will be checked by the filter Filter1 
configured by Mike. The permission here lets non-author 
knowledge worker can partially view P1. This connection is 
called Filter-action link and denoted with <Filter1, 
PartialView>.  
 

This social graph is flexible and can be expanded with 
arbitrary connections, in next section, we will introduce how to 
utilize the features in social graph to evaluate the relationships 
in academic learning network. 

V. RELATIONSHIP EVALUATION 

After establishing academic learning network with proposed 
social graph. Now we explain how to utilize our social graph 
to evaluate the relationship within academic learning networks. 
In this paper, we focus on the degree of cooperative and 
competitive relationship as our evaluation reference. Fig. 3 

shows a spectrum to represent our evaluation reference. Here 
we consider positive weight represent the degree of 
cooperative relationship and negative weight the degree of 
competitive relationship.  
 
 
 
 
 

A. Evaluation Metrics 

The matrices we use have two categories, baseline weight and 
link weight. The evaluation process will accumulate the 
weights from these two parts. 
 

i. Baseline Weight 
 
The baseline weight represents a base relationship within 
different knowledge workers in the academic learning network. 
Here we use the similarity in their publications’ description. 
Since we can obtain abstract and keyword information in their 
publications’ description. This information can give us an 
initial evaluation for knowledge workers in academic learning 
network. We choose the number of the same words in their 
descriptions as a reference. 
 
Baseline weight (BW<a,b>)  

= # of the same words in publications’ descriptions of 
KWa and KWb. 

    
ii. Link Weight (LW<a,b>) 

 
As we mentioned in previous section, the connections within 
knowledge workers are established with relationship link, 
filter-action link and group link. Hence, we can assign a 
specific weight to each link. The value can be configured 
according to different situations. Here we just propose some 
examples in our evaluation. 
 
 Weights for relationship link (Weight_RL<a,b>) 

 
The weight of relationship link depends on the type of 
relationship. In our ownership, the relationship within 
knowledge worker can be established through objects 
(cooperative publication) or knowledge organization 
(members, colleagues). We can assign different weights 
according to various relationship links. E.g. we can set the 
weight of <Author, CoAuthor> relationship link will larger 
than the weight of <Author, Advisor> relationship link. 
 

Weight_RL<a,b> 

 = 
n

i

 weight_relationshipi within KWa and KWb , 

i: Relationship in Typei 

 

 Weights for filter-action link (Weight_FL<a,b>) 
 

0 

Cooperative Competitive 

+ - 
Figure 3 The spectrum of relationship evaluation 
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The weight of filter-action link depends on the information 
in access history of publications. Since filter-action links 
will be established when non-author knowledge workers 
trying to access other knowledge workers’ publications, we 
can obtain these information from publications’ access 
history, e.g. number of download, view and accessed by 
who. Hence, we can use these information as a reference 
for evaluation. 

Weight_RL<a,b> = 
n

i

# of Actioni * weight_Actioni 

 Weights for group link (Weight_GL<a,b>) 
 

The weight of group link depends on the connection in a 
knowledge organization, since in a knowledge organization, 
there are various type of connections, e.g. <Leader, 
Member> or <Colleague, Colleague>, we can assign 
different weights to these connections.  

Weight_GL<a,b> = 
n

i

 connectioni within KWa and KWb 

in organization 
 

iii. Total Evaluation 
 
After defining baseline weight and link weight, we can 
evaluate the relationship within any knowledge worker. 
 

Weight_relationship(KWa, KWb) = BW<a,b> + LW<a,b> 

 

Note that all weights in our evaluation approach can be 
configured, the type of relationship link and the connection in 
an organization can also be extended for different academic 
learning network. 

B. An Example 

Now we demonstrate our evaluation approach with an 
example. Table 2 lists exemplary weights for different links. 
We use these weights to evaluate the relationship among 
knowledge workers as shown in Fig. 2. 
 

Table 2 Metrics for Links 
Category of Link Kind Weight 
Relationship Link <Author, Co-Author> +20 

<ViewPartial> -5 Filter-Action Link 
<Download> -10 

Group Link <Leader, Member> +5 

 
First, we evaluate the relationship between knowledge workers 
Mike and Jack. We assume their baseline weight (BW<Mike, Jack>) 
is a constant C, and there are three links connecting them 
together, relationship link <Author, Co-Author>, group link 
<Leader, Member> and filter-action link <Filter1, 
PartialView>. According to the formulae given in 4.1, the 
numeric relationship between Mike and Jack is: 
Weight_Relationship<Mike, Jack> :  
= BW + (Weight_RL+ Weight_FL+ Weight_GL) 
= C + (W<Author, Co-Author> + W<Filter1, PartialView> + W<Leader, Member>) 
= C + (20 + (-5) +5)  

= C + 20 
 

And then we evaluate the relationship between Mike and Ben.  
We also assume their baseline weight (BW<Mike, Ben>) is a 
constant C and there is a filter-action link < Filter1, Download 
>. According to the formula, the numeric relationship between 
Mike and Ben is: 
Weight_Relationship<Mike, Ben> :  
= BW + (Weight_FL) 
= C + (W<Filter1, Download>) 
= C + 10 

C. Analysis 

From above example, we can observe the relationship 
evaluation depends on the type of links and their user-defined 
parameters. In general case, we can consider the group link 
(static) and filter-action link (dynamic) will occupy the major 
part in relationship evaluation. Since the knowledge workers 
in the same knowledge organization, the probability of their 
cooperation will be increased. For an example, the relationship 
link within a group will be more positive (e.g. <Leader, 
Member>) than the relation link within different knowledge 
organization. Furthermore, if there are number of filter-action 
link between two knowledge workers, we should evaluate 
their relationship according to the dynamic actions.   

VI. CASE STUDY 

We apply our formal model into a realistic academic learning 
network – SMNET [4], developed by Dr. Paolo Nesi and 
DISIT Lab in Florence, Italy, as the test bed. In the following, 
we first explain the scenario of SMNET with a realistic case as 
an example 5. 

A. The SMNET Scenario 

Here we describe how to map our formal description to 
SMNET platform. Table 3 lists the mapping between SMENT 
metadata configuration and proposed formal description, once 
users provide their information, the corresponding social graph 
will be generated automatically. SMNET has versatile 
configuration to generate intent social network. Here we only 
list part of attributes that describing our academic learning 
network.  

Table 3 The mapping between SMNET and Formal Description 
SMNET Formal Description 
Title PID 
Creators {WID1, WID2,…} 
Descriptions { Keywords, Abstract …} 
Taxonomy Classification                  
->ContentKind 

ContentKind 

Group Section Permission 

 
Fig. 4 shows the scenario of using our ownership model with 
SMNET platform, when knowledge workers want to upload 
their publications, the information should be provided 
according to the format of Table 3. After filling publications' 
information, SMENT generates corresponding social graph, 
then the relationships within academic learning can be 
calculated. Fig. 5 shows the screen of the initial SMNET.
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Note that the filters and dynamic actions (View, Download,...) 
are invisible in SMNET social graph, so we use dotted line to 
represent it and all dynamic actions should be recorded in out 
access history. In Fig. 5, Mike, Ben and Jack (Knowledge 
Worker) are the members in Intellectual Network group 
(Knowledge Organization). Mike is the admin (Leader) and the 
creator (Author) of Publication A in Intellectual Network. Jack 
and Ben are cited names of Publication A (Co-authors).  As an 
author of Publication A, Mike set the permission of filter that 

only the member in Intellectual Network group can view 
Publication A. So John (Non-Intellectual network group 
member) cannot view publication A but Ben and Jack 
(Intellectual network group member) can view it. All dynamic 
actions will be recorded in access history of each publication 
for evaluating relationships. After obtaining social graph, the 
weights can then be computed.  Currently the weights are 
computed off-line.  In the next version, the weights 
computation will be included in SMNET.

 
Figure 5 Social Graph in SMNET 

 
 

 

KWs 

Upload Content 

Upload Content 

Upload Content 

SMNET Platform 

Social Graph 
Generation 

Figure 4 Scenario of SMNET Platform 
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VII. CONCLUSION & FUTURE WORK 

Academic learning network can be seen as a subset of social 
network, but there are few specific approaches to clearly 
define it and analysis the relationships in it with low-cost 
algorithm. 
In this paper, we propose a formal ownership model that 
capable to describe academic learning network and can be 
easily integrated with existed social network platform, the 
intelligent relationships within Knowledge 
Worker/Organization can be represented by social graph.  
 
With quantified metrics, the degree of relationship can be 
easily evaluated and further help us to analyze academic 
learning network. In addition to static factors in social network, 
we further consider various dynamic actions as our evaluation 
reference. 
 
More sophisticate relationship and evaluation metrics will be 
extended to measure more complex social network in the 
future. 
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Abstract— Presently, a very large number of public and private 

data sets are available around the local governments. In most 

cases, they are not semantically interoperable and a huge human 

effort is needed to create integrated ontologies and knowledge 

base for smart city. Smart City ontology is not yet standardized, 

and a lot of research work is needed to identify models that can 

easily support the data reconciliation, the management of the 

complexity and reasoning. In this paper, a system for data 

ingestion and reconciliation of smart cities related aspects as road 

graph, services available on the roads, traffic sensors etc., is 

proposed. The system allows managing a big volume of data 

coming from a variety of sources considering both static and 

dynamic data. These data are mapped to smart-city ontology and 

stored into an RDF-Store where they are available for 

applications via SPARQL queries to provide new services to the 

users. The paper presents the process adopted to produce the 

ontology and the knowledge base and the mechanisms adopted 

for the verification, reconciliation and validation. Some examples 

about the possible usage of the coherent knowledge base 

produced are also offered and are accessible from the RDF-Store 

and related services. The article also presented the work 

performed about reconciliation algorithms and their comparative 

assessment and selection.  

Keywords— Smart city, knowledge base construction, 

reconciliation, validation and verification of knowledge base, smart 

city ontology, linked open graph.  

I.  INTRODUCTION 

Despite the large work performed by Public 
Administrations (PAs) on producing open data they are not 
typically semantically interoperable and neither with the many 
private data. Open data coming from PA contains typically 
statistic information about the city (such as data on the 
population, accidents, flooding, votes, administrations, energy 
consumption, presences on museums, etc.), location of point of 
interests on the territory (including, museums, tourism 
attractions, restaurants, shops, hotels, etc.), major GOV 
services, ambient data, weather status and forecast, changes in 
traffic rules for maintenance interventions, etc. Moreover, a 
relevant role is covered in city by private data coming from 
mobility and transport such as those created by Intelligent 
Transportation Systems, ITS, for bus management, and 
solutions for managing and controlling parking areas, car and 
bike sharing, car flow, good delivering services, accesses on 
Restricted Traffic Zone (RTZ) etc. Both open and private data 
may include real time data such as the traffic flow measure, 
position of vehicles (buses, car/bike sharing, taxi, garbage 
collectors, delivering services, etc.), railway and train status, 
park areas status, and Bluetooth tracking systems for 

monitoring movements of cellular phones, ambient sensors, and 
TV cameras streams for security. Both PAs and mobility 
operators have large difficulties in elaborating and aggregating 
these data to provide new services, even if they could have a 
strong relevance in improving the citizens’ quality of life. 
Therefore, our cities are not so smart as they could be by 
exploiting a semantically interoperable knowledge base 
exploiting on these data. This condition is also present in highly 
active cities on open data publication such as Firenze, that is 
considered one of the top cities on Open Data. 

Therefore, the variability, complexity, variety, and size of 
these data, make the data process of ingestion and exploitation 
a “Big Data” problem as addressed in [2], [3]. The variety and 
variability of data can be due to the presence of several 
different formats, and to scarce (or non-existing) 
interoperability among semantics of the single fields and of the 
several data sets. In order to reduce the ingestion and 
integration cost, by optimizing services and exploiting 
integrated information at the needed quality level, a better 
interoperability and integration among systems is required [1], 
[2]. This problem can be partially solved by using specific 
reconciliation processes to make these data interoperable with 
other ingested and harvested data. The velocity of data is 
related to the frequency of data update, and it allows to 
distinguish static data from dynamic data: the first one are 
rarely updated, such as once per month/year, as opposed to the 
second one that are updated from once a day up to every minute 
or more. When these data models are analyzed and then 
processed to become semantically interoperable, they can be 
used to create a common knowledge base that can be feed by 
corresponding data instances (with static, quasi-static and real 
time data). This process may lead to create a large interoperable 
knowledge base that can be used to make queries for producing 
suggestions as well as, predictions, deductions, in the 
navigation or in the service access and usage.  

This scenario enables the creation of new services 
exploiting the accumulated knowledge for: delivering service 
predictions and tuning, deducing and predicting critical 
conditions, towards different actors: public administrations, 
mobility operators, commercials and point of interests and 
citizens. In this paper, the above mentioned complex process of 
knowledge base construction is described from: ontology 
creation to the data ingestion and knowledge base production 
and validation. The mentioned process also include processes 
of data analysis for ontology modeling, data mining, formal 
verification of inconsistencies and incompleteness to perform 
data reconciliation and integration. Among the several 
processes, the most critical aspects are related to the ontology 
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construction that can enable deduction and reasoning, and on 
the verification and validation of the obtained model and 
knowledge base.  

The paper is organized as follows. In Section II, the 
overview of the proposed ontology is presented together with 
the main problems underlined its construction, and the main 
macro classes. Section III describes the details associated to 
each macroclass of the proposed smart city ontology and the 
integration with other vocabulary. Section IV reports the 
general architecture adopted for processing Open Data and the 
motivations that constrained its definition.  In the same section, 
two services are presented that allow navigating in the 
knowledge base and can be used by non-data engineers. Section 
V presents the verification and validation process adopted for 
the knowledge base, and the results regarding the reconciliation 
precision and recall by using different kind of algorithms. 
Conclusions are drawn in Section VI.   

II. ONTOLOGY MAIN ELEMENTS 

In order to create an ontology for Smart City services, a 
large number of data sets have been analyzed to see in detail 
each single data elements of each single data set with the aim of 
modeling and establishing the needed relationships among 
element, thus making a general data set semantically 
interoperable (e.g., associating the street names with 
toponimous coding, resolving ambiguities). The work 
performed started from the data sets available in the Florence 
and Tuscany area. In total the whole data sets are more than 
800 data sets. At regional level, Tuscany Region provided a set 
of open data into the MIIC (Mobility Integration Information 
Center of the Tuscany Region), and provide integrated and 
detailed geographic information reporting each single street in 
Tuscany (about 137,745), and the locations of a large part of 
civic numbers, for a total of 1,432,223 (a wider integration 
could be performed integrating also Google maps and 
Yellow/white pages). From the MIIC, it is possible to recover 
information regarding streets, car parks, traffic flow, bus 
timeline, etc. While from Florence municipality, real time data 
such as those from the RTZ about car passages, tram lines on 
the maps, bus stops, bus tickets, statistics on accidents, 
ordinances and resolutions, numbers of arrivals in the city, 
number of vehicles per year, etc., can be obtained. From the 
other open data, points of interest (POI) can be recovered as 
position and information related to: museums, monuments, 
theaters, libraries, banks, express couriers, police, firefighters, 
restaurants, pubs, bars, pharmacies, airports, schools, 
universities, sports facilities, hospitals, emergency rooms, 
government offices, hotels and many other categories, 
including weather forecast by LAMMA consortium. In addition 
to these data sets, those coming from the mobility and transport 
operators have been collected as well.  

The analysis of the above mentioned data sets allowed us to 
create an integrated ontological model presenting 7 main areas 
of macroclasses as depicted in Figure 1. 

Administration: includes classes related to the structuring 
of the general public administrations, namely PA, and its 
specifications, Municipality, Province and Region; also 
includes the class Resolution, which represents the ordinance 

resolutions issued by each administration that may change the 
traffic stream. 

Street-guide: formed by entities as Road, Node, 
RoadElement, AdministrativeRoad, Milestone, StreetNumber, 
RoadLink, Junction, Entry, and EntryRule Maneuver, it is used 
to represent the entire road system of Tuscany, including the 
permitted maneuvers and the rules of access to the RTZ. The 
street model is very complex since it may model from single 
streets to areas, different kinds of crosses and superhighways, 
etc. In this case, OTN (Ontology for Transport Network) 
vocabulary has been exploited to model traffic [4] that is more 
or less a direct encoding of GDF (Geographic Data Files) in 
OWL.  

 

Figure 1 - Ontology Macro-Classes and their connections  

Point of Interest (POI): includes all services, activities, 
which may be useful to the citizen and who may have the need 
to “search-for” and to “arrive-at”. The classification of 
individual services and activities is based on main and 
secondary categories planned at regional level. In addition, this 
macro segment of the ontology may take advantage of reusing 
Good Relation model of the commercial offers

1
. 

Local public transport: includes the data related to major 
LPT (Local Public Transport, in italian: TPL, Transport Public 
Local) companies scheduled times, the rail graph, and data 
relating to real time passage at bus stops. Therefore, this 
macroclass is formed by classes PublicTransportLine, Ride, 
Route, AVMRecord, RouteSection, BusStopForeast, Lot, 
BusStop, RouteLink, RouteJunction. (where AVM means 
Automatic Vehicle Monitoring). 

Sensors: macroclass concerns data from sensors: ambient, 
weather, traffic flow, pollution, etc. Currently, data collected by 
various sensors installed along some streets of Florence and 
surrounding areas, and those relating to free places in the main 
car parks of the region, have been integrated in the ontology. 
Some of the sensors can be located on moving vehicles such as 

                                                           
1
 http://www.heppnetz.de/projects/goodrelations/  
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those on busses, car sharing, bike sharing, and on citizens 
mobiles, etc.   

Temporal: macroclass that puts concepts related to time 
(time intervals and instants) into the ontology, so that associate 
a timeline to the events recorded and is possible to make 
forecasts. It takes advantage from time ontologies such as 
OWL-Time [5].  

Metadata: This group of entities represent the collection of 
metadata associated with the data sets, and their status 
conditions. If they have been ingested and integrated into the 
RDF store index, data of ingestion and update, licenses 
information, versioning, etc. In the case of problems with a 
certain set of triples or attributes, it is possible to recover the 
data sets that have generated them, when and how.  

The ontology reuses the following vocabularies: dcterms: 
set of properties and classes maintained by the Dublin Core 
Metadata Initiative; foaf: dedicated to the description of the 
relations between people or groups; vCard: for a description of 
people and organizations; wgs84_pos: vocabulary representing 
latitude and longitude, with the WGS84 Datum, of geo-objects. 
The present RDF store and indexing engine OWLIM allows to 
perform geographic queries, for example to identify the POI 
which are closer than a given distant with respect to a specific 
GPS position. To this end, a specific index is built during RDF 
store indexing. 

III. SMART-CITY ONTOLOGY DETAILS 

A. Administration Macroclasss  

The Administration Macroclass is structured in order to 
represent the Italian public administration hierarchy: each 
region is divided into several provinces, within which the 
territory is divided into municipalities. Moreover each PA, 
during its mandate, can produce resolutions and publish 
statistics. To represent this situations the SmartCity Ontology 
has, as main class of Administration Macroclass, the class PA, 
which has been defined as a subclass of foaf:Organization, link 
that helps to assign a clear meaning to this class. The three 
subclasses of PA, i.e. Region, Province and Municipality are 
automatically defined according to the restriction on some 
ObjectProperties: for example, the class Region is defined as a 
restriction of the class PA on ObjectProperty hasProvince, so 
that only the PA that possess provinces, can be classified as 
Regions. Class PA is connected to class Resolution through the 
ObjectProperty hasApprovedPA, that has its inverse property, 
hasResolution. Statistical data related to both various 
municipalities in the region and to each street, are represented 
by a unique class StatisticalData, shared by macroclasses 
Administration and Street Guide: as we will see also in the next 
subsection, class StatisticalData is connected to both classes 
PA and Road through ObjectProperty hasStatistic. 

B. Street-guide Macroclass 

At regional level, the entire roads system in Tuscany, from 
an administrative point of view, is seen as a set of 
administrative extensions or administrative roads, while from 
the citizen' point of view, it is composed by a set of roads. Each 
administrative road represents the administrative division of the 
roads, based on which PA have to manage them. Both 

administrative roads and roads are formed by a variable number 
of road elements, each of which starts and ends in a unique 
node. Each road element, in turn, is formed by a set of sections 
separated by an initial junction and a final junction, which 
allow to delineate the exact broken line that represents each 
road element. Placed on the various roads there are street 
numbers, each of which always corresponds to at least one 
entry; in some cases there are two entrances which corresponds 
to a single street number, i.e. the outer gate and the front door. 
With regard to road circulation, access rules and maneuvers are 
defined: the first one defines access restrictions to each road 
element, the second one, instead, are mandatory turning 
maneuvers, priority or forbidden, which are described by 
indicating the order of road elements involving.  

Another element present into the Tuscany road system is 
the milestone, which represents the kilometer stones that are 
placed along the administrative roads, that is, the elements that 
identify the precise value of the mileage at that point. 

The situation described above has been modeled into the 
Smart City Ontology, choosing as the main class of Street 
Guide macroclass, the RoadElement class, which is defined as a 
subclass of the corresponding element in the OTN Ontology 
(see Figure 2), that is Road_Element. Each road element is 
delimited by a start node and an end node, detectable by the 
ObjectProperties startsAtNode and endsAtNode, which connect 
elements of the class in question to the class Node, subclass of 
the same name class OTN:Node, belonging to ontology OTN. 
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Figure 2 - The Street-guide Macro class 

The class Node has been defined with a restriction on 
DataProperty geo:lat and geo:long, two properties inherited 
from the definition of the class Node as subclass of 
geo:SpatialThing belonging to ontology Geo wgs84 [7]: in fact, 
each node can be associated with only one pair of coordinates 
in space, and a node without these values cannot exist. The 
class Road is defined as a subclass of the corresponding class in 
the OTN Ontology, i.e., the homonymous class Road, with a 
cardinality restriction on ObjectProperty containsElement, 
since a road that does not contain at least one road element, 
cannot exist. Also the class AdministrativeRoad is connected to 
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class RoadElement through two inverse ObjectProperties 
hasRoadElement and formAdminRoad, while it is connected 
with only one ObjectProperty, coincideWith, to the class Road. 
In order to better clarify the relationship that exists between 
classes Road, AdministrativeRoad and RoadElement: a Road's 
instance can be connected to multiple instances of class 
AdministrativeRoad (e.g., if a road crosses the border between 
two provinces), but the opposite is also true (e.g., when a road 
crosses a provincial town center and it assumes different 
names), i.e., there is a N:M relationship between these two 
classes. On each road element, it is possible to define access 
restrictions, identified by class EntryRule, which is connected 
to class RoadElement through 2 inverse ObjectProperties, i.e., 
hasRule and accessToElement. The class Maneuver and class 
EntryRule are connected by ObjectProperty hasManeuver. 
Moreover, we verified that only in rare cases maneuvers 
involving three different road elements, to represent the 
relationship between classes Maneuver and RoadElement, three 
ObjectProperties were defined: hasFirstElem, hasSecondElem 
and hasThirdElem. In addition to the ObjectProperty that binds 
a maneuver to the junction that is interested, that is, 
concerningNode (because a maneuver takes place always in 
proximity of a node). Each instance of Milestone class must be 
associated with a single instance of AdministrativeRoad, and it 
is therefore defined a cardinality restriction equal to 1. 
Associated with ObjectProperty isInElement; also class 
Milestone is defined as subclass of geo:SpatialThing, in this 
case the presence of coordinates is not mandatory, to be capable 
to model entities that does not present those data. Thanks to the 
owned data, classes StreetNumber and Entry were defined: the 
connection of class StreetNumber  to class Road, is possible 
respectively through the ObjectProperties hasStreetNumber and 
belongToRoad. The relationship between classes Entry and 
StreetNumber, is also defined by the two ObjectProperties, 
hasInternalAccess and hasExternalAccess. The class Entry is 
defined as a subclass of geo:SpatialThing, and it is possible to 
associate a maximum of one pair of coordinates geo:lat and 
geo:long with each instance. The Street-guide macroclass is 
connected to the Administration macroclass through two 
different ObjectProperties -- i.e., OwnerAuthority and 
managingAuthority, which represent respectively the public 
administration which owns an AdministrativeRoad, or public 
administration that manages a RoadElement. Thanks to the 
processing of KMZ files (Keyhole Markup Language file and 
zero or more supporting files packaged in a ZIP file), is 
possible to retrieve the set of coordinates that define the broken 
line of each RoadElement. Each of these points is added to the 
ontology as an instance of class Junction (defined as a subclass 
of geo:SpatialThing, with compulsory single pair of 
coordinates). Each small segment between two instances of 
Junction class is instead an instance of class RoadLink, which is 
defined by a restriction on the ObjectProperties ending and 
starting, which connect the two mentioned classes. RoadLink 
and Juctions are in total about 20 million of triples. 

C. Point of Interest Macroclass 

This macroclass allows to represent services to the citizens, 
points of interest, businesses activities, tourist attractions, and 
anything else can be located thanks to a pair of coordinates on a 
map. Each type of element has been defined starting from the 

categories defined by the Tuscany Region taxonomy of 
categories, including: Accommodation, GovernmentOffice, 
TourismService, TransferService, CulturalActivity, 
FinancialService, Shopping, Healthcare, Education, 
Entertainment, Emergency and WineAndFood. 

It is easy to understand that the main class of the Point of 
Interest Macroclass is a generic class Service for which the 
subclasses above listened have been identified thanks to the 
value assigned to ObjectProperty serviceCategory. 

The class Accommodation for example, was defined as a 
restriction of the class Service on ObjectProperty 
serviceCategory, which must take one of the following values: 
tourist_resort, hotel, tourist_home, rest_home, 
religiuos_guest_house, bed_and_breakfast, hostel, 
summer_residence, vacation_resort, farmhouse, 
day_care_center, camping, historic_residence, mountain_dew. 

We have also defined DataProperty ATECOcode, i.e. 
ATECO is the ISTAT (national institute for statistics in Italy, 
www.istat.it) code for the classification of economic activities, 
which could be used in future as a filter to define the various 
services subclasses, in place of the categories proposed by the 
Tuscany Region, in order to make more precise research of the 
various types of services. Thanks to the class Service the 
macroclasses Point of Interest and Street guides can be 
connected by exploiting ObjectProperty hasAccess, with which 
a service can be connected to only one external access, 
corresponding to the road and the street number of the service 
location. If this association is not possible (because of lack of 
information, missing street number, etc..), the connection 
between the same two macroclasses listed above, is realized 
through the ObjectProperty isInRoad, that connects an instance 
of the class Service to an instance of the class Road. In order to 
use at least one of these two ObjectProperty to connect 
macroclasses Point of Interest and Street Guides, an intense 
reconciliation phase is necessary, as described in section IV. 

D. Public Transport Macroclass 

The TPL (Italian LPT) macroclass (see Figure 3) includes 
information relating to public transport by road and rail. The 
public transport by road is organized in public transport lots, 
each of which is in turn composed of a number of bus and tram 
lines. Each line includes at least two ride per day (the first in 
ascendant direction, and the second one in descendant 
direction), identified through a code provided by the TPL 
company and each ride is scheduled to drive along a specific 
path, called route. A route can be seen as a series of road 
segments delimited by subsequent bus stops, but wishing then 
to represent to a cartographic point of view the path of a bus, 
we need to represent the broken line that composes each stretch 
of road crossed by the means of transport itself, and to do so, 
the previously used modeling on road elements, has been 
reused: we can see each path as a set of small segments, each of 
which delimited by two junctions. 

  The part relating to rail transport: each railway line, i.e., an 
infrastructure designed to run trains between two places of 
service, is composed by a number of railway elements, which 
can also form a railway direction (a railway line having 
particular characteristics of importance for volume of traffic 
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and transport relations linking centers or main nodes of the rail 
network) and a railway section (section of the line in which you 
can find only one train at time, and that is usually preceded by a 
"protective" or "block" signal). In addition, each rail element 
begins and ends at a railway junction, in correspondence of 
which there may be train stations or cargo terminals. 
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Figure 3 - Public Transport Macroclass (a portion) 
 

Based on the previous description, we have defined class 
PublicTransportLine (that it is also subclass of OTN:Line), 
which is connected to the corresponding instance of class Lot, 
thanks to ObjectProperty isPartOfLot. Every instance of class 
PublicTransportLine is connected to class Ride through 
ObjectProperty scheduledOnLine, which is also defined as a 
limitation of cardinality exactly equal to 1, because each stroke 
may be associated to a single line. To model each path and its 
sequence of crossed bus stops, classes Route and BusStop have 
been defined. We decided to define two ObjectProperties 
linking classes Route and RouteSection, i.e. hasFirstSection and 
hasSection, since, from a cartographic point of view, wanting to 
represent the path that a certain bus follows. In details, knowing 
the first segment and the stop of departure, it is possible to 
obtain all the other segments that make up the complete path 
and, starting from the second bus stop (that is identified as the 
different stop from the first stop, but that it is also contained in 
the first segment), we are able to reconstruct the exact sequence 
of the bus stops, and then the segments, which constitute the 
entire path. For this purpose also ObjectProperty hasFirstStop 
has been defined, which connects classes Route and BusStop 
and ObjectProperty endsAtStop and startsAtStop, which 
connect instead each instance of RouteSection to two instances 
of class BusStop (subclass of OTN:StopPoint). Each stop is also 
connected to class Lot, through the ObjectProperty isPartOfLot, 
with a 1:N relation, because there are stops shared by urban and 
suburban lines so they belong to two different lots. Possessing 
also the coordinates of each stop, class BusStop was defined as 
a subclass of geo:SpatialThing, and was also termed a 
cardinality equal to 1 for the two DataProperty geo:lat and 
geo:long. In order to represent the broken line that composes 
each route, classes RouteLink and RouteJunction, and the 
ObjectProperties beginsAtJunction and finishesAtJunction, 
were defined. The 

class Route is also connected to class RouteLink through 
hasRouteLink ObjectProperty. 

The Railway Graph is mainly formed by class 
RailwayElement, that can be connected to classes 
RailwayDirection and RailwaySection, thanks to two inverse 
ObjectProperties isComposedBy and composeSection, and to 
class RailwayLine, trough the two inverse ObjectProperties 
isPartOfLine and hasElement. Each instance of class 
RailwayElement is connected to two instances of class 
RailwayJunction (defined as a subclass of the OTN:Node), by 
the ObjectProperties startAtJunction and endAtJunction,. 
Classes TrainStation and GoodsYard correspond only to one 
instance of the RailwayJunction class, both through the 
ObjectProperty correspondToJunction. 

E. Sensors Macroclass 

Sensors Macroclass consists of four parts related to car 

parks sensors, weather sensors, traffic sensors installed along 

roads/rails and to AVM/kit systems installed on buses, cars 

and/or bikes. The first part is focused on the real-time data 

related to parking: for each sensors installed into different car 

parking areas, a status record is received every 5minutes. In 

each status report, there are information about the number of 

free and occupied parking spaces, for the main car parks in 

Tuscany Region. The weather sensors produce real-time data 

concerns the weather forecast, thanks to LAMMA (institute for 

modeling and monitoring environmental conditions in 

Tuscany, http://www.lamma.rete.toscana.it). This consortium 

updates the municipality forecast report once or twice per day 

and every report contains forecast for five days divided into 

range, which have a greater precision (and a higher number) 

for the nearest days until you get to a single daily forecast for 

the 4th and 5th day. The traffic sensors produce real-time data 

concerning the sensors placed along the roads of the region, 

which allow making different measures and assessment related 

to traffic situation. Unfortunately, the location of these sensors 

is not very precise, it is not possible to place them in a unique 

point thanks to coordinate, but only to place them within a 

toponym, which for long-distance roads such as FI-PI-LI road 

(the highway that connect Florence-Pisa-Livorno), it 

represents a range of many miles. Each sensor, is part of a 

group and produces observations which can belong to four 

types, i.e. they can be related to the average velocity, car flow 

passing in front of the sensor, traffic concentration, or to the 

traffic density. On this regards, Bluetooth sensors could be 

installed to trace the number of people passing by on car and 

bikes from a given point.   
The AVM (Automatic Vehicle Monitoring) systems part 

concerns the sensors systems installed on most of buses, which, 
at intervals of few minutes, send a report to the management 
center. They provide information about: the last stop 
performed, current GPS coordinates of the vehicle, the 
identifiers of vehicle and of  the line, a list of upcoming stops 
with the planned passage time.  

To model the car parks situation we have defined the class 
CarParkSensor which is linked to instances of the class 
SituationRecord, that represent, as previously stated, the state 
of a certain parking at a certain instant; this link is performed 
via the reverse ObjectProperties, relatedToSensor and 
hasRecord. This first part of the Sensors Macroclass is also 
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connected to the Point of Interest Macroclass through two 
inverse ObjectProperties, observeCarPark and 
hasCarParkSensor, which connect the classes CarParkSensor 
and TransferService. 

The weather situation, instead, is represented by class 
WeatherReport connected to class WeatherPrediction via the 
ObjectProperty hasPrediction. Moreover, class Municipality is 
connected to each report by two reverse ObjectProperties: 
refersToMonicipalitu and hasWeatherReport, to realize the 
connection between the macroclasses Sensors and 
Administration. 

With regard to traffic sensors, each group of sensors is 
represented by class SensorSiteTable and each instance of class 
SensorSite connects to its group through the ObjectProperty 
formsTable and thanks to ObjectProperty placeOnRoad each 
instance of class SensorSite can be connected only to class 
Road (see Figure 2), to create a connection between Sensors 
and Street-guide macroclasses. Each sensor produces 
observations represented by instance of class Observation and, 
as mentioned earlier, there are four possible subclasses: 
TrafficConcentration, TrafficHeadway, TrafficSpeed, and 
TrafficFlow subclass. Classes Observation and Sensor are 
connected via a pair of reverse ObjectProeprties, 
hasObservation and measuredBySensor.  

Finally, the last part of Sensors Macroclass is mainly 
represented by two classes, AVMRecord and BusStopForecast, 
and thanks to the ObjectProperty lastStop, this first class can be 
connected to the BusStop class. The list of scheduled stops is 
instead represented as instances of the class BusStopForecast, a 
class that is linked to the class BusStop through atBusStop 
ObjectProperty so as to be able to recover the list of possible 
lines provided on a certain stop (the class AVMRecord is in fact 
also connected to the class Line via ObjectProperty 
concernLine). 

F. Temporal Macroclass 

The Temporal Macroclass, is now only "sketchy" within the 

ontology, and it is based on the Time ontology [5] as it has 
been used into OSIM ontology [8]. It requires the integration of 
the concept of time as it will be of paramount importance to be 
able to calculate differences between time instants, and the 
Time ontology comes to help us in this task. We define 
fictitious URI: #instantForecast, #instantAVM, 
#instantParking, #instantWreport, #instantObserv to associate 
at a resource URI a time parameter -- i.e. respectively 
BusStopForecast, AVMRecord, SituationRecord, 
WheatherReport and finally Observation. It is necessary to 
create a fictitious URI that links a time instant to each resource, 
to avoid ambiguity, because identical time instants associated 
with different resources may be present (although the format in 
which a time instant is expressed has a fine scale). Time 
Ontology is used to define precise moments as temporal 
information, and to use them as extreme for intervals and 
durations definition, a feature very useful to increase 
expressiveness. 

Pairs of ObjectProperties have also been defined for each 
class that needs to be connected to the class Instant: between 
classes Instant and SituationRecord were defined the inverse 
ObjectProperties instantParking and observationTime, between 
classes WeatherReport and Instant, the ObjectProperties 
instantWReport and updateTime have been defined; between 
classes Observation and Time there are the reverse 
ObjectProperties measuredTime and instantObserv, between 
BusStopForecast and Time we can find hasExpectedTime and 
instantForecast ObjectProperties, and finally, between 
AVMRecord and Time, there are the reverse ObjectProperties 
hasLastStopTime and instantAVM. 

G. Metadata Macroclass 

Finally, Metadata macroclass is used to keep track of the 
status and descriptors associated with the various ingested 
dataset. Sesame [www.openrdf.org] allows to assign a name 
(i.e., an identifier) to the various graphs that can be identified 
within the defined ontology, so defining some Named Graphs. 
This name, also called "context", allows to expand the triple 
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data model to a quad data model, defined as follow: subject-
predicate-object-context. Owlim, allows to assign the context to 
each triple set, during the data loading phase. Therefore, a 
description and status context called dataProperty  is associated 
with each data set. It  allows to store all the useful information 
related to a certain data set, such as: date of creation, data 
source, original file format, dataset description, type of license 
bound to the dataset, kind of ingestion process, and how much 
automated is the entire ingestion process, type of access to the 
dataset, overtime, period, associated parameters, date of last 
update, date of triples creation, status of the ingestion process, 
etc.. 

IV. DATA ENGINEERING ARCHITECTURE

In this section, the description of the data engineering 
architecture is proposed (see Figure 4). The whole ingestion 
and quality improvement process can be regarded as divided 
into the following phases of: Data Ingestions, knowledge 
Mapping, knowledge Reconciliation  to make the model 
semantic interoperable, Verification and Validation and 
Access/exploitation from services. The whole phases of the 
ingestion processes are managed by a Process Scheduler that 
allocates processes on a parallel and distributed architecture 
composed by several servers. To allow the regular update of 
ingested data the scheduler regularly retrieves data and check 
for updates. The ingested data are transcoded and then mapped 
in the Smart City Ontology. After that, they are made available 
to applications on an RDF Store (OWLIM-SE) using a 
SPARQL Endpoint. Applications can use the geo-referenced 
data to provide advanced services to the city citizens, such as 
the present solution for knowledge base browsing via Linked 
Open Data (http://log.disit.org) and the Service Map 
(Http://servicemap.disit.org), described in the following 
section. 

A. Data Ingestion 

For the data ingestion, the problems are related to the 
management of the several formats and of the various data sets 
that may find allocation on different segments and areas of the 
Smart City Ontology. The solution allows ingesting and 
harvesting a wide range of public and private data, coming as 
static, semi-static and real time data as mentioned in the 
previous sections. For the case of Florence area, we are 
addressing about 150 different sources of the 564 available. 
Static and semi-static data include points of interests, geo-
referenced services, maps, accidents statistic, etc. This 
information is typically accessible as public files in several 
formats, such as: SHP, KMZ, CVS, ZIP, XML, etc.  

Each Open Data ingestion process retrieves information and 
produce records in a noSQL Hbase for big data [9], logging all 
the information acquired to trace back and versioning the data 
ingestion. Data are then completed; other columns are updated 
dynamically with other process steps, and finally data obtained 
are placed on an HBase table. 

Real time data includes data coming from sensors (e.g., 
parking, weather conditions, pollution measures, busses, etc.) 
that are typically acquired from Web Services as well as more 
static data as road graph description, etc. For example ingestion 
of data relating to traffic sensors consists of a ETL 

transformation (Extract, Transform, and Load). In most cases, 
the real-time data are directly pushed in the mapping process to 
feed the temporary SQL store. They are typically streamed into 
the traditional SQL store and then converted into triples in the 
RDF final store.   

In almost all cases, each single data set is ingested by means 
of a different ETL process defined by using Pentaho Kettle 
formalism [10] because, among the several existing solutions, 
this formalism is quite diffused and easier to understand, and it 
was already used by Information Systems Directorate of 
Florence. When the Kettle language presented limitation, 
external processes in Java have been adopted.  

B. Data Mapping 

The Mapping Phase deals with the transport of information, 
previously saved into HBase database, into an RDF datastore, 
in our case managed by Owlim-SE [11]. The first part of this 
procedure retrieves information from HBase to put them on a 
temporary MySQL database (required to use the Data 
Integration tool chosen), while in the second part data are 
translated into triples. Transformation is needed to map the 
traditional structured into RDF triples, based on information 
contained in a well-defined ontology (DISIT Ontology for 
Smart City) and all ontologies reused (dcterms, foaf, vCard, 
etc.). This process may be performed by ad-hoc programs that 
have to take into account the mapping from linear model to 
RDF structures. This two steps process allowed us to test and 
validate several different solutions for mapping traditional 
information into RDF triples and ontology. The ontological 
model has been several times updated and thus the full RDF 
storage has been regenerated from scratch reloading the 
definition (all the other vocabularies, selecting the testing 
several different solutions) and the instance triples according to 
the new model under test. Once the model has been generated, 
triples can be automatically inserted.  

The first essential step is to specify semantic types of the 
data set, i.e., it is necessary to establish the relationship between 
the columns of the SQL tables and properties of ontology 
classes. The second step consists in defining the Object 
Properties among the classes, or the relationships between the 
classes of the ontology. When dataset has 2 columns that have 
the same semantic type but which correspond to different 
entities, thus multiple instances of the same class have to be 
defined, associate each column to the correct one.  

The process responsible to perform the mapping 
transformation, passing from Hbase to SQL database has been 
produced as a corresponding ETL Kettle associated with each 
specific ingestion procedure for each data set. The second 
phase, of performing the mapping from SQL to RDF, has been 
realized by using a mapping model: Karma Data Integration 
tool [12], which generates a R2RML model, representing the 
mapping for transport from MySQL to RDF and then it is 
uploaded in a OWLIM-SE RDF Store instance [11]. Karma 
initialization phase involves loading the primary reference 
ontology and connecting dataset containing the data to be 
mapped. This process allowed the production of the knowledge 
base that may present a large set of problems due to 
inconsistencies and incompleteness that may be due to lack of 
relationships among different data sets, etc. These problems 
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may lead to the impossibility of making deductions and 
reasoning on the knowledge base, and thus on reducing the 
effectiveness of the model constructed. These problems have to 
be solved by using a reconciliation phase via specific tools and 
the support of human supervisors.  

C. Exploiting and Exploriing Smart City Data  

The Smart City Ontology presented is a strong 
generalization of a large set of data modeling problems. The 
integration of the several data sets coming from different 
sources into a semantic interoperable knowledge base is a 
solution to exploit this information for smart city purpose. To 
this end, the activities of data quality improvements can be 
performed in the first phases of the ingestion, and/or after the 
triple generation and integration to discover problems and to 
solve them.  

The system has been used to ingest the data coming from 
the Municipality of Florence, the Tuscany Region and MIIC. 
Considering only files related to the daily weather forecast of 
all the available municipalities, we have 286 files updated twice 
a day, each of which, containing also 16 lines of weather 
prediction for the week, we obtain an increase of approximately 
270,000 HBase lines per month that, in terms of triples, 
corresponds to a monthly increase of about 2.5 million triples.  

Moreover, in order to explore the data being ingested and 
their relationships a tool for data visualization and exploration 
was used, that allows exploring the semantic graph of the 
relations among the entities, this Linked Open Graph is 
available for applications developers to explore and understand 
better the data available in the ontology. 

 
Figure 5 - Service Map (http://servicemap.disit.org)  

A second tool called ServiceMap to perform geographic 
queries (for example to get points of interests close to a bus 
station, to get the street number close to a given point on the 
map, etc.) has been deployed (see Figure 5).  

The service map, for example, allows to (i) get bus stops 
and from them to access the status line of the bus, providing the 
waiting time to the next bus, (ii) finding parking and getting in 
real time the number of empty places, etc. From each “pin” in 

the map, it is possible to pass from the entity identified to its 
model in terms of relationships on the LOG graph. 

V. VERIFICATION AND VALIDATION 

To connect services to the Street Guide in the repository a 
reconciliation phase in more steps, has been required, because 
the notation used by the Tuscany region in some Open Data 
within the Street Guide, does not always coincide with those 
used inside Open Data relating to different points of interest. In 
substance, different public administration are publishing Open 
Data that are not semantically interoperable.  

Typical problems can be related to: (i) low quality of data, 
(ii) lack of data that are supposed to arrive in real time, (iii) 
changes in the data model of the data set, (iv) changes and 
updates into the data sets (this problem could generate a change 
into the ontological model and thus the human intervention is 
activated for model review), etc. To this end, periodic 
verification and validation processes is needed to be performed 
by defining a set of SPARQL queries on the knowledge base 
with the aim of detecting inconsistencies and incompleteness, 
and verifying the correct status of the model. These periodically 
executed queries perform a regression testing every time a new 
update of data process ingestion is performed, and when real 
time data arrive into the final RDF store. The validation process 
may lead to identify problems that may be limited to the 
instances of classes. To this end, the fourth information 
associated with each triple allows to identify the problems and 
the data set processes to be revised. 

Therefore, an iterative workflow process was defined. 
During validation there were cases like the Weather forecast 
where no connection among the data were present due to 
different encoding of the name of the municipality, for this 
reason to support the reconciliation process a table containing 
the ISTAT code of each municipality was created, and each 
time new weather data are available, they are automatically 
completed with the correct ISTAT code, thus supporting the 
search for the instance of the PA class to which connect the 
weather forecasts. 

A relevant process of data improvement for semantic 
interoperability is related to the application of reconciliations 
among the entities associated with locations as streets, civic 
numbers and localities. On this regard, there are different types 
of inconsistencies within the various integrated dataset, such as: 

• typos; 

• missing street number, or replacement with "0" or "SNC" 

(Italian acronym that means without civic number); 

• Municipalities with no official name (e.g. Vicchio/Vicchio 

del Mugello); 

• street names with uncommon characters ( -, /, ° ? , Ang., 

,); 

• street numbers with strange characters ( -, /, ° ?, Ang. ,(, ); 

• road name with words in a different order from the usual ( 

e.g. Via Petrarca Francesco, exchange of name and 

surname); 

• number wrongly written (e.g. 34/AB, 403D, 36INT.1); 

• red street numbers (in some cities, street numbers may 

have a color. So that a street may have 4/Black and 4/Red, 
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red is the numbering system for shops);Roman numerals 

in the road name (e.g., via Papa Giovanni XXIII). 
As a summary, the whole knowledge base initially created 

was consisting of more than 81 Million triples, with a growth of 
4 million triples per month. A part of them can be discharged 
when statistical values are estimated and punctual value 
discharged. For the validation, a total amount of services/points 
of interest inserted into the repository has been of 30182 
instances. Among these, 13185 have been reconciled at street 
number-level, while the number of elements reconciled at 
street-level has been 21207. There are also 149 services 
associated to a coordinate pair, for which reconciliation did not 
return results, yet for the lack of references into the knowledge 
base (some streets and civic numbers are still missing or 
incomplete). 

Thanks to the created ontology, is possible to perform 
services reconciliation at street number level, i.e. connecting an 
instance of class Service to an external access that uniquely 
identifies a street number on a road, or only at street-level, with 
less precision (lack that can be compensated thanks to 
geolocation of the service).  

In the collected data sets, an average of about the 15% are 
automatically connected entities since they refer to perfectly 
consistent locations (i.e., perfect match in terms of location, 
street and civic number) in the MIIC with respect to the 
description reported in the service data set. In the total of 
location entities ingested, 5,75 % of locations are wrong and 
not reconciliable due to (i) the presence of wrong values for 
streets and/or locations, (ii) the lack of a consistent reference 
location into the MIIC geographical model. 

The reconciliation process can be performed with the aim of 
finding elements that identify the same entity while presenting 
different URIs. Thus the identified reconciliations are solved 
creating an owl:sameAs triple to the selected location toponym. 
Reconciliation detection can be performed by using (i) a  set of 
specific SPARQL queries, (ii) program tools for RDF link 
discovering. To this end, declarative languages for link 
discovering such as SILK [14] and LIMES [13] have been 
proposed. As the production of SPARQL queries, the 
programming of the link discovering algorithms also implies 
the knowledge of the ontological structure of the RDF stores to 
be compared/linked. 

 

A. SPARQL Reconciliation 

The methodology used for SPARQL reconciliation consists 
of trying to connect each service at street number-level, and 
then, perform the reconciliation at street-level. The first 
reconciliation step performed consists of an exact search of the 
street name associated with each service integrated. For 
example, to reconciliate the service located at "VIA DELLA 
VIGNA NUOVA 40/R-42/R, FIRENZE", a SPARQL query is 
necessary, to search for all elements of Road class connected to 
the municipality of "FIRENZE" (via the ObjectProperty 
inMunicipalityOf), which have a name that exactly corresponds 
to "VIA DELLA VIGNA NUOVA" (checking both fields: 
official name, alternative name). The query results has to be 
filtered again, imposing that an instance of StreetNumber class 

exists and it corresponds to civic number "40" or "42", with the 
R class code Red. A very frequent problem for exact search, is 
the existence of multiple ways to express toponym qualifiers, 
that is dug (e.g. Piazza and P.zza) or parts of the proper name 
of the street (such as Santa, or S. or S or S.ta): thanks to support 
tables, inside which the possible change of notation for each 
individual case identified are inserted, a second reconciliation 
step was performed, based on exact search of the street name, 
which has allowed to increase the number of reconciled 
services at street number-level. The third reconciliation step is 
based on the research of the last word inside the field v:Street-
Address of each instance of the Service class, because, 
statistically, for a high percentage of street names, this word is 
the key to uniquely identify a match. 

The above mentioned three steps have been also carried out 
without taking into account the street number, and so in order 
to obtain a reconciliation at street-level of each individual 
service. An additional, phase of manual correction has been 
also performed by manually (i) searching services and 
incongruent locations via web search service as Google, (ii) 
cleaning address and street number fields, (iii) accepting and 
performing association match of non-identified matches, taking 
into account the list of probable candidates suggested by the 
query results.   

 

B. Link discovering Based Reconciliation and comparison 

Link discovering based reconciliation consists in writing 
specific SILK algorithms for link discovering. They allow to 
discover links by writing specific algorithms grounded on 
distances and similarity metrics between patterns and 
relationships mainly based on string matching and distance 
measures (Euclidean, weighted models, tree distances, patterns 
distance, string match, taxonomical, Jaro, Jaro-Winkler, 
Leveisthein, Dice, Jaccard, etc.) [14].  

In this case, a number of link discovering algorithms have 
been developed and assessed. Among them, the better ranked 
were based on comparing, at the same time, the location and the 
street. Firstly searching for the perfect match on location name 
and accepting uncertainty on street number from 0 up to 5 
characters, for example. Both criteria have been aggregated 
considering their weight almost identical.  

 

C. Reconciliation Comparison 

The obtained results are reported in Table 1. The table 
reports the results assessed in terms of precision, recall and 
F1score (the F1 score is also called the F-measure, and it is 
defined as Harmonic mean of Recall and Precision) [15], in 
identifying the correct entities to be reconciliated. The first two 
lines refer to the SPARQL approach with and without manual 
intervention as described in Section V.A. The manual 
intervention has strongly improved the  recall. On the other 
hand, the SPARQL approach is very time intensive for the 
programmers since a set of specific queries have to be produced 
for each data set to be reconciled. The second part of Table I 
reported the results related to different implementations of link 
discovering SILK based solutions, by using different string 
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distances (i.e., Leveisthein, Dice, and Jaccard), with the above 
mentioned values for their parameters. Other distance models 
have been also used without obtaining significant results. The 
last Link discovering solution has been coded by using an 
additional knowledge about all the specific strings coding 
problems reported in Section V.  

Table I – Reconciliation Comparison 

Method Precision Recall F1 

SPARQL –based reconciliation 1,00 0,69 0,820 

SPARQL -based reconciliation + 
manual action 0,985 0,722 0,833 

Link discovering - Leveisthein 0,927 0,508 0,656 

Link discovering - Dice 0,968 0,674 0,794 

Link discovering - Jaccard 1,000 0,472 0,642 

Link discovering - Knowledge 
base + Leveisthein 0,925 0,714 0,806 

VI. CONCLUSIONS

In this paper, a system for the ingestion of public and 
private data for smart city with related aspects as road graph, 
services available on the roads, traffic sensors etc., has been 
proposed. The system includes both open data from public 
administration and private data coming from transport systems 
integrated mangers, thus addressing and providing real time 
data of transport system, i.e., the busses, parking, traffic flows, 
etc. The system allows managing large volumes of data coming 
from a variety of sources considering both static and dynamic 
data. This data is then mapped to a Smart City Ontology and 
stored into an RDF-Store where this data are available for 
applications via SPARQL queries to provide new services to 
the users. The derived ontology has been obtained by means of 
an incremental process performed analyzing, integrating and 
validating each added data set. Thus the resulting ontology is a 
strong generalization of a large set of data modeling problems.  

In addition, a thorough verification and validation process 
performed allowed us to identify the set of triples to: (i) 
improve and enrich the model, and (ii) perform the corrections. 
Thus improving and enabling the deductive capabilities of the 
final model. Finally, the proposed system also provides a 
visualization and exploration tool to explore the data available 
in the RDF-Store. As a conclusion, the performed assessment 
and comparison has produced a clear results demonstrating that 
the best quality of results are obtained by using the approach 
based on  SPARQL queries plus some manual actions. Also the 
simple usage of SPARQL queries resulted to be better ranked 
with respect to the SILK based link discovering. On the other 
hand, the writing of link discovering algorithms resulted to be 
much simpler and faster that performing a set of specific 
SPARQL queries.  

The next step will be to identify famous names, points of 
interest, locality names that can be linked to other data set as 
DBpedia

2
 or GeoNames

3
 according to a Linked Open Data 

2 http://dbpedia.org/ 
3 http://www.geonames.org/ 

model. This process can be performed with a simple NLP 
algorithm [6], [8]. Furthermore an upcoming integration of the 
DISIT Ontology for Smart City with the GoodRelations model, 
is also planned, together with the automation of the 
reconciliation step, thanks to link discovery and machine 
learning techniques. 
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Abstract

Sentiment analysis has long been a hot topic for under-
standing users statements online. Previously many machine
learning approaches for sentiment analysis such as simple
feature-oriented SVM or more complicated probabilistic
models have been proposed. Though they have demon-
strated capability in polarity detection, there exist one
challenge called the curse of dimensionality due to the
high dimensional nature of text-based documents. In this
research, inspired by the dimensionality reduction and
feature extraction capability of auto-encoders, an auto-
encoder-based bagging prediction architecture (AEBPA)
is proposed. The experimental study on commonly used
datasets has shown its potential. It is believed that this
method can offer the researchers in the community further
insight into bagging oriented solution for sentimental
analysis.

Keywords—Sentiment Analysis, Bagging, Auto-encoder,
Deep Learning

I. Introduction

Sentiment analysis, which aims at extracting polarity
orientation from a statement and identifying if the state-
ment is positive or not, has become a hot topic in both
academic and industrial sphere. As a powerful information
gathering mechanism [1], sentiment analysis accumulates
on-line documents ranging from twitters, blogs to customer
reviews and tries to understand customers attitudes, opin-
ion and emotion. It has been proven useful in different
domains such as E-commerce [2], social media analysis
[3] and political elections [4].

There are a lot of sentimental analysis approaches
proposed in the literature and these methods can be
roughly divided into two categories, i.e., computational
linguistic approach and machine learning approach [5].

Computational linguistic approach is based on linguistic
information and employs pre-defined sentiment lexicon
where individual words are assigned a polarity score. The
overall polarity of a statement is calculated by voting the
scores of each words in the statement. Machine learning
approach utilises machine learning models to perform
sentiment analysis and regards sentiment analysis as a
formal binary classification problem [6].

Computational linguistic approach employs pre-defined
scores of words in a general context to detect the polarity
information [7], while machine learning oriented solutions
employs labelled data in the specific domain of the task
to conduct sentimental analysis [5]. As a result machine
learning approaches normally show better prediction capa-
bility as sentiment analysis is indeed a domain-dependent
task [8].

Although machine learning approach presents better
capability than computational linguistic approach, it still
suffers from some challenges. One of them is the curse of
dimensionality [9]. This is a typical phenomenon when
the dimension of the feature space becomes larger, the
volume of the space will increases quickly as such avail-
able training data will become sparse, thereby degrading
the learning algorithms for sentiment analysis due to the
high dimensionality of text dataset. In order to reduce the
dimension of the raw data and extract higher order features
from them to perform classification, many solutions have
been developed and one popular implementation is stacked
auto-encoder-based prediction model.

To build a stacked auto-encoder-based prediction model,
a common approach is to stack several code layers of auto-
encoders and further add one classification layer on the top
of the last layer, and then take the learned features as input
for the classification layer [10]. Though the auto-encoder-
based prediction model has shown its promising potential,
it still faces several difficulties among which a notable one
is how to reduce generalisation error [11], which measures
how well the model generalizes to data not participated
in training. To meet this challenge, a lot of approaches
have been proposed among which a widely adopted one is
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ensemble methods [12].

Bagging (Bootstrap Aggregation) is a popular ensemble
method which consists in bootstrapping several copies of
the training set and then employing them to train separate
models. Afterwards it combines the individual predictions
together by a voting scheme for classification applications
[13]. As each bootstrapped training set is slightly different
from each other, each model trained on theses training
sets will have different weights and focus, thereby ob-
taining different generalisation errors. By combining them
together, the overall generalisation error is expected to
decrease to some extent.

Previous works have shown that bagging works well
for unstable predictors [14]. Considering stacked auto-
encoder-based prediction models are also unstable pre-
dictors [15], it is intuitive to assume that applying bag-
ging methods to auto-encoder-based models could improve
classification performance. Inspired by this assumption, in
this paper an auto-encoder-based bagging prediction ar-
chitecture (AEBPA) is proposed to integrate stacked auto-
encoder-based prediction models for sentimental analysis.
The experimental study on commonly used datasets also
shows its promising potential.

The main contribution our work is two-fold. 1) We
thoroughly investigate the possibility of integrating feature
learning with bagging ensemble method on text-based
dataset and empirically evaluated the pros and cons of
several integration schemas with different number of bag-
ging sets. 2) We propose an auto-encoder-based bagging
prediction architecture (AEBPA) for sentiment analysis
and empirical study shows that our approach outperforms
traditional methods.

The remainder of this paper is organised as follow.
Section II will introduce the background and Section III
will illustrates the proposed methodology. In section IV the
experimental study will be presented and Section V will
conclude the paper and point out possible future work.

II. Background

A. Sentiment Analysis

Sentiment analysis is a powerful mechanism to obtain
people’s opinion and tell if their overall attitudes are
favourable or not. It has enjoyed a huge burst of research
activity in recent years [1]. For example, sentimental anal-
ysis can be used to analyse the users purchasing behaviour
as more and more customers take notice of the review of
other people before buying a product on-line [16]. It can
also be used for predicting political election results [17].
As sentiment analysis becomes an important tool in dif-
ferent domains, many techniques have been proposed and
can be roughly categorized into computational linguistic
approach and machine learning approach.

Computational linguistic approach employs pre-
explored linguistic information where a lexicon is
developed [18], either from exterior [19] or through
heuristics during sentiment analysis [20]. In this kind
of approaches, semantic information is added into the
process and every word in the lexicon is attached with
a polarity score. The process will further calculate the
overall polarity of the statement by voting the polarity
score of each word [21]:

p = sign(

n∑
i=1

qi + 0.5p0) (1)

where qi stands for polarity score of each word, sign
stands for the sign function and p0 stands for the major
polarity in the training data.

Different from computational linguistic approach, ma-
chine learning approach utilizes machine learning algo-
rithms and treat sentiment analysis as a formal binary clas-
sification problem. Traditional methods convert a statement
into a bag-of-word representation, extract other auxiliary
features such as part-of-speech information, bi-grams and
specific negation words, and then throws these features
into SVM, MaxEnt or Naive Bayes based classifiers
[22][23][24]. Though these methods are simple and robust,
they are insufficient to reveal the underlying relationship
between words and the overall sentiment polarity of a
statement.

To deal with the shortcomings of simple machine learn-
ing methods, many more complex model are proposed
among which Socher et al’s recursive auto-encoder-based
model [25] is a notable one and has shown its effectiveness
in sentiment analysis. In this work, word indices are first
mapped through a embedding matrix into semantics word
vectors. Then the semantic word vectors of the words in
the input sentence are lined up in their original sequence.
Afterwards, the input word vectors are recursively merged
into a fixed size vector representation in the following way.

Given a sequenced list of word vector nodes X =
(x1, x2, x3, ...., xn) an auto-encoder first tries to merge all
neighbouring couples (xi, xi+1) from X by the following
formula:

p = f(W1[c1, c2] + b1) (2)

Where (c1, c2) = (xi, xj) and f is the activation function,
p is the calculated parent node vector and W1, b1 are
the weight matrix and bias vector of the auto-encoder,
respectively. Then the auto-encoder tries to decode the
parent node and calculate the reconstruction error by the
following formula:

[c′1, c
′
2] =W2p+ b2 (3)

Erec([c1, c2]) =
1

2
||[c′1, c′2]− [c1, c2]||2 (4)

Where [c′1, c
′
2] are the reconstructed pair and W2, b2 are

the decoding weight matrix and bias vector respectively.
Erec is the reconstruction error. Then, the pair (xi, xi+1)
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with the lowest reconstruction error is chosen to be 2
child nodes and merged to form a parent node p. Af-
terwards, the process repeats with new vector node list
X ′ = (x1, x2, ..., xi−1, p, xi+2, ...xn) until the tree is fully
constructed.

Once the tree is recursively constructed, the vectors at
each node are used as features to predict the sentiment
label of the sentence with the following objective function:

J =
1

N

∑
(x,t)

E(x, t; θ) +
1

2
||θ||2 (5)

Where N is number of training instances, (x,t) is a training
(sentence, label) pair, and θ represents the parameters of
the model.

Although traditional machine learning have many ad-
vantages, it still faces several challenges. One of them is
the curse of dimensionality [9]. As the dimension of the
feature space increases, the volume of space increases ex-
ponentially and given a fixed number of training instances,
the distribution of the training data in the feature space
would become sparse, which may harm the predictive
power of the learned model. As datasets for sentiment
analysis are text-based, they are of high dimension when
expressed in its raw representation [5].

To meet this challenge of reducing the dimension of the
training data, one possible implementation is auto-encoder
which maps high dimension raw features into a reduced
feature space. However as a neural-network-based model,
a good initialisation of the connection weights is crucial to
the optimisation process [26]. Traditional methods employ
random initialisation which does not capture semantic
information. To deal with this problem, word embedding
is widely employed as it is able to capture semantic
information between different words in the training data.

B. Word Embedding

In neural-network-based models, how to better represent
a statement composed by a series of words into a vector
has been researched for many years. Traditional bag-of-
word-based representations are not optimal because they
do not take the sequential information into account [27],
while embeddings learned by neural-network-based lan-
guage model maps the integer vector into a continuous
space and takes information from surrounding words.

The first popular neural-network-based language model
proposed by Bengio et al. utilised a four layers feed-
forward network [28], as shown in Fig. 1 where an input
layer composed of the indexes of n consecutive words in
a corpus, a linear projection layer, a non-linear layer and
a softmax output layer which outputs the probability of a
certain word being next word. The key feature of word
embedding is that words with similar meaning or similar
grammatical function will have similar embedded vectors.

As such embedding can be seen as a measure of semantic
distance between words [29].

W(t-3) W(t-1)

H(t)

W(t)

W(t-2)

Output

Layer

Hidden

Layer

Input

Layer

E(t-3) E(t-1)E(t-2)Embedding

Layer

Shared embedding matrix

Fig. 1. Feed­Forward Neural Network Lan­
guage Model

In addition to the basic feed-forward model, many
other neural network language models have also been
proposed to learn word embedding, among which recurrent
neural network language model, CBOW and Skip-gram
gained much popularity [30][31]. Recurrent neural network
language model employs a Elman recurrent neural network
[32] with three layers, i.e., an input layer composed of
word indexes, a hidden layer with recursion and a softmax
output layer to predict the probability of the next word
based on input words. As there exists a recursion in
the hidden layer, the recurrent neural network language
model can form short term memory and thus overcomes
the limitation of traditional feed-forward language model
which has to specify the number of previous word n used
in input [31].

In order to reduce computational complexity, some log-
linear models have been proposed and CBOW and Skip-
gram model are most commonly used. The CBOW model
has three layers. The input layer contains m word indexes
which form a word window around the current training
word W in a subsequent way, i.e. m/2 words before
W and m/2 words after W . This layer is connected
by a shared weight matrix to a linear projection layer.
The output layer contains the index of current word W .
Whereas the Skip-gram model is a upside-down version of
the CBOW where the input is the index of current word
which will be put to a log-linear classifier with continuous
projection layer, and predicts words within a certain range
before and after the current word.

Empirical study shows that Skip-gram outperforms
other model in semantic-related tasks [31]. Therefore, in
this paper we employ the Skip-gram model to train word
embedding to initialise the weights between the input
layer and hidden layer of the proposed auto-encoder-based
bagging classifier to conduct sentiment analysis.
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III. Methodology

A. Auto­encoder­based Bagging Prediction Archi­
tecture for Sentiment Analysis

In order to validate the possibility of integrating feature
learning and bagging method on sentiment analysis, in this
paper, an auto-encoder-based bagging prediction architec-
ture (AEBPA) is proposed, as presented in Fig. 2.

In this architecture, three major parts are included,
i.e., the bootstrapping process, auto-encoder-based pre-
diction models and decision aggregating process. Given
a sentiment analysis training set T , firstly n copies of
bootstrapped training sets are generated through bootstrap
techniques. Afterwards, n different auto-encoder-based
prediction models are trained and their parameters are
stored in hypothesis models h1...hn, respectively. Once the
training process is completed, a sentiment analysis test set
can be fed into the hypothesis models h1...hn and their
prediction results p1...pn are calculated accordingly. Fi-
nally, through voting aggregation process, the final verdict
is obtained based on all sub-prediction p1...pn made by n
models.

B. Bootstrap Process

Bagging is a widely used integration technique to
combine several prediction models in order to improve
accuracy [33]. Whereas bootstrapping is the first step of
bagging in order to generate several copies of the original
training set. Given a sentiment training set X consisting
of m training instances X = {x1, x2, ..., xm}, it is able
to generate each bootstrapped copy of the original training
set by sampling with replacement m elements with equal
probability 1/m from the original training set X . By re-
peating the procedure for n times, n bootstrapped training
sets can be generated. Since the sampling is conducted
with replacement, there will be repeated examples in the
bootstrapped training set, and if m is large, asymptotically
the fraction of unique examples would be:

limm→∞1− (1− 1

m
)m = 63.2% (6)

Sampling with replacement is important for bagging.
Because of this rule, there would be repeated instances
in each bootstrapped training set, therefore the unique
training instances in each bootstrapped training set are
randomly different. As such the models trained on these
bootstrapped training sets have different focuses. After-
wards, the n bootstrapped training sets can be fed into
n auto-encoder-based prediction models, which will be
presented in the following subsection.

Input layer

Code layer

Output layer

Fig. 3. The Structure Of An Auto­Encoder

C. Auto­encoder­based Prediction Model

The proposed AEBPA architecture employs and trains
n auto-encoder-based prediction models simultaneously
using n bootstrapped copies of training sets prepared in
subsection III-B. Each model is an auto-encoder-based
classification model to integrate dimensionality reduction
and unsupervised feature learning into prediction models.
The model is composed by two parts: 1) the stacked
auto-encoder-based feature learning layers, and 2) the
classification layer. The stacked auto-encoder-based feature
learning part can have multiple layers in order to obtain
higher-level representation of the data and performs feature
learning [34], while the classification layer is on top of
the feature learning layers and takes the learned features
as input and performs classification.

The stacked auto-encoder can be seen as many code lay-
ers of auto-encoders stacked together. Its basic component,
auto-encoder, has been widely used as an unsupervised
feature learning tool [35]. Typically, a basic auto-encoder
consists of three layers, i.e., the input layer, the hidden
layer (also called code layer), and the output layer [36]
which has the same number of units as the input layer,
as shown in Fig. 3. This structure is able to achieve
unsupervised feature learning by feeding the unlabelled
data into the input layer and forcing the output layer to
reconstruct the input.

As for the training process of each stacked auto-
encoder-based prediction model, a two-stage training ap-
proach is adopted. Firstly the proposed model performs a
layer-wise unsupervised pre-training with unlabelled data
[37]. This procedure aims to obtain unsupervised learned
features in code layers. Afterwards the entire network
including both code layers and classification layer can be
fine-tuned by traditional back-propagation mechanism.

In order to perform layer-wise pre-training, the AEBPA
method decomposes the stacked auto-encoder into auto-
encoders by taking subsequent layers L and L+1 as input
layer and hidden layer of an auto-encoder and forcing it
to reconstruct the input layer L at output.

Therefore in the encode phase the input x ∈ Rm will be
mapped to a hidden representation (code) h ∈ Rn, which
has the form:

h = f(x) = s(Wx+ bh) (7)
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Fig. 2. AEBPA Architecture

where s is the sigmoid activation function s(z) = 1
1+e−z ,

m is the number of input units, n is the number of hidden
units, x is the input feature vector, h is the extracted code
and the encoder is parametrised by the n×m weight matrix
W , and the bias vector bh.

Afterwards it is able to force the auto-encoder to map
the hidden representation back to a reconstruction x̂ ∈ Rm:

x̂ = g(h) = s(WTh+ bx̂) (8)

where s is the sigmoid activation function s(z) = 1
1+e−z ,

m is the number of output units, n is the number of hidden
units, h is the extracted code, x̂ is the reconstructed input
feature vector, and the parameters are a bias vector bx̂ and
the tied weight matrix WT .

As for the training process of an auto-encoder, the
following cost function is employed to find the parameters
θ = {W, bh, bx̂}, which minimize J :

J(θ) =
∑

x∈trainset

L(x, g(f(x))) (9)

where x is a feature vector and f , g are encode and decode
function in Eqs. 7 and 8. In this paper, the squared error
is utilised as the reconstruction error L, i.e., L(x, x̂) =
∥x− x̂∥.

Once the training process is completed, it is able to
take the code in the hidden layer as unsupervised learned
features and construct stacked auto-encoder. Consequently
the process for layers L + 1 and L + 2 will be repeated
until all code layers in the stacked auto-encoder are pre-
trained. Afterwards the entire network will be further fine-
tuned to include both the code layers and the classification

layer with labelled data by traditional back-propagation
algorithm [38].

The stacked auto-encoder is configured with 0 sparsity
penalty and no denoising treatment. All activation func-
tions are sigmoid function and in order to determine the
best code layer number, a preliminary study is conducted
on one popular dataset (Movie Review, which will be
presented in subsection IV-A) with 1, 2, 3 code layers in
the proposed model, respectively. The result is shown in
Fig. 4.
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Fig. 4. Performance With 1,2 And 3 Code
Layers On Movie Review Dataset

This empirical study can help determine the number of
code layers used in the proposed model. As shown in Fig.
4, single code layer outperforms multiple code layers in
the best configuration. Therefore, in this paper single code
layer is employed.

225



In this study, the number of units in the input layer n1
is chosen to be equal to the size of vocabulary because
the input vector is in a bag-of-word format. For the Movie
Review dataset, n1 = 21176, and for the IMDB dataset,
n1 = 89527. The size of the hidden layer (code layer) n2
is set to 200, which corresponds to our embedding size.
And the size of output layer n3 is 2 which corresponds to
the 2 possible sentiment labels, i.e. positive or negative.
For each single model, the training process stops after 100
iterations of the code layer learning and 700 iterations of
fine-tuning of the entire network. This generally ensures a
desired training error which is less than 0.1%.

D. Aggregating process

Once all models are trained, all information will be
stored in the parameters of each model and n hypothesis
function h1...hn is obtained to represent the n models and
give prediction when fed with test instances. As mentioned
in subsection III-B, each trained model has different focus.
Therefore, given a test example x, the predicted labels
h1(x), h2(x)...hn(x) will not always be the same.

Suppose y is one possible label, Y is the set containing
all possible labels, hi is a hypothesis function representing
prediction model i, and h* is the combined prediction
function, in the aggregating process each trained prediction
model can be combined in following way:

h∗(x) = argmax
y∈Y

∑
i:hi(x)=y

1 (10)

In this research the number n is set to vary from 1 to
20. The decision of limiting the number of trained basic
models is important in order to complete the experimental
study in a reasonable time and for practical applications
as indicated by Bauer [39].

E. Embedding­Boosted Auto­encoder For Senti­
ment Analysis

Neural-network-based model may get stuck at many lo-
cal optima during training [40][41]. Therefore a satisfying
initialisation of the weights of the model is crucial to a
successfully-trained model. As mentioned in section II,
embedding can help better initialise the weights and Skip-
gram outperforms other popular models in semantic-related
tasks [31]. Thus in this paper the Skip-gram is employed
to train word embedding and initialize the weight between
the input layer and hidden layer. This paper did not take
pre-trained and off-the-shelf embeddings available online
because word embedding is domain-specific and training
word embeddings with corpus in the domain of study is
expected to give better performance.

Skip-gram uses each current word as an input to a log-
linear classifier and predicts words within a certain range

before and after the current word, as shown in Fig. 5. As a
result it is necessary to maximise the following objective
function and employ the statements in testsets for training:∑

y(t)∈Range(w(t))

log(p(y(t)|w(t); θ)) (11)

where W (t) is the current word, y(t) is the word in a
context window before and after the current word, and θ
is the parameter of the model.

W(t-2) W(t+1) W(t+2)
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Output

Layer

Projection
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Input
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Fig. 5. Skip­Gram Language Model

Once the embeddings are trained, it can be used to
initialise the weight between the input layer and hidden
layer. The original embedding trained for each word is a
real vector of dimension m (in our situation m = 200).
We then convert all the embedding vectors into column
vectors and concatenate them together according to our
dictionary order to form a m × n matrix Wemb where m
is the dimension of the embedding size which corresponds
to the hidden layer size of the auto-encoder-based neural
network, and n is the size of vocabulary. Afterwords, rather
than randomly initialising the weight matrix W12 linking
the input layer and the hidden layer, we initialise it by
using directly the trained embedding matrix Wemb as W12.
As such, once the model is initialised, the weight matrix
W12 already contains semantic and syntactic information.
And after the initialisation is done, the embedding-boosted
model can be put into the evaluation architecture presented
in Fig. 2.

IV. Experimental Study

A. Dataset

To validate and evaluate the proposed auto-encoder-
based bagging prediction architecture, two commonly used
datasets for sentiment analysis are employed, i.e„ Movie
Review1 and IMDB2. Both of them contain sentiment
reviews about different movies. The details of the datasets
are presented in Table I.

1https://www.cs.cornell.edu/people/pabo/movie-review-data/
2http://ai.stanford.edu/~amaas/data/sentiment/
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Most of the reviews in Movie Review are short sum-
maries such as: “An idealistic love story that brings out the
latent 15-year-old romantic in every one” or “A real movie
about real people that gives us a rare glimpse into a culture
most of don’t know”. And some shortest review are even
just commentary phrases like “thoroughly enjoyable” or
“A rare beautiful movie”. Therefore sentiment words are
distributed in a highly dense manner in the statement.

On the contrary, the IMDB dataset contains statements
which are much longer and have more details. The average
length is around 225 words. And typical comments are like
“If you like adult comedy cartoons, like South Park, then
this is nearly a similar format about the small adventures
of three teenage girls at Bromwell High. Keisha, Natella
and Latrina have given exploding sweets and behaved like
bitches ... The cast is also fantastic, Lenny Henry’s Gina
Yashere... I didn’t know this came from Canada, but it
is very good. Very good!”. In the statement, the author
includes not only commentary information, but also brief
scenario of the movie, actors and other information. The
sentiment words are scattered very loosely in the statement,
which adds difficulty to sentiment analysis models to
capture the underlying polarity patterns of a statement.

As for the splitting strategy, for the Movie Review
dataset, we adopt the common strategy used in Nakagawa
et al.’s work [21] to split 90% of the dataset into training
set and the rest 10% into test set, and this also allow us
to make comparison of our results with others on a equal
basis. For the IMDB dataset, the author of this dataset
has already split the dataset into 50%/50% scheme [42],
therefore we adopt this splitting as other users of this
dataset do.

TABLE I. Sentiment Analysis Dataset
Dataset #training instances #test instances positive/negative average length

Movie Review 9596 1066 0.5/0.5 19
IMDB 25000 25000 0.5/0.5 225

B. Evaluation Metrics

In order to analyse the performance of different senti-
ment analysis methods, the accuracy of prediction [21][42]
is utilised to evaluate the prediction performance:

Accuracy =

∑n
i=1 1{ti == oi}

#test instances
(12)

where ti stands for the desired label of a test instance
and oi stands for the output label predicted by the model.
As such, the generalisation power of the proposed model
towards unseen data is evaluated through its capability to
predict accurately the sentiment label of test instances.

C. Baseline Methods For Sentiment Analysis

In order to compare the potential of the proposed auto-
encoder-based bagging approach, several baseline methods
are included for comparison, as listed below:

For the Movie Review dataset, Nakagawa et al.’s work
[21] shows that the following four methods are most
suitable for the Movie Review dataset.

1) Bag-of-Words: This method employs bag-of-
words features and a simple logistic regression
unit to classify if a statement is positive or
negative.

2) Vote by lexicon: This method employs lexicon
developed in [43] [44] and the polarity of a
statement is calculated by voting each word’s
polarity score.

3) Rule-Based Reversal: The polarity of a subjective
sentence is deterministically decided based on
rules, by considering the sentiment polarities of
dependency subtrees. The polarity of the depen-
dency subtree whose root is the i-th phrase is
decided by voting the prior polarity of the i-
th phrase and the polarities of the dependency
subtrees whose root nodes are the modifiers of
the i-th phrase.

4) Tree-Based CRF: This method employs condi-
tional random fields with hidden variables to
classify sentiment polarities.

For the IMDB dataset, Maas et al.’s study [42] reveals
that the following four methods show better performance
and are more suitable for this dataset.

1) LSA: A truncated SVD decomposition is ap-
plied to the tf-idf weighted, cosine normalized
count matrix, which is a standard weighting and
smoothing scheme for VSM model.

2) LDA: Topic modeling method proposed by Blei
et al. [45] modelling statements as mixtures of
latent topics.

3) MAAS Semantic: Probabilistic model proposed
by Maas et al. [42] which optimises a objective
function only containing semantic information.

4) MAAS Full: Probabilistic model proposed by
Maas et al. [42] which optimises a objective
function containing both semantic and sentiment
information.

D. Experimental Results

Tables II and III summarises the results of the proposed
approach with comparison to other baseline methods,
which shows that the proposed bagging approach can
outperform other baseline methods.
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TABLE II. Accuracy Summary For Movie Re­
view Dataset

Method Movie Review
Bag-of-Word 0.764

Voting by lexicon 0.631
Rule-Based Reversal 0.629

Tree-Based CRF 0.773

AEBPA (Single Model without embedding) 0.764
AEBPA (Single Model with embedding) 0.766

AEBPA 0.788

TABLE III. Accuracy Summary For IMDB
Dataset

Method IMDB
LSA 0.8396
LDA 0.6742

MAAS Semantic 0.8730
MAAS Full 0.8744

AEBPA (Single Model without embedding) 0.8611
AEBPA (Single Model with embedding) 0.8669

AEBPA 0.8773

Figure 6 presents the result of bagging over the number
of models participating in bagging for the two datasets. As
the number of models participating in bagging increases,
the accuracy after bagging either first increases and then
decreases after a optimal value or increases and stagnates
around a limit value. In the case of Movie Review, bagging
6 models yields the best result of 78.8% in accuracy.
For IMDB, bagging 17 models gives an optimal result of
87.73%. This phenomenon might be partially attributed to
the fact that if there are too many models participating in
bagging, their outputs would be too divergent, and then
the disagreement between different models may lead to a
stasis or even a decrease in performance.

The training process is offline, however once the train-
ing is done, the prediction process is online and works in
real time.
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Fig. 6. Accuracy After Bagging For Sentiment
Analysis

E. Discussion

As presented in Tables II and III, the proposed approach
outperforms other baseline methods. Vote-based method
got poor performance partially because it only employs
lexicon to vote based on each word’s polarity. However,
sentiment lexicon is context-dependent, the same word
may have different polarity in different domain, and there
are no universal lexicon [46][47]. Even worse, the same
word in the same domain may have different polarity
with respect to different aspects. For example, in a laptop
review, ‘large’ may be negative for the battery aspect while
being positive for the screen size aspect.

Bag-of-word method did not achieve best result neither,
because the text-based data expressed in a bag-of-word
representation are of high dimension. Simply feeding high
dimension text-based data into logistic regression learner
cannot help capture the underlying sentiment patterns in a
statement.

The proposed AEBPA architecture help achieve better
result because 1) each single model in the architecture is
an auto-encoder-based model which has the capability to
perform dimension reduction and extract higher order fea-
tures from raw representations in an unsupervised manner;
2) Balanced by bagging techniques, the generalisation error
of the whole architecture is further decreased; 3) Finally,
for the two datasets, word embeddings is used to initialise
the weights between input layer and hidden layer in order
to avoid the situation where parameters get stuck in local
optima during training process.

From the comparison result of Single Model without
embedding and with embedding in Tables II and III, it is
observed that embedding does help boost the performance.
To visualise what the proposed model can learn, the em-
bedding learned by the proposed model is further projected
using a commonly used dimension reduction tool [48], as
shown in Fig. 7, where each word is represented by one
point. It is observed that words are roughly separated into
two parts which is consistent with the expected classifi-
cation task since the output labels are in two categories.
The lower-left part contains words with positive polarity
whereas the right part are negative words. Some typical
words are summarised in Table IV. As shown in Fig. 7,
words with the same sentiment polarity are clustered near
each other and words with close semantic meaning are
close to each other. This learned embedding, the dimension
reduction and feature learning capability of auto-encoder
plus bagging techniques may account for the polarity
detection performance.

V. Conclusion and Future Work

In recent years, many methods for sentiment analysis
have been proposed among them machine learning ap-
proach such as feature-oriented SVM or more complicated
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TABLE IV. Words Close To Each Other In The
Embedding Learned By AEBPA

Words in the lower-left part elegent, admirable, amazing, best, charming,
unbelievable, wonderous, beneficial, cheer,
elegent, encouraging

Words in the right part loathing, tired, boring, capricious, deceitful,
sad, stressful, struggle, stupid, tedious, terri-
bly, trouble, unfaithful, unfavourable

Fig. 7. Embedding Learned By Auto­Encoder­
Based Prediction Model

probabilistic models are widely employed due to their
capability of learning domain specific information. Though
these methods have shown their promising potential and
robustness, there are still several challenges such as the
curse of dimensionality because text-based data are often
of high dimension when represented in raw representation.
The auto-encoder-based prediction model has been proven
useful to overcome this difficulty, while how to reduce
generalisation error of the model still keeps an important
challenge. There are many ways to reduce generalisation
error among which bagging is one of possible methods. To
better investigate the feasibility of bagging different auto-
encoder-based prediction models for sentiment analysis,
in this study, we proposed an auto-encoder-based bagging
prediction architecture (AEBPA) for sentiment analysis
and conducted experiment on standard datasets. The ex-
perimental study shows that the proposed architecture
outperforms traditional methods.

Although the proposed approach achieved satisfying
results, some challenges still need to be addressed. One
of them is how to better initialize the weights of the
model. It is worthwhile to employ more data to train a
better embedding and in the future it is deserved to use
more sentimental corpus out of the experimental datasets
to train embedding. As for optimisation process, it is also
worthwhile to employ other optimisation algorithms such
as Newton [49] and LBFGS [50].
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Abstract

New Trust, Reputation and Recommendation (TRR)
models are continuously proposed. However, the existing
models lack shared bases and goals. For this reason, in
this work we define an innovative meta model to facilitate
the definition and standardization of a generic TRR model.
Following the meta model, researchers in the field will be
able to define standard models, compare them with other
models and reuse parts of them. A standardization is also
needed to determine which properties should be present in
a TRR model.

In accordance with the objectives we were seeking,
following our meta model, we have: defined a pre-
standardized TRR model for e-commerce; identified the
fundamental concepts and the main features that contribute
to form trust and reputation in that domain; respected the
dependence on the context/role of trust and reputation;
aggregated only homogeneous trust information; listed and
shown how to defend from the main malicious attacks.

Trust, Reputation and Recommendation Model; meta
model; malicious attacks; context/role sensitivity; main fea-
tures of trust; homogeneous trust information

1 Introduction

Lately, it has become of paramount importance to ob-
tain information about Trust and Reputation of online ser-
vice providers as well as of other users. In practice, there is
the need for a support to make relatively better trust-based
choices. Of course, as we are in an area where subjectivity
plays a predominant role, the optimal point actually does
not exist and the best choice is not easy to spot. In recent
years there have been numerous studies aimed at under-
standing how to manage online trust and reputation. Nev-
ertheless, in our opinion, all of these studies have not gone
in the same direction. In fact, according to [1, 2, 3, 4], we
recognize the lack of shared bases and goals. Authors in [5]

also recognize the lack of a unified research direction and
note that there are no unified objectives for trust technolo-
gies and no unified performance metrics and benchmarks.

In fact, there are many models in the literature that
treat trust and/or reputation contradictorily. For instance,
some models use calculation methods based on the tran-
sitivity of trust while some authors demonstrate that trust
is not transitive but propagative [6]. Other models calcu-
late trust/reputation without taking into account properties
deemed essential by some authors (e.g., context-specific,
event-sensitive, etc.) [6, 7].

Lastly, differently from other areas of computer science,
there is not a well-defined set of testbeds for comparing
models [2]. Validations are not performed through a com-
parison of the results with other models because often they
are neither reproducible nor comparable [8]. Almost always
the data are not shared and therefore validations use differ-
ent data even in the same application domain [9]. It rises
from the above reasons the urgency of reaching a standard
trust and reputation model.

In this paper we lay the foundation for the formula-
tion of a meta model to be shared with researchers in the
field, defining properties, characteristics, methods and best
practices to which Trust, Reputation and Recommendation
(TRR) models should be compliant. We draw inspiration
from similar proposals in the literature [3, 4, 5, 10]. Our
meta model is also the result of a critical review in which
we have recognized strenghts and weaknesses of the most
important existing TRR models [7, 11, 12].

However, differently from the above cited works, we de-
fine a meta model with real requirements for the definition
of TRR models. The main purpose of the meta model is to
facilitate the definition of a generic TRR model. In fact, the
meta model explains how to create, step-by-step, a compli-
ant model. Among others, a standardization is needed to de-
termine the fundamental properties which must be present
in a TRR model, thus avoiding that the models do not take
them into account. Designing a TRR model in a standard
manner will also facilitate the reuse of some of its parts.

Another goal is to introduce a pre-standardized TRR
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model for e-commerce. Obviously our model does not
claim to be final, since the intention is to propose a basis
on which researchers will be able to discuss and, “speak-
ing the same language”, establish a common objective and
select the best proposals [7].

The paper is organized as follows: we firstly describe
related work in Section 2. Then, in Section 3, we present
our meta model. In Section 4, following our meta model, we
introduce a pre-standardized TRR model for e-commerce.
Finally, in Section 5 we draw some conclusions and outline
future work.

2 Related Work

Several papers [6, 7, 13] review the most important TRR
models. Conversely, to the best of our knowledge, only a
few propose meta models to facilitate the definition of stan-
dard models. Many authors, among which [1, 2, 3, 4, 5, 14],
emphasize the lack of common understanding and shared
description in trust models.

Authors in [3] describe an interesting pre-standardized
approach for trust and/or reputation models for distributed
and heterogeneous systems. They also survey several repre-
sentative trust and reputation models, describing their main
characteristics, with the objective of extracting some com-
mon features from them in order to obtain a set of recom-
mendations for a pre-standardized process. In their view, a
generic model should consist of the following five compo-
nents: gathering behavioral information; scoring and rank-
ing entities; entity selection; transaction; rewarding and
punishing entities.

Authors in [14] deal with the federated trust manage-
ment. Trust management in federated environments, as in
service-oriented architecture (SOA), will introduce addi-
tional complexity. In these environments, it is necessary
that different trust management systems can interoperate.
Complexity increases because, as many authors complain,
there is no consensus on what constitutes the trust. There is
the need for a way of representing trust that may be under-
stood by all parties involved. Authors also stress the need
for a shared understanding and they identify important as-
pects of trust frameworks. In order to systematically study
the requirements rising from federated trust management,
they classify these problems into five aspects: trust rep-
resentation; trust exchange; trust establishment; trust en-
forcement; trust storage. Then they propose a conceptual
architecture for federated trust management.

An approach for building a generic trust model, called
UniTEC, is also described in [5]. Authors identify the fol-
lowing dimensions of the trust relationship: trust measure;
trust certainty; trust context; trust directness; trust dynam-
ics. Then, they map these concepts on the components
of their generic trust model. With this approach, built on

the observation, the outcome of each trust model can be
mapped onto UniTEC and it is also possible to compare
models with each other. However, during mapping to the
generic trust model details of the trust model are lost [4].

Authors in [4] created a generally applicable meta
model, called TrustFraMM, which aims at creating the com-
mon ground for future trust research in computer science.
As authors declare, their meta model was born from the idea
of identifying identical functionalities in different available
trust frameworks. Using their meta model any trust frame-
work can be described as a set of standard elements of the
TrustFraMM. The authors expect to get several common
implementations so that it will be possible to apply Model
Driven Architecture to trust management. This way, it will
be easier for researchers and developers to find new solu-
tions also in domains that have not yet been explored. The
proposed meta model is only at its first version. The authors
plan to further detail the identified elements taking into ac-
count the proposals of the other researchers.

In [1] the TrustFraMM meta model is extended to be
used in the design process. The authors describe a system-
atic approach for the design of trust frameworks. The basic
idea is that in trust framework design there are typical as-
pects that restrict the possible solutions. For this reason,
the authors believe that, by using tested and approved pro-
cedures, the design of a trust framework is an exploratory
process. Therefore, a designer can select the elements of
TrustFraMM suitable for his/her specific implementation.

An investigation of trust-based protocols in mobile ad-
hoc networks is reported in [15]. The authors also provide
a set of properties and essential concepts that should neces-
sarily be considered by trust framework designers in these
environments. In addition, methods for the management of
trust evidences are categorized. Although some concepts
are only briefly exposed and not explained in detail [4],
the work provides some important insights on trust man-
agement.

As remarked in [16] and [17], the existing works do not
well address how to request and obtain recommendations
and how to manage attacks and protection mechanisms.
Our meta model, besides identifying some crucial aspects
in the building of trust/reputation, addresses researchers on
how to “think of” and define a standard TRR model. The
meta model “forces” to deal with some fundamental aspects
which are often neglected in many of the proposed TRR
models.

Lastly, our TRR model for e-commerce provides both an
application of the proposed meta model and many starting
points about trust and reputation management.
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3 Trust, Reputation and Recommendation
Meta Model

In this section, based on observations and literature, we
define a TRR meta model whose objective is to facilitate the
definition of TRR models and the identification of standard
models for any particular context.

Our meta model has been divided into two parts, which
list a series of information that shall be provided to build
a TRR model compliant with our TRR meta model. This
information will also be useful to make the various TRR
models more understandable and classifiable. Part 1 is pre-
liminary for the second and covers the fundamental princi-
ples and the basic information on which the TRR model is
based. Part 2, instead, specifies the way in which informa-
tion is handled, i.e. it contains the actual definition of the
model.

As mentioned in Section 1, in this section we will only
list the requirements of the meta model, and will motivate
and explain in more detail the choices made in the next sec-
tion, where we will apply the meta model to define our TRR
model for e-commerce.

3.1 TRR Meta Model Part 1 - Basic principles

1. Scope. The community referred to by the TRR model
(e.g.: social networks, company, e-commerce, etc.). This
information is useful to classify the model;
2. Goals. The objectives of the TRR model. This informa-
tion is necessary to let researchers and developers properly
use the model.
3. Fundamental Concepts. Basic concepts underlying the
TRR model justifying the choices made. This point should
be carefully described, as it is very important to have solid
and commonly accepted basic principles on trust and repu-
tation otherwise the proposed solutions lack any foundation.
4. Contexts/Roles Ontology. All the contexts/roles (e.g. “e-
commerce/buyer, “e-commerce/seller”) in which the TRR
model can be used [4, 5, 12]. Although it may be challeng-
ing to identify the most suitable contexts/roles ontology, it
is still essential to have a shared basis on which to think
and discuss. Without a shared ontology of contexts it will
be complex to reuse metrics or parts of models defined by
other authors. Therefore, following the fundamental con-
cepts at the previous point, the TRR model shall specify:
a) Context/Role Main Features (MF). The main features

that contribute to build the trust (reputation) for each
context/role (e.g. “quality”, “reliability”) [6, 7].

b) Main Features Values (MFV). Value domain which can
be assigned to each MF (e.g. “good”, “poor”, [0,1],
etc.).

c) Main Features Measurement. The metrics for each MF.
They shall respect two conditions:

i. Negative ratings decrease the value of the MF;
ii. Positive ratings increase the value of the MF;

d) Trust/Reputation Measurement. The specific metric for
trust/reputation for each context/role (it is possible that
some contexts/roles share the same metric);

5. Malicious Attacks. List of all attacks that can undermine
the TRR model [16, 18]. A detailed understanding of the
threats that may make the model unreliable helps to define a
more effective TRR model. Many models are defined with-
out taking into account the malicious attacks. This point
shall be constantly updated as new attacks are periodically
identified;

3.2 TRR Meta Model Part 2 - Information Man-
agement

1. Entity management. The entities shall be distinguishable
from each other within the system, otherwise it would be
impossible to assign a value to their trust/reputation. For
this reason it is necessary that the TRR model defines how
the involved entities are managed. In the management of
the entities (users, services providers, etc.) the following
aspects shall be kept in mind:
a) Longevity. After each interaction with an entity there

should be the possibility of having other interactions
with it in the future [7]. In practice, it shall be impos-
sible or difficult and above all not convenient to change
identifier.

b) Privacy. The protection of privacy has become a crucial
aspect and more and more users require that their private
data are protected. An unclear privacy policy may dis-
courage the participation of honest users. It should be
specified whether and how the privacy of users is pro-
tected;

c) Anonymity. It should be specified whether and how the
users have the option to be anonymous;

d) Initial values. It shall be specified which initial values
are assigned to the trust/reputation of the new entities
(newcomers). The assignment of an incorrect or not con-
sistent initial value to newcomers could affect the effec-
tiveness of the system. This is almost always ignored in
many models;

2. Information Gathering. It shall be specified in which
way the values of the main features are gathered for each
context/role [3, 4]. Therefore, the TRR model shall specify:
a) which passive mechanisms (without user intervention)

for information gathering are used;
b) which active mechanisms (the user gives explicit feed-

back) for information gathering are used;
c) how the authenticity of the information is preserved (Au-

thenticity).
In any case, the values collected or assigned by the user
must be consistent with those reported in Part 1.
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3. Information Storing. Besides indicating how the infor-
mation on the MFs is stored, the TRR model shall specify:
a) whether one party of a transaction (agent/resource)

cannot deny having received/expressed a rating (Non-
Repudiation);

b) whether and how the information is aggregated (Aggre-
gation);

c) whether and how the oldest information is taken into ac-
count (History);

d) whether and how the oldest information is less influen-
tial than the most recent (Aging);

4. Information Sharing. All users shall have access to the
same information (Democracy). The TRR model may spec-
ify:
a) whether all the necessary knowledge (rules, procedures,

etc.) to interpret and manage the information shared by
the system is made available (Knowledge);

b) whether the information is easily understood (Clarity);
c) whether the system is easy to use (Usability);
d) whether it is possible to trace or contact the raters (Un-

traceability);
5. Recommendation System. A mechanism to “advise” the
user which entities to interact with in a given situation (con-
text/role). Some systems may only collect and share in-
formation about the entities. If the TRR model includes
a recommendation system, it shall describe in detail the
“decision-making process” used;
6. Incentive Mechanism. After a transaction, the users usu-
ally have no incentive to give a rating about the other party.
To be successful, a TRR model should encourage the partic-
ipation of honest users and discourage dishonest behavior
[7]. Therefore, being this a fundamental aspect, the TRR
model should describe in detail the incentive mechanism
used [19];
7. Malicious Attacks Resilience. In general there can not
be a system completely immune from attacks by malicious
users. Nevertheless, it is possible to make malicious behav-
iors inconvenient. The TRR model should indicate whether
the system is resilient to the attacks listed in the first phase
and if there are weaknesses.

4 A Pre-Standardized Trust and Reputation
Model for E-Commerce

In this section, we propose a pre-standardized TRR
model for e-commerce whose definition has been carried
out following our TRR meta model. Here we outline the
features that, in our view, must necessarily be part of a stan-
dard model. The purpose of this section is to provide an ex-
ample of application of our meta model, which is helpful for
creating models for various contexts (e.g. product review;
expert sites; autonomous system; wireless sensor networks;
mobile ad-hoc networks; mobile agent system; etc.).

4.1 TRR Model for E-Commerce Part 1 - Basic
principles

1. Scope. The model is applicable in the context of selling
products online (e-commerce).
2. Goals. Providing an entity with reliable information on
the conduct of the other party in the context/role in which
they will interact.
3. Fundamental Concepts. We adopt the definition of trust
based on the former encounters between two agents: “Trust
is a subjective expectation an agent has about another’s fu-
ture behavior based on the history of their encounters” [20].
Here an “encounter is an event between two agents within a
specific context”.
Furthermore, we adopt the following definition of Reputa-
tion: “what is generally said or believed about an entity’s
character or standing” (word of mouth) [7].
Reputation clearly has a global aspect whereas trust is
viewed from a local and subjective angle.
In the light of the above arguments, a recommendation sys-
tem, besides relying on reputation, should allow an entity
to consider any private information in its possession (di-
rect trust). For example, an entity may build its own trust-
chain, i.e. a periodically updated local store which includes
trust data of the other entities of which the entity has direct
knowledge.
As regards trust and reputation, in agreement with [6, 7, 21],
we consider of primary importance one aspect that is often
overlooked by many authors: Trusting Ann as a doctor is
not the same as trusting her as an aircraft pilot.
This is also true for the reputation and suggests that trust
and reputation are dependent on the context and the role
(Context/Role-Sensitive). Therefore there can be no single
evaluation method for trust and/or reputation that is appli-
cable in all contexts/roles and thus it is essential to identify
a Contexts/Roles Ontology.
In addition, each context/role has its own peculiar charac-
teristics (main features) that contribute to a greater extent
to build trust (subjective expectation) or reputation (word-
of-mouth) of an entity. For instance, a high level of trust
(reputation) in an online store might arise from its positive
ratings received on product quality, assortment, etc.
Another major point is the way in which inhomogeneous
values are commonly aggregated. In fact, the aggregation
of all the features values in a single trust (reputation) score
causes a significant loss of information, and produces an
unreliable result. For example, we believe that aggregating
the ratings regarding product quality with those regarding
assortment has neither a logic nor a theoretical justification.
For this reason, in our model we maintain separate values
for each main feature.
In this section we cannot ignore a series of other fundamen-
tal properties of trust and/or reputation [6, 7]:
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Figure 1: Categorization of the information according to:
context/role, main feature and main feature values.

(a) Subjective: subjective nature of ratings leads to person-
alization of trust/reputation evaluation.
(b) Relational: as two members interact with each other
frequently, their relationship strengthens, and trust (reputa-
tion) will increase if the experience is positive and decrease
otherwise.
(c) Dynamic: trust and reputation decay with time, hence
new experiences are more important than old ones.
(d) Propagative: if Ann knows Bob who knows Clair, and
Ann does not know Clair, then Ann can derive some amount
of trust on Clair based on how much she trusts Bob and how
much Bob trusts Clair.
(e) Non-Transitive: if Ann trusts Bob and Bob trusts Clair,
this does not imply that Ann trusts Clair. Propagation does
not imply transitivity.
(f) Asymmetric: Ann trusts Bob does not imply that Bob
trusts Ann.
(g) Slow: high trust and good reputation take a long time to
build, i.e., they grow slowly.
(h) Event sensitive: a single high-impact event may destroy
trust (reputation) completely.
(i) Indirect Trust: trust can be based on second-hand infor-
mation about an entity that one does not know directly.
(j) Direct Trust: first-hand information should always be
the most reliable.
4. Contexts/Roles Ontology. In the context of e-commerce
we identify the following contexts/roles: e-commerce/seller
and e-commerce/buyer.
a) Context/Role Main Features (MF). We identified the fol-

lowing main features (see Fig.1):
- e-commerce/seller: Cheapness, Assortment, Delivery

System, Sale System and Product Quality;
- e-commerce/buyer: Reliability;

b) Main Features Values (MFV). The following values can
be assigned to all main features in the e-commerce/seller
context: poor (P), below average (BA), average (A),
above average (AA) and optimum (O). The amount of
the transaction (values in R) is assigned to the Reliabil-
ity main feature in the e-commerce/buyer context.

c) Main Features Measurement. For each MFV in e-
commerce/seller, the Number of Ratings (NoR) received
is stored. Since each rating will increase the NoR of the
MFV, the following properties are valid:
i. Every negative rating decreases the value of the fea-

ture. In fact, it increases the NoR associated with the
corresponding negative value;

ii. Every positive rating increases the value of the fea-
ture. In fact, it increases the NoR associated with the
corresponding positive value.

For each MFV in the e-commerce/buyer, two values are
kept: number of transactions (necessary to recalculate
the average) and the average amount spent (the actual
measure of the Reliability).
i. Transactions with a spent amount lower than average

decrease the value of the feature;
ii. Transactions with a spent amount higher than aver-

age increase the value of the feature;
d) Trust/Reputation Measurement. As shown in the follow-

ing, the model does not deal with the computation of a
value for trust/reputation. It only collects information on
the past behavior of the entities, that are made available
for subjective evaluations.

5. Malicious Attacks. The most common attacks are the
following (detailed definitions are in [16, 18, 22]):
a) Whitewash: a user with a poor reputation, obtains a new

identity to erase his/her previous reputation;
b) Sybil Attacks: a dishonest user attempts to obtain multi-

ple identities to cheat the reputation system;
c) Traitor: a user with low reputation behaves well un-

til s/he reaches a good reputation. Then s/he resumes
his/her dishonest behavior;

d) Fake transaction: a user creates ad-hoc transactions only
to express a rating. Although transaction costs may be
required, it could be equally convenient to bear the costs
in relation to the benefits achieved;

e) Slander: a user acquires many identities (sybil attack)
and then provides negative feedback to decrease the rep-
utation of the victims;

f) Promote: a user acquires many identities (sybil attack)
and provides positive feedback to increase the reputation
of a target;

g) Slander+Promote: both Slander and Promote are ex-
ploited at the same time;

h) Self-promote: a user gives positive feedback on subjects
in whose s/he is not interested to increase his/her own
reputation, and then provides dishonest feedback on the
victims;

i) Oscillation: some users acquire many identities (sybil
attack) which are divided into two groups with differ-
ent roles. A group focuses in giving dishonest feedback
on target, while the other focuses in increasing its rep-
utation by providing honest feedbacks. The roles of the
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two groups dynamically alternate;
j) Ballot stuffing: a user gives many ratings so as to affect

the reputation of the target;
k) RepTrap: some users acquire many identities (sybil at-

tack) forming a coordinated group to become “major-
ity”. The group gives many negative ratings on the tar-
gets (users with a few feedbacks, called “traps”) to ex-
ceed the majority of feedbacks. In this way, the system
will judge the negative feedback expressed by dishon-
est users as “consistent” with the reputation of the target
and, on the other hand, as “inconsistent” the feedback
provided by honest users.
The final effect will be that the honest users will have
their reputation lowered and the dishonest users will
have it increased.
Many traps will be disseminated in the system. The side
effect is also to reduce the total number of honest users
with high reputation;

l) Denial of Service: a DOS is caused to avoid the calcula-
tion and dissemination of reputation;

m) Exit: a user who has decided to leave the system is no
longer interested in his own reputation and can behave
dishonestly without worrying about the consequences;

n) Context/Role Sliding: a user attempts to gain a good
reputation in the contexts/roles where it is easier and
cheaper to get it and then have malicious behaviors
in other contexts/roles exploiting the high reputation
gained;

o) Orchestrated: a user organizes attacks using various of
the strategies listed above;

4.2 TRR Model for E-Commerce Part 2 - Infor-
mation Management

1. Entity management. This model works with any Identity
Management. Necessary and sufficient condition is that the
entities are distinguishable from each other.
a) Longevity. Even though the entities can change their

identifier, it is not advantageous: the newcomers are rec-
ognized because they have a few ratings.

b) Privacy. Neither data on users nor data on content of
transactions are stored, thus privacy is preserved. Fur-
thermore, the average value of purchases it is not a “sen-
sitive” information (see next point 3);

c) Anonymity. The users are uniquely identified by an iden-
tifier and therefore remain anonymous;

d) Initial values. Newcomers have no initial assigned
value;

2. Information Gathering. Following a transaction, the
buyer (seller) can express his own evaluation of the seller
(buyer) (relational property). Users, depending on the con-
text/role, shall express a rating on the specific MFs identi-
fied in Part 1.

a) The ratings expressed by the seller against the buyer
(the amount of a successful transaction) could be auto-
mated and considered a passive mechanism for informa-
tion gathering;

b) The ratings expressed by the buyer against the seller (ex-
plicit feedbacks) are an active mechanism for informa-
tion gathering;

c) Information authenticity can be preserved using SAML
assertions;

3. Information Storing. As mentioned in Part 1, a rating
produces a list of values, one for each MF in the con-
text/role. In general, with respect to an entity and to the con-
text/role under which the interaction took place, the NoR
received for each MFV is stored. These values are catego-
rized according to: context/role, MF and MFV (see Fig.1).
a) Non-Repudiation: since ratings can be only given fol-

lowing a transaction, neither party can repudiate the rat-
ings concerning it;

b) Aggregation. In the e-commerce/seller context/role, as a
result of a rating, the NoR of the corresponding MFV is
increased by 1. For instance, if a buyer assigns poor
to the Cheapness of an online store, the NoR of the
MFV poor related to the MF Cheapness is increased
by 1 (see the dashed boxes in Fig.1). In this way we
avoid to aggregate inhomogeneous information. In the
e-commerce/buyer context/role, following a rating the
value of the MF Reliability is updated by increasing by
1 the total number of transactions and recalculating the
average amount.

c) History. The history can be managed by storing the time
in which a rating is expressed. As time passes, the past
ratings may need to be aggregated. In this case, in the
e-commerce/seller context/role, the aggregation of the
values of the MF is obtained by adding the NoR of the
corresponding MFV.
In the e-commerce/buyer context/role, the history is
managed similarly with the only difference that the ag-
gregation of the values of the reliability of the buyer is
obtained by adding the total number of transactions and
then re-calculating the average;

d) Aging. The oldest information should be given less im-
portance than the most recent. Who uses it should decide
how to weight it (dynamic and subjective properties);

4. Information Sharing. All users, without distinction, can
access to the same information (Democracy). Only the av-
erage amount spent, used to measure the Reliability of the
buyer, is published, while the number of transactions is kept
confidential. Furthermore:
a) Knowledge. To interpret and manage the information

shared by the system it is sufficient to know how the
data are stored (Fig.1);

b) Clarity. The information is evidently easy to understand;
c) Usability. The user is required to make an assessment
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on the interaction by simply choosing values from lists;
d) Untraceability. The ratings are stored as described in

point 3. Therefore it is not possible to identify the raters;
5. Recommendation System. This model is only concerned
with gathering, aggregating, storing and sharing ratings
without including a Recommendation System. At the same
time, however, the ratings expressed on the past behav-
ior of users (indirect trust) are made available divided into
two contexts/roles. This enables an easy build of a custom
Recommendation System (subjective property) effective to
identify the right entities to interact with in a given situation
(propagative property).
Moreover, as already mentioned, the user’s private infor-
mation may also be managed by means of the trust-chains
(direct trust). We believe that the Recommendation System
in its decision-making process should ensure that:
- the recent positive ratings should have low impact on rep-

utation (reputation lag);
- even a single recent negative rating has a strong impact

on reputation (event sensitive);
6. Incentive Mechanism. We adopt the incentive mecha-
nisms based on financial rewards presented in [23]. In ad-
dition, dishonest users are discouraged, as shown in the fol-
lowing.
7. Malicious Attacks Resilience. The aim of our model is
to make the user aware of the history of the counterpart: it
will be the user, in a subjective way, to decide how much
trust to place in it from time to time.
Particular attention must be paid to the way in which the
reliability of the buyer is handled. Firstly, we highlight that
the transactions always have a cost: that of the purchased
good/service. Therefore, a buyer who wants to increase his
reputation maliciously should carry out transactions spend-
ing a lot of money. This is a pretty strong disincentive that
protects the system from many attacks. Another technique
might perform a behavioral analysis to identify users who
make many low value transactions.
In line with some consolidated solutions [18, 24, 25], we
can deduce that the effectiveness of the following attacks is
reduced for the following reasons:
(a) Whitewash and Sybil Attacks: newcomers are not as-
signed any initial value, therefore who interacts with a new-
comer will be aware of this and will be able to take all the
necessary precautions.
(b) Traitor: the number of ratings with negative values will
be known to the users, thus the objective of the attacker will
be nullified.
(c) Fake transaction, Promote, Ballot stuffing and Exit: the
danger of attack is severely curtailed from the application of
mechanisms to discourage dishonest behavior. Furthermore
a rating can only be expressed only as a result of a trans-
action, whose cost discourages malicious user to make fake
transactions.

(d) Slander: if an entity receives a lot of negative ratings
from newcomers it would understand it is under attack and
would avoid future interactions with them. In addition, the
same mechanism of Promote is also effective in this case.
(e) Slander+Promote, Self-promote, Oscillation and Rep-
Trap: being curtailed the danger of Slander and of Promote,
a simultaneous attack is not very effective as well.
(f) DOS: the system for the management of the ratings must
provide mechanisms (e.g. the use of message queues and/or
of a decentralized system) to handle the sudden increase in
requests.
(g) Context/Role Sliding: this threat is avoided by main-
taining separate transactions for contexts/roles;
(h) Orchestrated: by limiting all of the above threats, this
threat is limited too.

5 Conclusions and Future Research

In this paper we firstly defined a new meta model which
simplifies and standardizes the definition of a generic TRR
model. Based on this, we have also proposed a pre-
standardized TRR model for e-commerce and listed some
of the fundamental properties that must necessarily be taken
into account in the construction of a TRR model. We iden-
tified the peculiar characteristics (main features) that con-
tribute to a greater extent to form the trust in an entity in
the context of e-commerce. The main malicious attacks
against a Trust and Reputation system were listed, and
it was demonstrated the resistance of our model to them.
Moreover, the collection and sharing of information is de-
coupled from that of the calculation of the trust/reputation.
In this way, users can exploit different systems to derive the
trust/reputation of an entity.

In the future we will continue to work on the meta model
and the TRR model for e-commerce in order to achieve a
standardization of both. In this regard, the meta model has
been designed to be open to the contribution of the scientific
community. We are also trying to establish a recommenda-
tion system for e-commerce that making use of information
provided from our TRR model can help the user to make
trust-based choices. In addition, more efforts are needed
to define other standard TRR models for other contexts.
Lastly, we are working on the implementation of an envi-
ronment for simulating and validating the proposed TRR
models.
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[10] F.G. Mármol and G.M. Pérez. Trust and reputation
models comparison. Internet Research, 21(2):138–
153, 2011.

[11] J. Sabater and C. Sierra. Review on computational
trust and reputation models. Artificial Intelligence Re-
view, 24(1):33–60, 2005.

[12] D. Artz and Y. Gil. A survey of trust in computer sci-
ence and the Semantic Web. Web Semantics, 5(2):58–
71, 2007.

[13] I. Pinyol and J. Sabater-Mir. Computational trust and
reputation models for open multi-agent systems: a re-
view. Artificial Intelligence Review, 40(1):1–25, 2013.

[14] Z. Wu and A. C. Weaver. Requirements of federated
trust management for service-oriented architectures.
In Proceedings of PST 2006, page 10.

[15] K. S. Ramana and A. A. Chari. A survey on trust
management for mobile ad hoc networks. Interna-
tional journal of Network Security & Its Applications,
2(2):75–85, 2010.

[16] Y. Sun and Y. Liu. Security of online reputation sys-
tems: The evolution of attacks and defenses. IEEE
Signal Processing Magazine, 29(2):87–97, 2012.

[17] Y.L. Sun, Z. Han, W. Yu, and K.J.R. Liu. A Trust
Evaluation Framework in Distributed Networks: Vul-
nerability Analysis and Defense Against Attacks. In
INFOCOM, pages 1–13, 2006.

[18] K. Hoffman, D. Zage, and C. Nita-Rotaru. A Survey
of Attack and Defense Techniques for Reputation Sys-
tems. ACM CSUR 2009, 42(1):1–31.

[19] R. Jurca and B. Faltings. An incentive compatible rep-
utation mechanism. In Proceedings of AAMAS 2003,
pages 1026–1027.

[20] L. Mui, M. Mohtashemi, and A. Halberstadt. A
Computational Model of Trust and Reputation for E-
businesses. In Proceedings of HICSS 2002-Vol.7,
pages 188–.

[21] I. Pinyol, J. Sabater-Mir, P. Dellunde, and M. Paolucci.
Reputation-based decisions for logic-based cognitive
agents. In Proceedings of AAMAS 2012, volume 24,
pages 175–216.

[22] D. Fraga, Z. Bankovic, and J.M. Moya. A Taxonomy
of Trust and Reputation System Attacks. In Proceed-
ings of TrustCom 2012, pages 41–50.

[23] N. Miller, P. Resnick, and R. Zeckhauser. Eliciting
honest feedback in electronic markets. In Proceedings
of SITE 2002.

[24] Y. Sun, Z. Han, and K.J.R. Liu. Defense of trust man-
agement vulnerabilities in distributed networks. Com-
munications Magazine, IEEE, 46(2):112–119, 2008.
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Abstract—With the proliferation of 3D image data comes the 
need for advances in automated spatial reasoning. One specific 
challenge is the need for a practical mapping between spatial 
reasoning and human cognition, where human cognition is 
expressed through natural-language terminology. With respect to 
human understanding, researchers have found that errors about 
spatial relations typically tend to be metric rather than 
topological; that is, errors tend to be made with respect to 
quantitative differences in spatial features. However, topology 
alone has been found to be insufficient for conveying spatial 
knowledge in natural-language communication. Based on 
previous work that has been done to define metrics for two lines 
and a line and a 2D region in order to facilitate a mapping to 
natural-language terminology, herein we define metrics 
appropriate for 3D regions. These metrics extend the notions of 
previously defined terms such as splitting, closeness, and 
approximate alongness. The association between this collection of 
metrics, 3D connectivity relations, and several English-language 
spatial terms was tested in a human subject study. As spatial 
queries tend to be in natural language, this study provides 
preliminary insight into how 3D topological relations and metrics 
correlate in distinguishing natural-language terms. 

Keywords—Spatial Reasoning, Natural-Language Processing, 
Region Connection Calculus, 3D Images 

I. INTRODUCTION 

In tandem with increases in pervasive mobile computing 
and the proliferation of 3D image data comes the need for 
advances in automated spatial reasoning. One of the particular 
challenges is the need for a practical mapping between 
qualitative and quantitative spatial reasoning and human 
cognition, the latter being expressed principally through 
natural-language terminology. With respect to human 
understanding, errors about spatial relations typically tend to 
be metric rather than topological [1, 2]; however, topology 
alone has been found to be insufficient for conveying spatial 
knowledge in natural-language communication [3, 4]. The 
consensus is that topology matters while metrics refine [5]. To 
accommodate natural-language spatial queries, an effective 
interface between automated spatial reasoning and natural 
language requires an appropriate blend of natural language, 
topology, and metrics. 

Based on the work that has been done to define metrics for 
two lines [4] and a line and a 2D region [3] with topological 

relations in order to facilitate a mapping to natural-language 
terminology, herein we define metrics appropriate for two 3D 
regions and the topological connectivity relations used in 
VRCC-3D+ [6, 7, 8]. These metrics extend the notions of what 
previous authors [3, 4, 9] have referred to as: splitting (i.e., 
how much is in common between two objects), closeness (i.e., 
how far apart parts are), and approximate alongness (i.e., a 
combination of splitting and closeness). The association 
between this collection of metrics, 3D connectivity relations, 
and several English-language spatial terms was tested in a 
human subject study. The results of that study provide 
preliminary insight into how the 3D topological relations and 
metrics correlate in distinguishing natural-language terms. 

The paper is organized as follows. Section II briefly 
discusses the region connection calculus, VRCC-3D+, and the 
topological relations pertinent to this study. Section III defines 
the metric relations for splitting, closeness, and approximate 
alongness, which are similar in concept to those that have been 
proposed for a line and a 2D region [3], but are significantly 
redefined to be appropriate for objects in 3D space. Section IV 
identifies dependencies between the topological relations and 
the metrics, as well as intra-relationships within the metrics. 
Section V examines associations between the topological 
relations, the metrics, and various natural-language terms 
based on the results of a human subject experiment. Section 
VI outlines directions for future work, followed by a summary 
and conclusions in Section VII. 

II. TOPOLOGICAL RELATIONS

A. Mathematical Preliminaries 
R3 denotes the three-dimensional space endowed with a 

distance metric. Here the mathematical notions of subset, 
proper subset, equal sets, empty set (∅), union, intersection, 
universal complement, and relative complement are the same 
as those typically defined in set theory. The notions of 
neighborhood, open set, closed set, limit point, boundary, 
interior, exterior, and closure of sets are as in point-set 
topology. The interior, boundary, and exterior of any region 
are disjoint, and their union is the universe.  

A set is connected if it cannot be represented as the union 
of disjoint open sets. For any non-empty bounded set A, we 
use  symbols Ac, Ai, Ab, and Ae to represent the universal 
complement, interior, boundary, and exterior of a set A, 
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respectively. Two regions A and B are equal if Ai == Bi, Ab == 
Bb, and Ae == Be are true. For our discussion, we assume that 
every region A is a non-empty, bounded, regular closed, 
connected set without holes; specifically, Ab is a closed curve 
in 2D, and a closed surface in 3D. 

B. Region Connection Calculi 
Much of the foundational research on qualitative spatial 

reasoning is based on a region connection calculus (RCC) that 
describes 2D regions (i.e., topological space) by their possible 
relations to each other. Most notable is the RCC8 model [10] 
which defines the following eight relations (illustrated in Fig. 
1): disconnected (DC), externally connected (EC), partial 
overlap (PO), equality (EQ), tangential proper part (TPP), 
non-tangential proper part (NTPP), converse tangential proper 
part (TPPc), and converse non-tangential proper part (NTPPc). 
Topological relations in a region connection calculus are 
typically defined using first-order logic (as in the work of 
Randell, Cui, and Cohn [10]) or using the 9-Intersection model 
[11] which looks at whether the intersections between the 
interiors, exteriors, and boundaries of two regions are empty 
or non-empty.  

Figure 1. RCC8 relations. 

Whereas a 2D object is in a plane, a 3D object is in space. 
The simplest examples of 3D objects are a pyramid, a cube, a 
cylinder, and a sphere. A concave pyramid is a complex, 
simply connected 3D object. Since concave objects can be 
partitioned into convex objects, for all practical purposes, we 
work with convex objects. For the rest of this discussion, we 
will base our analysis on convex objects; in particular, spheres 
are used in our natural-language human study.  

VRCC-3D+ [6, 7, 8] is the implementation of a region 
connection calculus that qualitatively determines the spatial 
relations between 3D objects, both in terms of connectivity 
and obscuration. The VRCC-3D+ connectivity relations are 
named the same as in RCC8; however, the VRCC-3D+ 
connectivity relations are calculated in 3D rather than 2D. 
Fifteen obscuration relations also are defined in VRCC-3D+. 
Considered from a 2D projection, each VRCC-3D+ 
obscuration relation is a refinement of basic concepts of no 
obscuration, partial obscuration, and complete obscuration. A 
composite VRCC-3D+ relation specifies both a connectivity 
relation and an obscuration relation. Herein our discussion is 
limited to the VRCC-3D+ connectivity relations, which 
heretofore will be referred to as topological relations; 
application of this work to the VRCC-3D+ obscuration 
relations is beyond the scope of this paper. For a more in-

depth discussion of VRCC-3D+, including how it compares to 
the other RCC models, see [6, 7, 8]. 

III. METRIC PROPERTIES

Metric relations focus on the quantitative differences in 
spatial features between the two regions or objects being 
compared; typically, these relations are expressed as scaled 
(normalized) volumes, areas, distances, lengths, or size 
differences. Three metric concepts were introduced in the 
study that compared a line and a 2D region [3]: (1) splitting, 
which determines how much is in common between two 
objects; (2) closeness, which determines how far apart parts of 
the two objects are; and (3) approximate alongness, which 
combines splitting and closeness along the boundaries of 
objects. Metric relations for these concepts were defined in 
another study [4] to be suitable for comparing two lines. 
Metrics for additional spatial concepts such as angular 
direction and overlap have been considered for objects in 2D 
space [4]. Here we adopt and adapt some of the basic metrics 
to apply to objects in 3D space. The intersection between the 
convex volumes can be can be a volume, a surface, a line 
segment, or a point. We use normalized metric values, (i.e. 
dimensionless units) to distinguish between them. For each of 
our metric relations M(A,B) for objects A and B there is a 
converse metric relation denoted Mc(A,B), defined by 
Mc(A,B) = M(B,A).   

A. Splitting 
Interior volume splitting (IVS) considers the scaled 

(normalized) part of one object that is split by the other object. 
Here boundary does not matter as the volume of the boundary 
is zero.  

IVS(A,B)  = 

Exterior volume splitting (EVS) describes the proportion 
of one object’s interior that is split by the other object’s 
exterior. Again, boundary does not matter. 

EVS(A,B)   = 

Observe that volume(A) = volume(A∩B) + volume(A∩Be), 
hence EVS(A,B) = 1- IVS(A,B). 

We define another splitting metric to specifically examine 
the proportion of the boundary of one object that is split by the 
boundary of the other object; we denote this metric BS for 
boundary splitting. It should be noted that there are two 
versions of the equations for this metric. If the intersection of 
the objects’ boundaries is a line, then the metric should be 
computed as a scaled length; otherwise, the intersection must 
be a surface area and the metric should be computed as a 
normalized area. 

BS(A,B) = 
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B. Closeness 
For the 3D object shown in Fig. 2(a), let NEr(Ab) be the 

exterior 3D r-neighborhood of Ab of radius r>0  (Fig. 2(b)), 
and let NIr(Ab) be the interior 3D r-neighborhood of Ab of 
radius r>0; see Fig. 2(c). The smaller the value of r, the closer 
the objects are; thus NEr(Ab)∩B ≠ 0 determines the minimum 
volume common to the exterior neighborhood of Ab and B. 
Let δ be the least upper bound of r for which NEr(Ab)∩B≠∅. 
Then δ is the closest distance between the exterior 

neighborhood of Ab from B. Let ∆EA=NEr(Ab) be the 
minimum volume in a pre-specified exterior  r-neighborhood 
(r>δ) of Ab. Similarly let ∆IA=NIr(Ab) be the minimum 
volume in a pre-specified interior  r-neighborhood (r>δ) of Ab. 
The value of r is specified by the application. In general, for 
numerical calculations, it is approximately one percent of the 
sum of the radii of two spheres. Intuitively, r accounts for the 
thickness of the boundary for the object.  

Figure 2.  (a) An object, (b) the exterior neighborhood of the boundary of the 
object, and (c) the interior neighborhood of the boundary of the object. 

Considering the interior neighborhood of an object, we 
define interior volume closeness (IVC) as follows:   

IVC(A,B)  =

Similarly, we can consider the exterior neighborhood of an 
object, and can define a metric for exterior volume closeness 
(EVC) as follows:  

EVC(A,B) = 

This metric is a measure of how much of the interior 
neighborhood of Ab covers B; this is the extent to which the 
interior neighborhood of A is closer to B. 

C. Approximate Alongness 
Approximate alongness is essentially a combination of 

splitting and closeness. There are three types of metrics in this 
case: (1) normalized boundary of an object common to the 
interior neighborhood of the boundary of the other object; (2) 
normalized boundary of an object common to the exterior 
neighborhood of the boundary of the other object; and (3) 
normalized boundary of an object common to the other entire 
object. Similar in concept to the inner and outer approximate 
alongness metrics that were proposed for a line and a 2D 
region [3], we can define metrics to assess the relative amount 
of the boundary of one object that is shared with the 

neighborhood of the other object. Interior boundary (IB) is the 
proportion of the boundary of one object along the interior 
neighborhood of the other object. Exterior boundary (EB) is 
the proportion of the boundary of one object along the exterior 
neighborhood of the other object. As was the case for 
boundary splitting (BS), there are two versions of the 
equations for each of these metrics. If the intersection is a line, 
then the metric should be computed as the normalized length; 
otherwise, the intersection must be a surface area and the 
metric should be computed as the normalized area.  

IB(A,B) =

EB(A,B) = 

We define another alongness metric, which we shall call 
boundary alongness (BA), to assess how much of the scaled 
boundary of one object is shared with the entirety of the other 
object. Here the edge length of intersection is the length of the 
arc or line segment of intersection. The edge length of the 
boundary (i.e., the denominator) corresponds to the edge 
length of the super arc or line segment that contains the 
intersection edge (i.e., the numerator).  

BA(A,B)  = 

IV. CONSTRAINTS AND DEPENDENCIES AMONG
TOPOLOGICAL RELATIONS AND METRICS 

For a topological relation, if the value of a metric varies as 
the two objects vary then there is a dependency between that 
topological relation and metric. For example, if objects A and 
B are disconnected (i.e., DC(A,B)), then A ∩ B always will be 
empty, and consequently both IVS(A,B) and IVSc(A,B) 
always will be 0. Hence the values of IVS(A,B) and 
IVSc(A,B) are not dependent on A and B;  that is, there is no 
dependency between the relation DC(A,B) and metrics 
IVS(A,B) and IVSc(A,B). In contrast, if objects A and B 
partially overlap (i.e., PO(A,B)), then A∩B will be non- 
empty; the values of both IVS(A,B) and IVSc(A,B) will vary 
depending upon the particular configuration of the partially 
overlapping objects A and B, so we say that there is a 
dependency between the relation PO(A,B) and the metric 
IVS(A,B) (as well as IVSc(A,B)). Table 1 lists these 
dependencies where a highlighted box indicates that there is a 
dependency relation between the metric (listed in the top row) 
and the topological relation (listed in the left column). 

When a metric is not dependent upon a topological 
relation, the value of that metric always will be unchanged;  it 
turns out to always be equal to 0 or always be equal to 1 
regardless of the particular objects that are in that topological 
configuration. However, when a metric is dependent upon a 
topological relation, we can deduce the most restrictive 
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Table 1. Dependencies among VRCC-3D+ topological relations and metric relations. Highlighted boxes denote metric relations that 
are dependent upon a topological relation. 

Table 2. Value constraints among VRCC-3D+ topological relations and metric relations. 

constraint on the range of values for that metric; namely, we 
know whether the metric will produce a value > 0 or ≥ 0 
regardless of the size and shape of the two objects being 
compared. For example, if object A is a non-tangential proper 
part of object B (i.e., NTPP(A,B)), then Ab intersected with 
the exterior neighborhood of Bb is empty, so EB(A,B) will 
always be equal to 0, regardless of the particular objects A and 
B that are in that spatial configuration. However, Bb 
intersected with the exterior neighborhood of Ab is non-empty, 
so EBc(A,B) will always be ≥ 0 depending on the pre-defined 
radius r. Table 2 lists these constraints (i.e., 0, 1, > 0, and ≥ 0), 
color-coded as specified by the legend in the table. 

On examining Table 1 for all sixteen metrics (eight metrics 
and their converses), it is determined that some of the metrics 
have the same set of dependencies for the topological 
relations. For example, in Table 1, IVS(A,B) and EVS(A,B) 
have identical values in all rows. Two metrics are equivalent if 
they have the identical dependencies corresponding to all 
topological relations. A set of equivalent metrics is called an 
equivalence class of metrics. A set of equivalence classes 
forms a partition of the set of metrics. Upon complete 
examination of Table 1 in terms of the dependencies, the set of 
metrics can be partitioned into eleven equivalence classes: 
{IVS(A,B), EVS(A,B), IVC(A,B)}, {IVSc(A,B), EVSc(A,B), 
IVCc(A,B)}, {BA(A,B)}, {BAc(A,B)}, {BS(A,B), 
BSc(A,B)}, {EVC(A,B)}, {EVCc(A,B)}, {IB(A,B)}, 
{IBc(A,B)}, {EB(A,B)}, {EBc(A,B)}. Table 3 shows the 
number of topological relations that differ (in terms of 
dependencies) for each pair of these equivalence classes. This 
can be used as the basis for creating a conceptual 
neighborhood graph (CNG) to get a sense of the conceptual 
closeness of the metrics; see Fig. 3. The CNG is a connected 
minimal spanning graph. Edges selected to form the CNG are 
highlighted in Table 3.  

The metrics at mutual distance 1 are: (1) metrics that refer 
to interior volume separation and interior volume closeness, 
and (2) metrics for exterior volume and boundary (interior or 
exterior) closeness. Of the remaining metrics, the Snapshot 
Model [12] is used to include all metrics at distance 2 in the 
connected minimal spanning graph.  

The CNG based on topological-metric dependencies has 
no direct correlation with the CNG for RCC8 relations, which 
can be constructed based on the 9-Intersection model; in the 
latter, two RCC8 relations are conceptual neighbors if one 
relation can be deformed into the other (i.e., via translation, 
rotation, or scaling) without encountering any other relation in 
between. The topological-metric dependencies CNG is useful 
for easily identifying conceptual similarity between the 
various metrics; for example, the concept of interior volume 
splitting (IVS) is more similar to the concept of interior 
boundary (IB) than it is to exterior boundary closeness (EVC). 

A more practical use of the topological-metric dependency 
CNG is as a means of measuring the semantic distance 
between two natural-language terms. The similarity between 
terms t1 and t2 could be measured by finding two nodes in the 
graph that correspond to metrics applicable to both terms, and 
finding the minimal-cost path between those nodes. This 
would need to be done for each pair of metrics that apply to 
the two terms, summing all those metric path costs, and 
dividing by the number of paths. If the result for terms t1 and t2 
is smaller than the result for terms t1 and t3, then terms t1 and t2 
are conceptually more similar than terms t1 and t3 (i.e., t1 and t3 

are more likely to be considered synonyms than are t1 and t2). 

V. ASSOCIATION BETWEEN THE NATURAL-
LANGUAGE TERMS, TOPOLOGICAL RELATIONS, 

AND THE METRICS 

The primary objective of this work is to define a collection 
of metrics and topological relations that will facilitate a 
mapping to natural-language terminology for 3D objects, and 
thereby establish a practical mapping between qualitative and 
quantitative spatial reasoning and human cognition. To that 
end, insight can be gleaned from conducting human subject 
experiments in which human perception of images and words 
can be associated with the mathematical notions represented 
by the topological relations and metrics. 

A. Related Experiments 

Human subject experiments were conducted by Shariff, 
Egenhofer, and Mark [3] wherein subjects were given several  
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 Table 3. Topological-metric dependency differences for metric equivalence 
class pairs.  

Figure 3. CNG for metrics based on topological-metric dependencies. 

sentences each containing a natural-language spatial term such 
as “connects” and asked to draw a picture depicting that 
specified spatial relation between a park (i.e., a 2D region) and 
a road (i.e., a line or a curve). The drawings were then 
analyzed to measure the metrics that had been defined for a 
2D region and a line. The subjects also were asked which of 
fifteen line-region topological relations they most closely 
associated with the natural-language spatial term in each 
sentence. Among the conclusions drawn from that study were 
that: (1) for the majority of the natural-language spatial terms, 
the topological relation is a more important influence (i.e., 
distinguishing feature) than any of the metrics, and (2) several 
natural-language spatial terms fall under the same topological 
relation, but have different metric values [3].  

A similar experiment was conducted by Xu [4] whereby 
human subjects were given pictures of two lines and sentences 
containing a natural-language spatial term; the collection of 
terms used were not exactly the same as those used in the line-
region study [3]. The subject was asked to rank his/her 
agreement as to whether the term described the spatial 

configuration in the picture. As in the line-region study, the 
actual values of the metrics for each spatial configuration used 
in the experiment were measured and included in the dataset. 
However, it is important to note that the collection of metrics 
used in the line-line study was considerably different than 
those examined in the line-region study; the only metrics that 
were conceptually common to both studies were for three 
types of splitting. The line-line study also differed from the 
line-region study in its consideration of topological relations: 
(1) the collection of topological relations simply consisted of 
the entries in the 9-Intersection matrix (i.e., the intersection of 
each object’s interior, exterior, and boundary with that of the 
other object), and (2) each natural-language spatial term was 
pre-classified with applicable topological relations; the human 
subjects were not asked whether or not they thought that a 
certain topological relation applied to a particular natural-
language term. One of the conclusions drawn from this study 
was that in most cases using topological and metric properties 
together produces better results for distinguishing natural-
language terms than using only topological properties [4].  

B. Design and Analysis of Experiment with 3D Objects 

B.1. Design of the Experiment 
To investigate the association between natural-language 

spatial terms, topological relations, and metrics for 3D objects, 
we conducted a human subject experiment with design and 
analysis aspects similar to those of the aforementioned studies. 
119 human subjects (88 male, 31 female) were given a test 
consisting of 48 questions. Each question contained an image 
of two 3D spheres, one blue and one green, in the spatial 
configuration of disconnected (DC), externally connected 
(EC), partial overlap (PO), non-tangential proper part (NTPP), 
or tangential proper part (TPP); see Fig. 4. The converse 
relations TPPc and NTPPc were not tested as they would just 
be the reverse cases of TPP and NTPP. The relation EQ was 
not tested because we anticipated that the subjects might be 
confused if they could not detect both a green sphere and a 
blue sphere (i.e., because the spheres are “equal”). Each 
question also included a sentence of the form “The blue sphere 
term the green sphere.” where term was one of the 26 natural- 
language spatial terms listed in Table 4; with the exception of 
“disconnected”, none of the topological relations (e.g., 
“tangential proper part”) was used as a term. We did use some 
of the same terms that were used in the line-region [3] and 
line-line [4] studies. The subject was asked to rank his/her 
agreement as to whether the term described the spatial 
configuration in the picture, choosing from seven rankings: 
‘strongly agree’, ‘agree’, ‘somewhat agree’, ‘neutral’, 
‘somewhat disagree’, ‘agree’, and ‘strongly disagree.’ We 
subsequently categorized the answers of ‘strongly agree’, 
‘agree’, and ‘somewhat agree’ as ‘yes’; all other answers were 
categorized as ‘no.’ Not every natural-language term and 
topological relation pair was tested; for example, in the case of 
two disconnected spheres, we deemed that it would have been 
highly unlikely that anyone would have said that one sphere 
“encloses” the other sphere. The frequency of ‘yes’ and ‘no’ 
responses for the cases that were tested are shown in Table 4. 

In most cases, there was a very clear consensus as to 
whether the majority of the subjects agreed or disagreed that a  
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Figure 4. Images used in the experiment: (a) disconnected (DC), (b) externally 
connected (EC), (c) partial overlap (PO), (d) non-tangential proper part 
(NTPP), and (e) tangential proper part (TPP). 

particular natural-language term corresponded to a topological 
relation (as indicated by the blue-highlighted entries in Table 4 
showing ≥ 72% frequency, and to a lesser extent the orange-
highlighted entries in Table 4 showing ≥ 65% frequency). 
However, there were six cases where the decision was fairly 
evenly split (i.e., approximately 50% agreeing/disagreeing and 
approximately 50% disagreeing/agreeing): “is connected to”, 
“cuts across”, and “intersects” for partial overlap; “enters” and 
“goes into” for tangential proper part; and “goes into” for non-
tangential proper part. These cases (highlighted in green in 
Table 4) are indicative of a natural-language term that is 
ambiguous for describing a particular topology.  

As was concluded in the line-region study [3], we found 
that there were some natural-language spatial terms for which 
more than one topological relation applied (e.g., “is contained 
within”, “encloses”, “is inside of”, “is outside of”, and “is 
within”). It was noted in the line-region study that in such 
cases the metric values associated with a natural-language 
term could be different [3]. We computed the metric values for 
each of the five spatial configurations used in our study. Using 
k-means clustering (SimpleKMeans in the WEKA software, 
http://www.cs.waikato.ac.nz/ml/weka), we too found that 
some of the natural-language terms that mapped to more than 
one topological relation had different values for their metrics. 

B.2. Analysis of the Experiment 
Analysis of the 3D object experiment dataset was 

conducted with the objective of investigating the extent of the 
association between the natural-language terms, the 
topological relations, and the metrics. Each row of the dataset 
consisted of a topological relation (DC, EC, PO, TPP, or 
NTPP), the eleven metric equivalence classes with the 
dependency values for that particular topological relation, the 
calculated value of the metric for the depicted spatial 

configuration, and a natural-language spatial term. For this 
part of the analysis, we removed all responses (rows) where 
the subject did not agree that the spatial term described the 
topological relation that had been depicted between the two 
3D objects (spheres in this case). We also performed the 
testing on smaller datasets, each containing the results for only 
a single natural-language term. Analysis was done both with 
and without considering the topological relation as an 
attribute, for both the smaller datasets and the complete dataset 
as a whole.  

We first used multinomial logistic regression 
(SimpleLogistic in the WEKA software) to see which of the 
eleven metric equivalence classes would be the most likely 
predictors of (and hence the most important for distinguishing) 
the natural-language terms. Our results showed that the classes 
{IVS(A,B), EVS(A,B), IVC(A,B)}, {IVSc(A,B), EVSc(A,B), 
IVCc(A,B)}, and {BS(A,B), BSc(B,A)} were most significant 
in distinguishing natural-language terms based on both the 
metric dependency constraints and the metric values. All other 
metric classes either had zero weight or were dependent on 
other metric equivalence classes. Using logistic regression 
alone, the resulting model was able to correctly classify the 
natural-language terms using these metrics 79% of the time. 
These three metric classes were equally important; when we 
removed any one or two of them, the model would use one of 
the other metrics in this group and achieve the same accuracy. 
However, if we removed all three, the accuracy dropped 
noticeably. When we included the topological relations in the 
dataset, it made no difference in the results under this model. 
When we tested classification of the natural-language terms in 
the dataset using the topological relation alone without the 
metric attributes, the number of correctly classified terms 
dropped to only 13% using the logistic model.  

We then examined the C4.5 [13] decision trees that could 
be built for each of our datasets using J48 in the WEKA 
software. Recall that each node of a C4.5 decision tree 
contains the attribute of the dataset that most effectively splits 
the instances into one class or another [13]. What we 
determined in every case was that, in the absence of the 
topological relation, these same three metric classes (e.g., 
{IVS(A,B), EVS(A,B), IVC(A,B)}, {IVSc(A,B), EVSc(A,B), 
IVCc(A,B)}, and {BS(A,B), BSc(B,A)}) always were 
included when building the decision trees, and that the 
accuracy of correctly classified natural-language terms ranged 
from 76% to 98% for datasets containing a single natural-
language term. An example for a case where we tested the 
dataset as a whole and eliminated the topological term as an 
attribute is shown in Fig. 5. Although the accuracy was low on 
the total dataset, this example demonstrates the significance of 
the three metric classes (e.g., {IVS(A,B), EVS(A,B), 
IVC(A,B)}, {IVSc(A,B), EVSc(A,B), IVCc(A,B)}, and 
{BS(A,B), BSc(B,A)}) for defining multiple natural-language 
terms. The notation of the form (N/E) next to a node in the tree 
represents N as the number of instances that reached that node 
and E as the number of instances that differed in the value 
identified at that node. The first rule in the tree shown in Fig. 5 
would be interpreted as “if the average value of the metrics in 
class {IVSc(A,B), EVSc(A,B), IVCc(A,B)} = 0.333333 and 
the average value of the metrics in class {BS(A,B), BSc(A,B)} 
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Table 4. Frequency of responses for natural-language spatial terms used in human subject experiment. 

 

 

 
Figure 5. J48 pruned tree for distinguishing natural-language terms 
based on metric equivalence class values.  

= 0 then A is disconnected from B” where “is 
disconnected from” is a natural language term (not the 
topological relation DC). Due to attribute naming 
constraints in WEKA, metric class {IVSc(A,B), 
EVSc(A,B), IVCc(A,B)} was named simply IVSc, and BS 
was used for metric class {BS(A,B), BSc(A,B)}. The 

certainty of this particular rule is not high (35.5%); of 304 
data instances that reached this node in the decision tree 
built using J48, only 196 of those instances actually agree 
with this decision. In general, the datasets that contained 
multiple natural-language terms had much lower 
classification accuracy (than the datasets that contained a 
single natural-language term) because there were 
instances where multiple natural-language terms mapped 
to multiple topological relations, and hence multiple 
metric equivalence classes. 

Our J48 analysis found that every natural-language 
term used some combination of the aforementioned three 
metric classes in its decision. If we removed these metrics 
from the dataset, the classification accuracy drastically 
dropped. Adding the topological relations to a dataset did 
not change the accuracy results; however, we did note that 
if we removed {EVS(A,B)} from a dataset, J48 would 
replace it in the tree with a topological relation and reduce 
the tree size, making it slightly more efficient 
computationally.  

What the results of this experiment tell us is that there 
are three metric equivalence classes that can fairly 
accurately define the majority of the natural-language 
terms in this dataset for 3D objects based on metric values 
(when the dataset contains a single natural-language 
term); similar results were obtained based simply on 
metric dependencies with topological relations. The other 
metrics were either dependent on these three metric 
equivalence classes, or were of very little significance in 
the final decision. In fact, two of the metric equivalence  
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Figure 6. J48 pruned tree for distinguishing natural-language terms 
using only topological relations (no metrics).  

classes, {EB(A,B)} and {EBc(A,B)}, were never used in 
any of the decision trees and had zero weight in the 
logistic regression analysis. We also found that using the 
topological relation with the metrics made no difference 
in terms of accuracy, although it did make computation of 
the decision (i.e., the natural-language term 
determination) slightly more efficient in a few cases, 
namely those involving EVS(A,B). Using only the 
topological relations (no metrics) did not improve the 
results for distinguishing one natural-language term from 
another; see Fig. 6 for the J48 decision tree that results 
from making decisions based only on the five topological 
relations tested in this experiment (DC, EC, NTPP, PO, 
and TPP).  

These results are in contrast to those reported in the 
line-line and line-region studies wherein topology was 
found to play a more important role in distinguishing 
natural-language terms. At this preliminary point in our 
research, we cannot attribute this difference simply to the 
3D nature of the spatial topology; further experimentation 
is necessary whereby, for example, measurement of our 
metrics for more examples of each spatial configuration 
should be analyzed for possible correlations. At this stage 
we also cannot conclude that only the metrics in the 
equivalence classes {IVS(A,B), EVS(A,B), IVC(A,B)}, 
{IVSc(A,B), EVSc(A,B), IVCc(A,B)}, and {BS(A,B), 
BSc(B,A)} are valid for 3D objects. 

VI. FUTURE WORK 

Some of the metrics presented herein are 
simplifications; they do not consider all relevant aspects 
of the topology for 3D objects. While the 9-Intersection 
model is sufficient to determine the topological 
connectivity, it is not sufficient to determine the 
qualitative extent of connectivity. For example, PO(A,B) 
embodies that A∩B, Ab∩B, and A∩Bb, are all nonempty, 

but it does not quantify the precise or qualitative 
commonality; we need metrics. Since the metrics measure 
the commonality in addition to the topological 
connectivity, for some of the metric equations we need to 
consider additional parameters such as the interior, 
exterior, boundary, interior neighborhood, and exterior 
neighborhood for each object. This will be explored in our 
subsequent future research.  

In the future we also will present new metrics for the 
obscuration relations of VRCC-3D+, and investigate how 
the connectivity and obscuration relations combined with 
the metrics affect distinguishing natural-language spatial 
terms. With that integration of connectivity and 
obscuration, we expect practical applications of this work 
will include robotic navigation via voice control as well 
as natural-language user interfaces for 3D spatial 
querying. 

VII. SUMMARY 

Topology alone has been found to be insufficient for 
conveying spatial knowledge in natural-language 
communication. Based on previous work that has been 
done to define metrics for two lines and a line and a 2D 
region in order to facilitate a mapping to natural-language 
terminology, herein we defined metrics appropriate for 
3D regions. The association between this collection of 
metrics, 3D connectivity relations, and several English-
language spatial terms was tested in a human subject 
study. We found three metric equivalence classes that 
could define the natural-language terms in our experiment 
dataset for 3D objects. In contrast to the results reported 
for line-line and line-region studies, we found that using 
the topological relation with the metrics made no 
difference in terms of the accuracy in defining natural-
language terms. This work is too preliminary to attribute 
this as a phenomenon of 3D topology. However, we 
believe our work is an interesting starting point in a world 
that is being saturated with 3D data and thus is in need of 
automated spatial reasoners with a natural-language 
interface.  
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Abstract

Augmented reality (AR) by a projector allows easy
association of information by using a label with a par-
ticular object. When a projector is installed above a
workspace and pointed downward, supportive informa-
tion can be presented; however, a presented label is de-
formed on a non-planar object. Also, a label might be
projected in a region where it is hidden by the object,
i.e., a blind area. In this paper, we propose a view man-
agement technique to allow interpretation by improving
the legibility of information. Our proposed method, the
Nonoverlapped Gradient Descent (NGD) method, de-
termines the position of a newly added label by avoid-
ing overlapping of surrounding labels and linkage lines.
The issue of presenting in a shadow area and a blind
area is also addressed by estimating these areas based
on the approximation of objects as a simple solid. An
experimental evaluation showed that the visibility of the
labels was improved with this method.

1 Introduction

Augmented reality (AR) presents computational in-
formation to the real world. A large amount of work
has examined desktop tasks using AR in tabletop pro-
jections [8,9,11,12,20]. Labels with a textual or graph-
ical form are often utilized in AR to provide informa-
tion. Users obtain information once after recognizing
a label that corresponds to a physical object. Legi-
ble presentation is necessary to communicate a mes-
sage correctly, and view management improves label
visibility. Investigation on view management methods
have been studied for the see-through type AR, such
as through a head-mounted display or a hand-held dis-
play [1,2,5,10,14,17]. However, few studies show view
management methods for projection type AR [6,15,18].

In see-through type AR, labels are presented on a
display by superimposition with a video captured im-
age. However, in projection type AR, labels are pro-
jected in the real world. In this case, the following two
issues should be taken into account. First, labels are
deformed when they are overlapped by objects. The
linkage line that connects a label with a target object
is also deformed. Second, from the user’s perspective,
a label may be hidden by a tall object. In both issues,
a user can only see a part of information or might even
not notice the presence of the label, which prevents in-
terpretation. This is critical in applications in which
speed and correctness of associating labels with a tar-
get object are important, such as in a chemistry exper-
iment [16]. These issues are unique to projection type
AR that deals with the three-dimensional relationship
between a target object, a projector, and a user. In
contrast, a view management method for see-through
type AR does not need to consider these issues, because
all things happen in two-dimensional space. Existing
see-through view management methods cannot be di-
rectly applied to projection type AR.

In this paper, we propose a new view management
technique for projection type AR. Figure 1 summa-
rizes the variations of view management that include
(a) no view management, (b) the existing method, Gra-
dient Descent (GD), for see-through type AR, (c) our
proposed method, Nonoverlapped Gradient Descent
(NGD), without overlap, and (d) and (e) our proposed
method with gradual improvements. The core idea in
our method is to determine the position of a label by
changing the distance of a line to a target object, link-
age line, until no overlapping is detected (c). Here,
“overlapping” includes not only each label and line, but
also an object with a label or line. Overlapping of the
presentation with an object is regarded as projecting
in a shadow area of an object. Meanwhile, a blind area
of an object from a user’s perspective is estimated to
avoid hidden projection from a user (d). So, estimating
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(a)$No$view$management� (b)$View$management$by$GD� (c)$View$management$by$
NGD$without$shadow/blind$
area$considera<on�

(d)$View$management$by$
NGD$with$shadow/blind$
area$considera<on.�

(e)$View$management$by$
NGD$with$shadow/blind$area$
considera<on$and$local$re>
placement$of$a$label.�

Figure 1: Various label placements: (a) no view management, which makes it difficult to read letters and find
association of labels and target objects, (b) traditional method (GD) for see-through type AR [1] that is realized
with linkage lines with equal length, (c) our basic approach (NGD), which is an improved version of (b) that
changes the length of linkage lines until no overlap is detected, (d) our approach (NGD) with an extension to
three-dimensional space that considers shadow and blind areas of an object, and (e) our approach (NGD) with
local label placement computation for a newly moved object. Note that a linkage line is a line that connects a
label with an object to clearly indicate the association.

both shadow and blind areas allows improved legibility
of information. These areas are estimated by approxi-
mation into a cylinder or a cuboid based on the shape of
the area on the surface. The approximation allows fast
detection of overlapping by a two-dimensional geomet-
ric computation. As can be seen in Figure 1-(d), labels
are placed without any overlapping and have high leg-
ibility of information, whereas (a), (b), and (c) do not
have high legibility. Furthermore, our method recal-
culates label placement for an object that changes its
position only (e).

The rest of the paper is organized as follows: Sec-
tion 2 examines related work. Design considerations
in the view management method for projection type
AR are shown in Section 3. Section 4 proposes a novel
view management method (NGD), which intends to
avoid any overlapping as an extension of the traditional
method designed for see-through type AR. The inte-
grated view management system is presented in Sec-
tion 5, followed by a basic performance evaluation of
the system and future work in Section 6 and Section 7,
respectively. Finally, Section 8 concludes the paper.

2 Related Work

Much work has been done to improve the visibility of
label placement. Makita et al. [10] proposed a technique
for a dynamic environment where target objects move.
Their approach employs lines to associate information
to an object in a head-mounted display. The position
of information presentation is determined by minimiz-
ing the cost function represented by three factors: 1)
the distance of the line, 2) the area of overlapping in-
formation with a target object, and 3) the amount of
movement of the information between frames. Grasset

et al. [5] investigated a label placement method for an
AR browser that estimates a critical region from an
image frame and avoids placing rendering information
on it. Azuma et al. [1] proposed four algorithms that
determine the position of a label with less overlap. In
this paper, we adapt their method to a projection type
AR environment.

Little work has been done on projection type AR.
Projection type AR for a wearable projector was pro-
posed by Uemura et al. [18]. Their method allows a
person who performs some tasks against a wall to ob-
tain clear wall-projected information without overlap
by his/her hands. A label placement technique for a
non-planar and textured surface was proposed by Iwai
et al. [6]. Image distortion was also addressed. How-
ever, our assumed target objects for annotation are
thin, tall, sharp objects that stand on a table, such
as a test tube, a gas burner and a pipette. Objects are
often made of glass, so this technique is not suitable for
direct projection because the legibility of the informa-
tion is degraded. The work of Siriborvornratanakul et
al. [15] determines an appropriate projection area for a
handheld projector without overlapping in a dynamic
cluttered environment. Their approach, based on im-
age processing, can avoid overlapping of a projected
image with physical objects; however, their approach is
limited to projection in a situation where the projector
and the user are on the same side. In the case of pro-
jection on a table, a blind area might appear according
to the height of an object and the spatial relationship
between the objects and the user. Furthermore, their
approach aims at finding an area for projection and
does not handle label placement.
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3 Design Considerations

In this section, we present the requirements for view
management of projection type AR, more specifically,
for tabletop projection.

3.1 Association of a label with a target object

A label is usually associated with a physical object.
Direct projection of a label onto a non-planar and tex-
tured surface object, e.g., [6], seems to be natural; how-
ever, the applicability depends on the material and the
shape of an object. A transparent object as well as an
odd-shaped object may significantly degrade the leg-
ibility of the information. As shown in Figure 2-(a),
the two labels ‘D’ and ‘E’ projected on a transpar-
ent and an odd-shaped object, respectively, cannot be
read. Therefore, we project the label on the flat sur-
face on which the object is placed. However, an issue
of ambiguous presentation still exists. Here, label ‘A’
is presented next to a glass beaker, which is easily as-
sociated; however, in the case of label ‘C’ (upper left
of Figure 2-(a)), a user might be confused with which
of three surrounding objects the label is actually asso-
ciated. Thus, we decided to project labels on a table
with a line connected to the bottom of an object. We
call this a linkage line.

(a)$projec+on$without$linkage$line� (b)$blind$area$projec+on�

(c)$overlapped$projec+on� (d)$a$linkage$line$overlapped$with$
unrelated$object�

‘D’�

‘E’�

Figure 2: Issues in projecting information near or on
3D objects

3.2 Blind area projection

No information is hidden by objects in see-through
type AR because information is computationally su-
perimposed with a captured image on a device screen.
However, it is not applicable to the case of tabletop
projection. Information can be projected onto a blind
area, from the user’s perspective, on a table. As shown
in Figure 2-(b), information for the small box (match
box) is projected on an area of a table that is hid-
den by a large box (white cardboard box). A user
can see only a small portion of the projected informa-
tion. Thus, if the information is projected onto such
an area, the information may not be communicated. A
user may not even notice the presence of information
when the projected information enters into a full blind
area. Such a blind area is considered as the critical pro-
jection area. View management for tabletop projection
type AR should avoid the critical projection area.

3.3 Overlapped projection

In Figure 2-(c), label ‘A’ is overlapped with a large
object, while Figure 2-(d) shows a situation where a
linkage line is projected on an unrelated object, i.e., a
test tube rack, placed between a label and its target
object. Such deformation of the label and the linkage
line may degrade both the time of interpretation of the
label with the object and the correctness of interpreta-
tion. This is also a uniqueness of projection type AR.
Thus, a view management method for see-through type
AR is not applicable to projection type AR. Instead,
a label should be positioned by taking into account
the shape and the size of objects near the target ob-
ject. Also, the linkage line should be directly drawn
between the label and the target object. Azuma et al.
investigated a view management method that resolves
not only the overlapping of labels but a label and an
object for see-through type AR [1]. We extend their
method so that it can handle the issues in projection
type AR.

4 Nonoverlapped Gradient Descent
Method

We introduce the method proposed by Azuma et al.
[1] called the Gradient Descent (GD) method and then
we present our extension. A preliminary comparative
experiment on the two methods is also presented.
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4.1 GD method

Azuma et al. identified the following three factors
that increase the visibility of see-through type AR:

• Less overlapping of labels

• Short distance between a label and its target ob-
ject

• Small amount of movement of labels between
frames.

Azuma et al. proposed four algorithms: Adaptive
Simulated Annealing (ASA), Greedy, Clustering, and
GD We focused on GD because it allowed the most cor-
rect association in the user study. In GD, the distance
between a label and a target object is constant. The
processing flow is as follows. First, the candidate posi-
tion of label placement is determined every 10 degrees
around a target object. Then, the cost of overlapping
is calculated. Finally, the most distant candidate from
other objects and labels is selected if there are more
than two-least cost candidates. The cost function has
four elements with different weights, as follows:

• Between labels: 10

• Between lines: 2

• Label and object: 1

• Label and line: 1.

The overlapping detection in the approach of Azuma
et al. is divided into five pairs: 1) between labels, 2)
between a label and an object, 3) between linkage lines,
4) between a label and a linkage line, and 5) between an
object and a linkage line. Their method classifies both
a label and an object as rectangles. This classification
simplifies the overlapping detection with the geometric
calculation of line vs. rectangle, rectangle vs. rectan-
gle, or line vs. line. Note that their technique does not
focus on the overlapping between a label and an object,
as the weight of “1” suggests. Although, the increase
of the weight of “label and object” might improve the
overlapping in such a case. As pointed out in Section 3,
a label is deformed and degrades its legibility when it
is overlapped with an object. We suppose overlapping
has the most impact on projection type AR. Thus, we
extend GD with variable distance between a label and
an object to eliminate overlapping, which we call NGD.

4.2 Nonoverlapped Gradient Descent (NGD)
method

As described above, the key idea is the variable
length of the linkage line. Similar to GD, candidate

label positions are set around a target object by 10 de-
grees once overlapping is detected (A and B in Figure
3). If there is no area without overlap around the ob-
ject (C), the distance of the linkage line is increased
(D). This process is repeated until no overlapping is
found. The selection rule in the case of multiple label
positions with the same distance follows that of GD
(E). Steps A, B, and E are identical to those of GD,
which is also true for the cost function.

!seek!a!label!!posi+on!!10!degree!
increments!around!the!object�

No�

Yes�

end�

seek!the!!most!distant!from!the!object!!
within!!non!overlapping!posi+on�

increase!the!
!distance!of!the!line�

Is!there!Object!
and!label!overlap!
at!all!posi+ons�

Is!there!Object!
and!label!overlap!
at!all!posi+ons�

start�

Yes�

No�

D!

A�

C�

E�

B!

Figure 3: Processing flow of NGD. The processes ‘A’
and ‘B’ are identical to those of GD.

Figure 4 shows the resultant views of the two meth-
ods. As shown, the distance of the linkage line is con-
stant, and overlapping of lines and objects (rectangles)
is observed in GD (Figure 4-(a)). In contrast, NGD
with variable length shows no overlapping (Figure 4-
(b)).

Figure 4: Resultant views of GD (a) and NGD (b).
Rectangles indicate objects, while the labels in red are
what the subjects of comparative study in Section 4.3
were asked to read in the experiment.

4.3 Comparative study of GD and NGD

We carried out a comparative study on the correct-
ness and legibility of association, as well as on the speed
of association. Fourteen university students in their
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20s (ten men, four women) participated in the experi-
ment. We followed the experimental scheme of Azuma
et al. [1]. However, one exception is that we utilized
tabletop projection rather than see-through AR. This
is because we intended to compare the two methods un-
der the possible deformation of lines and labels caused
by overlapping. Here, the critical projection areas, i.e.,
the shadow and the blind areas, are not considered;
they can be regarded as the bottom of an object when
they are handled.

Figure 5 shows a snapshot of the experimental pro-
jection. Twenty cubes were placed on a table (W 66
× D 50 [cm]). The cubes were small enough (2 [cm]
square) to avoid the critical projection area. Each cube
has a label that consists of alphanumeric words. The
label is linked to the center of a dedicated object. Sub-
jects were asked to read a pair of red words and the
number on the cube they thought that were associated
with the words. They read four pairs in one trial, and
a total of 20 trials were conducted for each subject.
To avoid order bias, the subjects were divided into two
groups: one group were tested with GD for the first
10 trials and with NGD for the latter 10 trials, while
the other group started with NGD followed by GD.
The position of the cubes did not change; however, the
positions of the labels and numbers were randomly de-
termined for each trial to avoid memory effects. The
words were also changed for each trial to avoid habitu-
ation, although the length of the words was equalized
to seven.

Three performance metrics were collected in this ex-
periment: the time to association, the correct associ-
ation rate, and the correct reading rate. The time to
association, i.e., task completion time, was measured
by differentiating the start time of a particular trial
from the last word of the fourth pair, i.e., number. The
difference between the correct association rate and the
correct reading rate is that the correct association rate
just checks whether the association is successful regard-
less of the failure of reading the words. In contrast, the
correct reading rate shows a more rigid performance of
association by counting only the successful readings.

4.4 Result

The average task completion time of a subject with
GD and NGD was 10.1 sec and 8.0 sec, respectively
(Figure 6-(a)). The result of a paired t-test for the two
groups with a significance level of 5% showed that the
NGD completion time was significantly shorter (t(26)
=6.9×10−5, p<0.05). Although individual differences
were seen in the reading speed, we consider that this
does not have a major impact on the outcome because

Figure 5: Snapshot of the projected labels in NGD.

Figure 6: Comparison with GD and NGD: (a) task
completion time and (b) correct association rate for a
subject

all subjects were tested with both GD and NGD.

The average correct association rate of a subject for
GD and NGD was 90.0% and 99.0%, respectively (Fig-
ure 6-(b)). Similar to the task completion time, the re-
sult of the paired t-test showed that the correct associ-
ation rate of the NGD method was significantly higher
(t(26) =2.4×10−5, p<0.05). In contrast, the correct
reading rate for GD and NGD was the same at 97.9%.

4.5 Discussion

As shown above, NGD is superior to GD in the
speed and the correctness of association. These re-
sults suggest that avoiding overlapping played a key
role. Makita et al. [10] defined a cost function by the
length of the linkage line and the overlapping for view
management of a head-mounted display. However, our
result indicates that the impact of the length on the
legibility is smaller than that of overlapping. In other
words, we can ignore the negative impact of the length
of a linkage line and proceed with NGD unless we in-
tend to develop a room-size application.
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5 View Management with NGD

A view management system is proposed based on
NGD. The system considers various object properties.

5.1 Handling various shapes and sizes of objects
by models

NGD uses various object properties such as position,
shape and size to avoid overlapping of a label. In the
experiment of Section 4.3, the objects were uniform.
Also, they were small enough so that we could ignore
the shadow and blind areas described below; however,
to be applicable to real-world applications, we need to
take into account the object properties.

An object is modeled into either a cuboid or a cylin-
der that is circumscribed to the object to allow fast
overlapping detection. An alternative method is to
represent a target object with a cloud of points, point
cloud, from a depth camera. The point cloud approach
can lead to precise estimation of the critical projec-
tion area and efficient use of the desktop real estate;
however, we consider that this approach requires more
computational power than the model-based one due to
predominantly large number of points to represent the
contour of the object. So, we decided to take the mod-
eling approach.

Basically, an object can be modeled into a cylinder
(Figure 7 left); however, a long, thin object on the sur-
face, such as a fork or a pen, is modeled as a rectangular
solid (Figure 7 right). The cylindrical approximation
requires a large base area with a diameter of the length
of the object. This consumes more area, as the critical
projection area cannot be used to place a label. There-
fore, the candidate positions for a label near a target
object decrease, and the search time increases due to
incrementing the search range. Furthermore, a critical
situation may occur when a small object is placed in-
side a large circle defined by a long, thin object (see
Figure 8). Here, the label for the small object will not
be placed anywhere because the linkage line between
the center of the small object and its label crosses the
base circle for a cylinder, which means overlapping can-
not be avoided. Thus, cuboid approximation addresses
this issue.

To focus on overlap handling rather than 3D ob-
ject recognition and shape measurement, we applied a
visual marker approach, where necessary information
is retrieved by the ID of a marker from an external
database. The types of information linked to an ID
are as follows: 1) the type of applicable model, i.e.,
cylinder or cuboid; 2) the size of the base surface of
the object; and 3) the height of the object. We assume

cylindrical)approxima.on)of)tall)object�

cuboid)approxima.on)of)thin)and)long)object�

Figure 7: Model approximation

Figure 8: Drawn circle indicating the base area of a test
tube clamp when cylindrical approximation is adopted.

that these information are input into the database in
advance. The two-dimensional position on the surface
is obtained by a camera, which is regarded as the cen-
ter of gravity of an object, and the linkage line is drawn
toward a label.

5.2 Finding the shadow area and the blind area

A shadow area appears due to the shade of an object
from the projector’s light source. In other words, light
is overlapped with an object. Thus, avoiding a shadow
area in projection leads to projection without overlap-
ping of a label with the object. A number of studies
proposed the hard shadow technique to estimate the
shadow area based on a point light source [3,4,13,19].
We adopted the planar projection shadow method [3],
because it can calculate the shadow area very quickly
when a shadow is cast on a planar surface and the
number of objects is small. In the model approxima-
tion approach, the shadow area is drawn by connecting
the feature points of an object projected on the surface
from the light source. Here, the feature points of a
particular model are analytically calculated.

For cylindrical modeling, two points, which are on
the diameter of the upper surface of a cylinder, are ob-
tained. The line segment formed by the two points is
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perpendicular to a line connecting the light source with
the center of the upper surface of the cylinder. Then,
the two points on the cylinder are projected on the
surface, i.e., table, by calculating the intersections of
the surface and the lines that connect the light source
and the points. The projected points constitute the
diameter of a circle, which is combined with the rect-
angular area that corresponds to the body of the cylin-
der. Here, although the shadow is actually a part of
an ellipse, we regard it as a circle for simplicity of cal-
culation. The right-hand part of Figure 9 illustrates
an example. Note that we assume that the shape of
the shadow of the cylinder’s body is a rectangle for the
ease of computation. The points forming the silhouette
of the cuboid are obtained in a similar way to those of
the cylinder. Here, four vertices of the upper surface
of the cuboid are projected on the surface. Thus, over-
lapping of a projected label with an object (see Figure
2-(c)) can be avoided by placing the label at a position
outside the shadowed area on the tabletop coordinates.

light&source�

es-mated&shade�

cylindrical&
approxima-on�

cuboid&
approxima-on�

Figure 9: Estimation of shadow areas of rectangular
solid (left) and cylinder (right)

As pointed out in Section 3.2, the blind area appears
based on the spatial relationship between an object, a
projector, and the viewpoint (Figure 2-(b)). The case
of a projected label being hidden from a person by
an object (Figure 2-(b)) can be handled in the same
manner as the case with the shadow area projection.
The light source by the projector can be replaced with
the viewpoint of a person. The calculation of the blind
area from the user’s perspective is equivalent to that
of the shadow area by the projector, so a label can be
seen by a person if it is placed outside the blind area.
Our proposed method, NGD, is adopted for avoiding
both the shadow area by the projector and the blind
area from the user’s viewpoint.

5.3 Detecting overlap by geometric computation

Labels and linkage lines are projected on a planar
surface, i.e., a table, which allows us to limit the cal-
culations to two-dimensional coordinates. The shadow
area and the blind area of a cuboid is represented by a
polygon, whereas that of a cylinder is a combination of
a circle and a rectangle. In addition, a label is repre-
sented as a rectangle. Now, we can focus on detecting
the overlapping of lines, rectangles, and circles. The
detection consists of the following processes:

• Between labels: The containment of a vertex of
one rectangle in the other

• Label and object: The containment of a vertex of
a label’s rectangle in a polygon or a circle of an
object

• Between linkage lines: The intersection of one line
segment with the other

• Between a label and linkage line: The intersection
of one of four sides of a rectangle of a label with a
line segment

• Between an object and linkage line: The intersec-
tion of a side of a polygon for an object with a line
segment or that of a circle with a line segment.

Containment checking of a vertex is actually real-
ized as follows. In the case of a circle for cylinder ap-
proximation, the intersection is checked based on the
distance between a vertex and the center of the circle.
Meanwhile, a cuboid represented by a polygon is de-
composed into line segments. So, the existence of the
intersection between a segment of a label and a seg-
ment of the polygon proves the fact of overlapping of a
label by an object. The overlapping detection method
even works in the case that all four vertices of a label
are contained in a critical projection area by a large
object. This is because the linkage line between one of
the vertices and the center of the target object should
cross the border of the area. An exception is that the
target object itself is contained in the critical projec-
tion area, which is examined in terms of the effect of
the cuboid approximation in Section 6.2.

5.4 System configuration and Implementation

Now that we have designed the major system func-
tionalities, they can be integrated into a system. Figure
10 shows a block diagram of label placement from im-
age acquisition to label rendering, which also shows the
relationship between major functionalities. A captured
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image frame is sent to the component responsible for
object identification and localization (marked as ‘A’ in
Figure 10). Object and label information DB (‘F’) is
updated by the extracted information. As described
in Section 4.1, Azuma et al. [1] suggested that a small
amount of label movement between frames increased
the visibility. However, to avoid the frequent change of
label positions, the system checks whether there is suf-
ficient movement in any object (‘B’), in which 10 pixels
of displacement of an object triggers a new process of
label placement. Otherwise, the position of the label is
not changed, but the length of the linkage line changes
(Figure 1-(e)). This is, of course, applicable if no over-
lapping is detected. In ‘C’, the shadow and blind areas
for all objects are estimated by the method described
in Section 5.2. Then, NGD is applied to a moved ob-
ject (‘D’), which allows the reduction of computation.
Finally, the position of a label and the center of mass
of a target object are used to draw the linkage line as
well as the label itself (‘E’). This flow is iterated about
every 7.33 [msec]. We used ARToolkit as a tool for ex-
tracting the position and ID of an object and OpenCV
for rendering labels and lines.

As shown in Figure 1, NGD with shadow and blind
area consideration (d) significantly improves the legi-
bility of information compared with the presentation
without view management (a) or with just resolving
the overlap with labels (b). In (e), an object to which
label ‘C’ is linked moved to the right from the position
in (d); however, the position of the label is not changed
to avoid degradation of the comprehension of informa-
tion. An internal image of the shadow and blind esti-
mation is shown in Figure 11, where the white and the
black colored areas indicate the shadow and the blind
areas, respectively. The system finds an appropriate
position for a label by avoiding these areas.
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Figure 11: Internal image of shadow and blind area
estimation. Note that the white and the black colored
areas indicate the shadow and the blind areas for the
objects, respectively.

6 Evaluation

We carried out evaluations of the processing speed
of major functionalities and the effect of model approx-
imation.

6.1 Processing time

The elapsed time for major functionalities was mea-
sured in a prototype system running on a PC (OS: Win-
dows 7 64 bit, CPU: 2.8 GHz Intel Core 2 duo, RAM:
4 GB). Five objects (a test tube clamp, a pipette and
a matchbox as cuboids and a spirit lamp and a beaker
as cylinders) were used. The average elapsed time was
calculated over 20 trials. Table 1 shows these average
times, in which the elapsed time for estimating shadow
and blind areas is for one object, while the elapsed time
for overlapping detection includes that for all objects.
The total elapsed time was less than 1.0 [msec], which
is due to the simple containment and the intersection
checking method described in Section 5.3.

Table 1: Average processing time [msec]

Functionality Elapsed time

Estimating shadow and cylinder 0.57

blind areas of cylinder cuboid 0.97

Overlapping detection blind area 0.01
label with 0.05

an object

6.2 Effect of cuboid approximation

As described in Section 4.2, NGD utilizes the area
defined by a model of an object to remove overlapping.
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The aim of introducing the cuboid approximation is to
reduce the critical projection area for a long, thin ob-
ject, and to allow an object and a label to be placed
near such an object. Here, we examine the effect of the
cuboid approximation in comparison with the cylin-
drical approximation. Five subjects moved the three
types of objects, i.e., a test tube clamp, a pipette, and
a matchbox, as they chose. These objects were mod-
eled as both cylinders and cuboids. The number of
times that the centroid of an object was placed within
an area of the model was counted. Five subjects tried
20 times for each type of approximation.

Table 2 shows the results per subject (A to E). Con-
tainment in the cylindrical area occurred in every trial,
whereas almost no case was observed in the cuboid ap-
proximation. However, this does not suggest that a
cylindrical model is not necessary. As shown in Table
1, the processing speed of the shadow and blind ar-
eas for the cuboid approximation took slightly longer
than that of the cylinder. Although the difference is
less than 0.5 [msec], it increases as the number of ob-
jects increases because the processing speed of these
areas depends on the number of objects. Therefore, an
appropriate model selection is a good option for im-
proving real-time processing performance in the case
that the number of objects is expected to be large in a
particular application.

Table 2: Ratio of an object contained within an area
defined by a model for another object by subject (A–E)

Situation/Subject A B C D E

Within a cylinder 1.00 1.00 1.00 1.00 1.00

Within a cuboid 0.05 0.00 0.00 0.00 0.00

The size of an object is currently measured and reg-
istered into the system by hand, which is a burdensome
task. The type of model approximation is also prede-
fined; however, sometimes static approximation is not
adequate. For example, a bottle lying on its side on a
table can be modeled as a cuboid, while a cylindrical
approximation is suitable when it is standing upright
on a table. Thus, dynamic measurement and model se-
lection allows more precise detection of overlapping. A
depth sensor, e.g., Microsoft Kinect, would be a solu-
tion for this challenge [7]. A depth sensor provides the
shape of an object as a cloud of points, and so it could
remove the model approximation process; however, it
may sacrifice the simplicity of shadow and blind area
estimation. Therefore, a hybrid approach is worth con-
sidering as an alternative, in which a depth sensor is
employed to identify an appropriate model, as well as
to obtain the size of the model.

7 Future Work

The estimation of shadow and blind areas plays an
important role in the usefulness of NGD. Therefore,
we will carry out an in-depth evaluation on the cor-
rectness of the estimation by comparing the area of an
actual shadow or a blind area with an estimated area.
The comparative study in Section 4.3 was conducted
under controlled conditions. To see whether the effec-
tiveness can be scaled up to a real-world application,
we are planning to conduct another comparative user
study under a particular scenario, e.g., a chemistry ex-
periment, that contains objects with various shapes,
sizes, and layouts on a table. Furthermore, automatic
model selection and size measurement based on depth
information is under investigation.

8 Conclusion

We proposed a novel view management technique for
tabletop projection type AR, in which we investigated
the importance of considering the shape, the size, and
the material of tabletop objects for placing a label in
a meaningful manner. The issue we dealt with was
overlap of a label with other objects, labels, and linkage
lines. Also, projection on the critical projection area,
i.e., the shadow and blind areas, was another issue to
further improve the legibility of projected information.

To address the issue of overlapping labels, we pro-
posed the Nonoverlapped Gradient Descent (NGD)
method, which was designed as an extension of the GD
method of Azuma et al. [1]. The difference between GD
and NGD is that NGD varies the length of the linkage
line between an object and the label. Although Azuma
et al. suggested a short distance between a label and
its target object for better legibility of information, we
prioritized the overlap issue over the distance-derived
issue in projection type AR due the three-dimensional
nature of the display environment. The result of a pre-
liminary user study showed that NGD was superior to
GD in the time and the correctness of associating a
label with its corresponding object.

Regarding the issue of the critical projection area,
we proposed a method to estimate the area by model
approximation of either a cylinder or a cuboid based on
preregistered information for each object. We showed
that cuboid approximation utilized the desktop real es-
tate efficiently.

We consider that the proposed method would open
a door for applying a tabletop projector-based AR to a
critical domain in which the speed and the correctness
of associating labels with a target object is important,
such as in a chemistry experiment [16].
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Abstract

Hand gesture interfaces provide an intuitive and natu-
ral way for interacting with a wide range of applications.
Nowadays, the development of these interfaces is supported
by an increasing number of sensing devices which are able
to track hand and finger movements. Despite this, the phys-
ical and technical features of many of these devices make
them unsuitable for the implementation of interfaces ori-
ented to the everyday desktop applications. Conversely, the
LEAP motion controller has been specifically designed to
interact with these applications. Moreover, this latter device
has been equipped with a hand skeletal model that provides
tracking data with a high level of accuracy.

This paper describes a novel approach to define and rec-
ognize hand gestures. The proposed method adopts free-
hand drawing recognition algorithms to interpret the track-
ing data of the hand and finger movements. Although our
approach is applicable to any hand skeletal model, the over-
all features of that provided by the LEAP motion controller
have driven us to use it as a reference model. Extensive
preliminary tests have demonstrated the usefulness and the
accuracy of the proposed method.

Keywords: hand gesture definition, hand gesture recogni-
tion, feature extraction, LEAP motion controller.

1. Introduction

The diffusion of consumer sensing devices has pro-
moted the development of novel Human-Computer Inter-
faces (HCIs) able to track body and/or hand movements.
These interfaces process the captured sensing information
to provide body and/or hand models through which recog-
nize poses, movements, and gestures. The accuracy of the
model (and of the recognition process) depends on the spe-

cific application. In fact, the interfaces designed for appli-
cations in the field of rehabilitation require greater accuracy
than those designed for entertainment. These interfaces can
be classified as Natural User Interfaces (NUIs), or Haptic
Interfaces (HIs). The term NUIs is referred to interfaces in
which the interaction between human and machine is con-
trolled by poses and movements of the body (and its parts)
without using any tool or wearing any device. While, the
term HIs is related to interfaces in which the interaction
is controlled by signals emitted from sensors equipping a
some kind of body suite and/or glove. Although HIs can be
extremely accurate, their use is restricted to some special-
ized fields (e.g., robotic, manufacturing) due to high costs,
and hard customization. Moreover, different contexts (e.g.,
serious games) require that users can use these interfaces
without physical constraints, cumbersome devices, or un-
comfortable tools. In our context, we were interested in
managing a hand skeletal model to interact (by one or two
hands) with everyday desktop applications (e.g., data man-
agement, icon browsing), for this reason we were focused
in investigating the more suitable current NUI. A first ex-
ample of NUI is represented by the early Computer Vision
(CV) based Motion Capture (MoCap) systems which were
equipped with one or more RGB cameras [22, 15]. Al-
though these systems still prove their effectiveness and ef-
ficiency, most of them can not be considered genuine NUIs
since their tracking algorithms are based on visual expedi-
ents (e.g., markers, coloured suites and gloves). The recent
introduction of high-resolution and high-speed RGB cam-
eras has supported the implementation of newer markerless
CV based MoCap systems able to track even subtle move-
ments of the hand articulation [17, 20]. Despite this, the
use of these systems (early and newer) is not particularly
suitable to interact with everyday desktop applications. In
fact, as well known, these systems require more than a cam-
era (i.e., view) to recognize and track a body and its hands.
This last aspect introduces some hard technical issues, in-

1
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cluding calibration, synchronization, and data processing.
The recent proliferation of consumer Time of Flight (ToF)
and Structured Light (SL) range imaging cameras [7] has
allowed us to solve some of the above issues. In particular,
these devices have allowed developers to implement NUIs
having a 3D perception of the observed scene by using a
single device. In fact, these cameras provide both a set of
RGB maps and a set of depth maps for each second cap-
tured within their Field of View (FoV). Although this new
generation of NUIs is profitably used in different applica-
tion fields (such as: entrainment, rehabilitation, and move-
ment analysis), some practical (e.g., size, shape) and tech-
nical (e.g., resolvable depth, depth stream) aspects do not
promote their use in interacting with the mentioned class of
applications. The LEAP motion controller [13] is a latest
NUI that allows us the implementation of advanced hand
gesture recognition systems, its physical and technical fea-
tures make it an ideal tool to interact with any kind of desk-
top application. In fact, the LEAP motion controller is a
light and tiny device that has been designed to be placed
on a desk. Its working area is defined by the 8 cubic feet of
space above itself, the device has been cleverly conceived to
track palm and finger movements since this is the common
hand pose of a user while interacting with a desktop appli-
cation. The new version of the LEAP motion API (version
2.0, [14]) introduces a new hand skeletal model that pro-
vides additional information about hands and fingers and
also improves overall tracking data. Their model allows the
device to predict the positions of fingers and hands that are
not clearly in view, the hands can often cross over each other
and still be tracked. Despite this, the LEAP motion con-
troller remains a device having a single viewpoint, this im-
plies that occlusions (or inaccurate evaluations) can occur
when users perform complex hand poses or subtle motions,
especially those involving non-extended fingers.

This paper describes a novel approach to define and rec-
ognize hand gestures. The skeletal model of the LEAP mo-
tion controller provides tracking data in which palm and fin-
ger movements are expressed by a set of 3D spatial infor-
mation (i.e., space (x,y,z)) over the time (i.e., time t). Our
main idea has been to project these 3D spatial and temporal
information within their 2D reference planes (i.e., planes
(x,y), (x,z), (y,z), over time t). In this way, any 3D hand
gesture can be interpreted through the analysis of its projec-
tions on the related 2D reference planes. Each projection
can be seen as a freehand drawing whose features can be
extracted through algorithms belonging to the sketch recog-
nition field [11, 4]. This paper is focused in showing the
approach independently from the specific device, for this
reason here we are not interested in occlusion resolution.

The rest of the paper is structured as follows. Section 2
discusses basic background about freehand drawing recog-
nition. Section 3 presents an overview of the framework,

and introduces the preliminary tests. Finally, Section 4 con-
cludes the paper and shows future directions.

2. Background

In this paper we present an ongoing research work, this
implies that in this section we are not interested in com-
paring the proposed approach with others, our intent is to
provide a survey of the works that more than others have
contributed to define our method. The freehand drawing
processing faces different issues including shape recogni-
tion and style identification. The first one regards the ability
of a system in distinguishing a set of hand-drawn symbols
constituting a graphical library. The second one concerns
the ability of the above system in recognising each hand-
drawn symbol independently of the style (e.g., bold, solid)
used by users in tracing it. Both issues can be addressed
by studying a set of mathematical features (i.e., feature vec-
tor) able to characterize every hand-drawn symbol, its style,
including a certain degree of perturbation.

2.1. Freehand Drawing Processing

A first remarkable work that has supported the imple-
mentation of our feature vector is presented in [9]. In this
paper the authors propose a robust and extensible approach
to recognize a wide range of hand-drawn 2D graphical sym-
bols. Their method recognizes symbols independently of
sizes, rotations, and styles. Their feature vector is based
on the computation of the convex hull and of three special
polygons from it derived: largest triangle, largest quadri-
lateral, and enclosing rectangle. Different works have in-
herited the above feature vector to customize and extend
the library of symbols. Among others, the works presented
in [3] and [2] provide an interesting viewpoint to general-
ize the definition and recognition of any set of hand-drawn
2D graphical symbols. The first work describes the Feature
calculation Bid Decision (FcBD) system, which adopts an
agent-based architecture to introduce new symbols inside a
defined library. Their system implements some new mea-
sures and adds them to the feature vector presented in [9].
Moreover, it provides a practical strategy to manage con-
flicts that occur when two similar symbols are introduced.
The second work can be considered an application of that
just described. In this case, the authors have adopted the
FcBD system to define a fixed library of symbols, then
they have implemented a simple CV based MoCap sys-
tem equipped with a single RGB camera to recognize them.
The users could perform hand gestures by using a suitable
tool or a coloured glove. This approach can be considered
an early version of that we propose in the present paper,
where the use of the RGB camera reduces the efforts to a
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Fig. 1. The framework design is composed by three layers: Data Pre­Processing Layer (DPP­L),
Feature Extraction and Recognition Layer (FER­L), and Definition and Storage Layer (DS­L).

single reference plane (i.e., (x,y)). An agent-based archi-
tecture has been also designed in [8], where the authors
define a framework for interpreting hand-drawn symbols
in a context-driven fashion, exploiting heterogeneous tech-
niques for the recognition of each symbol. Their framework
has been adopted to derive AgentSketch, a multi-domain
sketch recognition system able to work in on-line and off-
line mode. As shown by the just introduced works, many
authors are focused on conceiving freehand drawing recog-
nition systems to identify more than a single set of graphi-
cal symbols. In fact, the implementation of a recognizer to
identify a specific set of symbols is a time-consuming oper-
ation. Often, the introduction of a single new symbol may
require the whole re-implementation of the system. An-
other work that we have analysed is shown in [1], where
the authors presents SketchREAD, a multi-domain sketch
recognition engine capable of recognizing hand-drawn di-
agrammatic sketches. Their system is based on a suitable
description of the shapes according to the related domain,
moreover SketchREAD does not require of training data or
re-implementation processes. Two last meaningful works
are described in [10] and [5]. The first introduces LADDER
which has been the first language to describe how sketched
diagrams in a domain are drawn, displayed, and edited.
The last details a framework through which users can de-
fine every set of hand-drawn 2D symbols. The symbols are
defined and recognized by using a novel Sketch Modeling
Language: SketchML. The proposed framework adopts the
SketchML to formalize and manage the gestures.

3. The Framework Architecture

As shown in Figure 1, this section describes the frame-
work architecture that implements the proposed approach to
define and recognize hand gestures. Although the method
is applicable to any hand skeletal model, that provided by
the LEAP motion controller has addressed our requirements
since its real time tracking data has a high level of accu-
racy. The rest of the section is structured as follows. A
first sub-section will present main details about the device
and hand skeletal model. The second, third, and fourth sub-
sections will explain each one of the three pipeline layers
that compose the architecture, respectively. Finally, a last
sub-section will discuss the preliminary tests. Overall, the
framework process the hand gestures to extract the infor-
mation of the trajectory of palm and fingertip movements.
These information are treated as graphical objects and sub-
sequently interpreted by means of freehand drawing algo-
rithms. This interpretation provides an univocal classifica-
tion of each gesture. Note that, in this phase we are inter-
ested in recognizing a set of separated gestures, so we have
not introduced mechanisms to distinguish the beginning and
end of gestures. Moreover, even the issue of disambiguation
of similar gestures is left to future extension of the present
work. Despite this, it should be observed that a first level of
disambiguation is guaranteed by the same algorithms that
perform the freehand drawing recognition, since also in that
case it is important the ability of a system in distinguishing
between two similar shapes (e.g., ellipse and circle).

262



The first layer, Data Pre-Processing Layer (DPP-L),
takes as input each frame generated by the LEAP motion
controller, and extracts the 3D spatial (i.e., (x,y,z)) and tem-
poral (i.e., t) information of the hand model. Subsequently,
these 3D spatial information are projected inside their 2D
reference planes ((x,y), (x,z), and (y,z)) and the same time
(t) is associated to each plane. The second layer, Feature
Extraction and Recognition Layer (FER-L), takes as input
the 2D spatial and temporal information of each plane, and
adopts, on each of them, a freehand drawing recognition
algorithm. The purpose of this algorithm is to provide as
result three shapes (one for each plane) according to a de-
fault set of shapes stored within a repository. The combined
interpretation of these shapes provides a classification of the
hand gesture. The last layer, Definition and Storage Layer
(DS-L), is responsible for the definition and storage of the
shapes contained within the repository. Actually, the work-
ing of the whole framework starts from this layer, since in a
first phase one or more libraries of symbols have to be cre-
ated. When a user builds a library, each introduced symbol
is processed by an approach similar to that used to recog-
nize it, where the three computed shapes are related to each
other and stored within the repository as identifying features
of the performed gesture.

3.1. LEAP Motion Controller

The LEAP motion controller is a device equipped with
three IR emitters and two CCD cameras that has been de-
signed to support hand gesture based interfaces having a
high accuracy in detecting hand and fingertip position. Al-
though the raw data is currently not conventionally acces-
sible, the provided hand model incorporates a rich set of
information [21]. In particular, each frame is connected to
a complex set of data structures and methods of which we
report a main subset:

- Frame Data: FrameID, Timestamp, Hands, Fingers,
Tools, and Gestures;

- Hand Data: HandID, Direction, Palm normal, Palm
position, Palm velocity, Sphere center, Sphere radius,
Translation, Rotation axis, Rotation angle, and Fingers
IDs;

- Finger and Tool Data: PointableID, Belongs to (hand
or tool), Classified as (finger or tool), Length, Width,
Direction, Tip position, and Tip velocity;

- Gesture Data: containing spatial and temporal in-
formation about a fixed set of hand gestures: circles,
swipes, key taps, and screen taps.

The LEAP motion controller employs a right-handed
Cartesian coordinate system with origin centered at the top
of the device. All the distances are computed in millime-
tres, the time in seconds (or microseconds), and the angles

in radians. The frame data contains quantitative information
about the current frame, including how many hands and fin-
gers have been detected. The device also recognizes tools
as pencils or pens which can be used to interact with ap-
plications. The frame data also reports if a hand movement
belongs to a default gesture (e.g., swipes), in fact the cur-
rent version of the hand model provides a minimal set of
gestures which are not editable or expandable. We have
adopted all these information to set up the starting state of
our data structure which is initialized when at least a hand
or a tool are detected. The hand data contains the physical
characterization of a detected hand. It reports the direction
from the palm position toward the fingers (direction), the
normal vector to the palm (palm normal), the center position
of the palm from the device (palm position), and the rate of
change of the palm position (palm velocity). In addition, it
provides the center and the radius of a virtual sphere fit to
the curvature of the hand (sphere center and sphere radius,
respectively). Finally, the hand data also reports the change
of position of a hand between the current frame and a spec-
ified frame (translation), the axis of rotation derived from
the change in orientation of the hand between the current
frame and a specified frame (rotation axis), and the angle of
rotation around the specified axis derived from the change
in orientation of this hand between the current frame and a
specified frame. The finger and tool data reports the length
and width of each finger or tool detected (i.e., object projec-
tion on the (x,z) plane). In addition, it contains the direction
in which each finger or tool is pointing (direction), the tip
position from the device origin (tip position), and the rate of
change of the tip position (tip velocity). Hands and related
fingers are connected each other by a simple identification
(IDs) mechanism. The palm and fingertip tracking data rep-
resent the core information of the proposed definition and
recognition algorithm. Finally, we did not have enabled the
gesture recognition engine of the device (disabled for de-
fault) since we did not need of those information.

3.2. Data Pre­Processing Layer

The Data Pre-Processing Layer (DPP-L) is composed
of two sub-modules: the 4D Data Structure Manager (4D
DSM), and the 4D Data Structure Processing (4D DSP).
The first sub-module takes as input the stream of frames
coming from the device, and seeks information about hands
(i.e., palm and fingertips) or tools. When al least a hand
or a tool is found the sub-module creates and initializes our
data structure. Hereinafter we will not treat the interaction
with a tool, since this case is similar to one of a hand with
a single extended finger. The second sub-module takes as
input the 3D spatial and temporal information of the palm
and fingertips, and projects each of them within of three re-
lated 3D reference planes. In order to explain the working
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Fig. 2. An example of gesture performed by using a hand and a single finger: (a) its representation
within the 3D space, (x,y,z), over the time, (t), (b) its projections on the 2D reference planes, (x,y),
(x,z), and (y,z), over the time, (t).

of the DPP-L, in this section we describe the processing of
a gesture performed by a hand with a single extended fin-
ger. The generalization of the method is due to the fact that
palm and fingers are treated separately during the recogni-
tion process, and only in the final step all the recognition in-
formation are correlated to interpret the gesture. As shown
in Figure 2a, when a user performs the above gesture, the
4D DSM computes the information contained within the set
of frames, and supports the definition of the stroke σ:

σ = β[(x, y, z), t] (1)

Where, β represents a function of the 3D spatial coordinates
((x,y,z), derived by fingertip position data) over the time (t,
derived by fingertip velocity data). In particular, ts and te
represent the start and the end times of the gesture, respec-
tively. Subsequently, the stroke is supplied to the 4D DSP
which, as shown in Figure 2b, derives the three projected
strokes according to their reference planes:

σ(x,y) = β1[(x, y), t] (2)

σ(x,z) = β2[(x, z), t] (3)

σ(y,z) = β3[(y, z), t] (4)

Where, βi (i = 1,..,3) represents a function of the 2D spatial
coordinates (planes (x,y), (x,z), and (y,z), respectively) over
the time (t, same time for each one). The just introduced ex-
ample describes the simplest case in which the single index
finger is extended in a stationary pose. Note that, in case of
the whole hand the framework is initialized when at least a
open hand is centered over the device with all five extended
fingers. Moreover, here occlusions are not treated.

3.3. Feature Extraction and Recognition Layer

The Feature Extraction and Recognition Layer (FER-L)
is composed of two sub-modules: the Feature Extraction
Module (FE-M), and the Hand Gesture Recognition Module
(HGR-M). The first sub-module takes as input the three pro-
jected strokes associated to the center position of the palm
(i.e., a group of three correlated strokes), and all five fin-
gertips (i.e., five groups each one having three correlated
strokes). Note that, our notion of hand gesture is based on
tracking data of palm and fingers. Although the gesture am-
biguity resolution is not a focus of the present paper, prelim-
inary empirical observations have highlighted that the track-
ing of the palm (in addition to that of the fingers) represents
a supplementary feature to univocally define and recognise
a gesture. The above sub-module analyses each projected
stroke, of each group, to identify the type of the shape that
has been indirectly “drawn”. In this way, the movement
of each fingertip, as well as that of the center of the palm,
can be identified by three correlated shapes. The final step
is to consider each group of three shapes with the others
to provide an univocal interpretation of the hand gesture.
Our freehand drawing recognition algorithm is based on the
same feature vector shown in [9] and extended in [3], below
we report the main geometrical measures through which the
feature vector has been implemented:

- original measures: convex hull, largest triangle,
largest quadrilateral, and enclosing rectangle;

- extended measures: angle ratio, and sketch perimeter.
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Fig. 3. Shape library supporting the freehand drawing definition and recognition algorithm: (a) closed
and open shapes, (b) recognition of a stroke, on the plane (x,y), composed of three shapes: a closed
shape (1), and two open shapes (2 and 3).

The above feature vector is able to recognize a fixed set
of closed and open shapes. Although the format of the cur-
rent paper does not allow us a complete dissertation of the
used freehand drawing recognition algorithm, in Figure 3a
we report the vectorial representation of the main shapes
that it recognizes. Note that, the imported feature vector is
able to recognize shapes independently of their sizes, ro-
tations, and styles. This means that the proposed frame-
work is robust enough in interpreting univocally the same
hand gesture performed by users having different “tracing”
styles. As shown in Figure 3b, each projected stroke can be
composed of more than a shape. This last aspect has been
solved by adopting an algorithm able to detect how many
closed and open “regions” compose a single stroke [5]. Sub-
sequently, the same algorithm compares each “region” with
the shape library to identify the set of shapes that compose
the stroke. From the work presented in [5] we have also in-
herited the SketckML, a structured language to describe, by
constructs, the shapes, their features, and their constraints.
In this way, we have introduced within the framework a suit-
able tool to manage each open and closed shape. As a result,
the SketchML can be seen as the language to represent each
treated hand gesture. When a user performs a hand ges-
ture above the LEAP motion controller, each fingertip and
the center of the palm are represented by a set of shapes.
These shapes are described by the SketchML language. The
second sub-module takes as input these descriptions, and
matches them with all ones previously acquired during the
hand gesture editing phase.

3.4. Definition and Storage Layer

The Definition and Storage Layer (DS-L) includes the
Hand Gesture Definition Editor (HGD-E), which allows

users to define any hand gesture library. When the frame-
work is in editing mode, a user can perform a hand gesture
and a related feature vector is created. The framework al-
lows users to repeat the gesture several time to obtain a more
reliable vector. However, we have implemented a parameter
(i.e., a mathematical norm) to set the accuracy of the frame-
work. This means that when the difference between two
consecutive feature vectors is lower than the norm, the hand
gesture is accepted and stored within the gesture library.

3.5. Preliminary Tests

In this paper we present an ongoing research work, for
this reason the preliminary tests have been summarized as
a set of technical qualitative observations aimed in confirm-
ing the usefulness of the proposed approach. First of all,
the idea to transform the 3D spatial and temporal informa-
tion into a set of 2D projected strokes is simple and affec-
tive. The use of a freehand drawing recognition algorithm
to classify the projected strokes works properly. We have
initially tested the framework by performing (on different
reference planes) the set of 2D graphical symbols inherited
from the works that have provided the feature vector (see [9]
and [3]). Subsequently, we have performed a set of com-
bined hand gestures (as that shown in Figure 2a). In both
cases the framework has stored on the database a suitable
set of SketchML descriptions able to identify univocally the
hand gestures. Also in this case the paper format does not
allow us an exhaustive explication of the experiments, be-
sides in this phase we were not interested in designing a
practical hand gesture library for a specific application, out
intent has been to check the work of the method and of the
framework. However, the limit of the approach is the set of
open and closed shapes which could be insufficient to rec-
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ognize each projected stroke. To overcome this aspect we
are working on a novel freehand gesture recognition algo-
rithm that will continue the work begun in [5].

4. Conclusions and Future Work

The LEAP motion controller is a powerful device to de-
velop hand gesture interfaces. Its physical and technical
features make it an ideal tool to interact with any kind of
desktop application. The new version of the LEAP motion
API equips the device with a hand skeletal model that pro-
vides tracking data with a high level of accuracy. Finally,
their model allows the device to predict the position of fin-
gers and hands even if they are partially occluded.

This paper describes an ongoing research work to de-
fine and recognize hand gestures. The proposed method
adopts freehand drawing recognition algorithms to interpret
the center of the palm and fingertip movements. Although
the approach is applicable to any hand skeletal model, that
provided by the LEAP motion controller satisfies each tech-
nical requirement. Preliminary tests have highlighted that
the method identifies univocally hand gestures.

Currently, we are working on different application fields.
In the first one, we are adopting the proposed method to in-
terpret the body and arm model provided from other devices
(Microsoft Kinect [12] and MYO [16], respectively). In the
second one, we are defining novel body and hand models to
support Self-Avatars (SAs) [6], and Virtual Gloves (VGs)
based applications [18, 19]. Finally, we are exploring the
possibility to use multiple devices to obtain a reliable skele-
tal hand model without prediction mechanisms.

References

[1] C. Alvarado and R. Davis. Sketchread: A multi-domain
sketch recognition engine. In Proceedings of the 17th An-
nual ACM Symposium on User Interface Software and Tech-
nology, UIST ’04, pages 23–32, New York, NY, USA, 2004.
ACM.

[2] D. Avola, P. Bottoni, A. Dafinei, and A. Labella. Color-
based recognition of gesture-traced 2d symbols. In DMS,
pages 5–6, 2011.

[3] D. Avola, P. Bottoni, A. Dafinei, and A. Labella. Fcbd: An
agent-based architecture to support sketch recognition inter-
faces. In DMS, pages 295–300, 2011.

[4] D. Avola, L. Cinque, and G. Placidi. Sketchspore: A sketch
based domain separation and recognition system for interac-
tive interfaces. In A. Petrosino, editor, Image Analysis and
Processing ICIAP 2013, volume 8157 of Lecture Notes in
Computer Science, pages 181–190. Springer Berlin Heidel-
berg, 2013.

[5] D. Avola, A. Del Buono, G. Gianforme, S. Paolozzi, and
R. Wang. Sketchml a representation language for novel
sketch recognition approach. In Proceedings of the 2nd In-

ternational Conference on PErvasive Technologies Related
to Assistive Environments, PETRA ’09, pages 31:1–31:8,
NY, USA, 2009. ACM.

[6] D. Avola, M. Spezialetti, and G. Placidi. Design of an effi-
cient framework for fast prototyping of customized human-
computer interfaces and virtual environments for rehabili-
tation. Comput. Methods Prog. Biomed., 110(3):490–502,
June 2013.

[7] S. Berman and H. Stern. Sensors for gesture recognition sys-
tems. Systems, Man, and Cybernetics, Part C: Applications
and Reviews, IEEE Transactions on, 42(3):277–290, May
2012.

[8] G. Casella, V. Deufemia, V. Mascardi, G. Costagliola, and
M. Martelli. An agent-based framework for sketched symbol
interpretation. J. Vis. Lang. Comput., 19(2):225–257, Apr.
2008.

[9] M. J. Fonseca and J. A. Jorge. Experimental evaluation
of an on-line scribble recognizer. Pattern Recognition Let-
ters, 22(12):1311 – 1319, 2001. Selected Papers from
the 11th Portuguese Conference on Pattern Recognition -
{RECPAD2000}.

[10] T. Hammond and R. Davis. Ladder: A language to describe
drawing, display, and editing in sketch recognition. In ACM
SIGGRAPH 2006 Courses, SIGGRAPH ’06, New York, NY,
USA, 2006. ACM.

[11] L. B. Kara and T. F. Stahovich. An image-based, trainable
symbol recognizer for hand-drawn sketches. Computers &
Graphics., 29(4):501–517, Aug. 2005.

[12] Kinect. http://www.xbox.com/it-it/kinect, 2014.
[13] LEAPMotion. https://www.leapmotion.com/, 2014.
[14] LEAPMotionAPI. https://developer.leapmotion.com/, 2014.
[15] T. B. Moeslund, A. Hilton, and V. Krüger. A survey of ad-
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Abstract—We present a data-driven exploratory study to 

investigate whether trained object detectors generalize well to 

test images from a different modality. We focus on the domain of 

planar kinematic mechanisms, which can be viewed as a set of 

rigid bodies connected by joints, and use textbook graphics and 

images of hand-drawn sketches as input modalities. The goal of 

our algorithm is to automatically recognize the underlying 

mechanical structure shown in an input image by leveraging well-

known computer vision methods for object recognition with the 

optimizing power of multiobjective evolutionary algorithms. 

Taking a raw image as input, we detect pin joints using local 

feature descriptors in a support vector machine framework. 

Improving upon previous work, detection confidence depends on 

multiple context-based classifiers of varying image patch size and 

greedy foreground extraction. The likelihood of rigid body 

connections is approximated using normalized geodesic time, and 

NSGA-II is used to evolve optimal mechanisms using this data. 

The present work is motivated by the observation that textbook 

diagrams and hand-drawn sketches of mechanisms exhibit 

similar object structure, yet have different visual characteristics. 

We apply our method using various combinations of images for 

training and testing, and the results demonstrate a trade-off 

between solvability and accuracy. 

Keywords-computer vision; evolutionary multiobjective 

optimization; kinematic simulation; object recognition 

I.  INTRODUCTION 

The design of complex mechanical linkages is a 
challenging task involving the coordination of multiple rigid 
bodies to achieve a desired dynamic profile (see Fig. 1 for 
examples). The ability to visualize the kinematics of a 
mechanism is a valuable skill to improve mechanical intuition 
during design analysis and synthesis [1], yet current simulation 
tools may be insufficient for fast kinematic visualization. 
Currently, engineers will likely resort to one of three options. 
First, they may use mental simulations to infer mechanical 
behavior [2], but this is ineffective for people with low spatial 
ability [3] and is generally difficult for complex mechanisms 
[4]. Second, specialized software [5-6] may be used for 
simulations, but this task is often too time-consuming to be 
practical (e.g. students solving a dynamics homework problem, 
professional engineers brainstorming potential design concepts) 
and may require advanced programming skills, which hinders 
novice users. Third, engineers often use hand-drawn sketches  

 
 

 

 
 

 

 
 

 

 
 

 

 
 
 

                (a)                                      (b)                                         (c)  

Figure 1.  Example mechanisms in (a) natural images of real-world objcets, 

(b) textbook graphics, and (c) hand-drawn sketches. Each mechanism contains 

a set of rigid bodies connected by kinematic pairs (e.g. revolute or prismatic 
joints) that constrain their motion. The present work focuses on automatically 

recognizing the number, location, and connectivity of joints in textbook 

graphics and hand-drawn sketches; this information is all that is required to 
fully specify the allowable motion of each rigid body. 

to convey design ideas and visualize dynamic properties, 
perhaps abstracting the mechanism to a simpler form or using 
key annotations and arrows to demonstrate motion. 

In a previous work [7], we developed an algorithm to 
bridge the gap between ineffective mental simulations and 
impractical computer simulations by automatically recognizing 
the underlying mechanical structure in a single image. At the 
heart of our approach was a novel combination of vision-based 
object recognition with multiobjective evolutionary opti-
mization. The fundamental principle of the method was to 
consider mechanisms as a collection of connected joints, where 
each pairwise joint connection indicated that two joints were 
fixed to the same rigid body. We limited our study to planar 
mechanisms, in which the motion of every rigid body is 
constrained to the plane perpendicular to the viewer, and only 
considered examples made up entirely of revolute joints. With 
this representation, the task involved locating probable joints in 
an image using a sliding window object detector, assessing the 
likelihood of all pairwise joint connections using normalized 
geodesic time and maximizing image consistency and 
mechanical feasibility using the NSGA-II algorithm. The 
algorithm enabled the evolution of a small set of feasible 
mechanical structures based on local features in a single image, 
and only required a set of training images for joint detection. 

This work is supported by the National Science Foundation under Grant 
Nos. CMMI-084730, CMMI-1031703, and DUE-1043241. 
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We initially implemented the approach on textbook graphics 
due to their relative simplicity and wide availability. 

In the present work, outlined in Fig. 2, we shift our focus to 
include sketches as valid input data to our algorithm. This is 
motivated by the idea that sketches are more directly related to 
design synthesis than textbook graphics. Someone creating a 
new mechanism may not be able to find a clean image 
depicting their design concept; indeed, they may not even 
know what they are looking for yet. With our technology, we 
hope to enable users to rapidly explore the design space using 
pencil and paper without being encumbered by existing 
designs. 

We represent sketch data as an image, so that no 
modifications to the original algorithm are explicitly required 
to accommodate the new input modality. Regardless, we 
propose a couple key enhancements to the joint detection 
scheme in order to boost performance; details are provided 
later in this paper. Despite being of the same “form” as the 
textbook images used previously, we still consider sketches to 
be from a different modality because they were created in a 
different manner than textbook graphics. The evidence in 
support of this proposition is clear from the examples pictured 
in Fig. 1. Textbook graphics use consistent shapes, colors, and 
textures, while sketches are typically messier, have curvier 
lines, and include artifacts such as overtracing, tonal variation 
in stroke intensities, and cross hatching, among others [8]. 
Furthermore, depictions of mechanisms in textbooks may be 
surrounded by irrelevant text, annotations, highlighting, or 
other mechanisms that clutter the image; sketches, on the other 
hand, can be created without such distracting visual elements. 

Even though they may be strikingly different in certain 
visual characteristics, textbook graphics and sketches of 
mechanisms adhere to the same structural principles. This 
poses an interesting problem: can we successfully use one input 
modality for training and the other for testing? More 
specifically, are we required to have a set of training sketches 
in order to correctly recognize test sketches of mechanisms? 
The answer may have important implications for future tools 
involving the recognition of visual objects with different input 
modalities. 

The remainder of the paper is structured as follows: section 
II highlights related work in sketch recognition, computer 
vision, and evolutionary algorithms. Improvements made to our 
original algorithm are provided in section III. Experimental 
methods, including results and discussions, are given in section 
IV, followed by concluding remarks in section V. 

II. RELATED WORK

A. Object Detection 

Object detection is a mature field of research in computer 
vision, spanning countless real-world applications. A typical 
object detector extracts salient features from sample images, 
learns a discriminative model from those features, and then 
scans test images using the model to locate instances of the 
object. Arguably the most critical step in developing a 
detection algorithm is feature selection. There are many well-
known feature descriptors with reported success [9-11]; in the 

present work, locally normalized histograms of oriented 
gradients (HOG) over a grid of regions in the image are used. 
We follow the method outlined in the original work [9], which 
includes training a soft linear support vector machine (SVM) 
and mining hard negatives from sample images for subsequent 
re-training. We selected the HOG descriptor because it is a 
popular, dense, local feature set that has been successful for 
detecting various objects. However, our algorithm is not 
dependent on this choice; any feature descriptor and classifier 
can be incorporated into the overall recognition pipeline. 

To our knowledge, kinematic mechanisms are a novel 
domain for object recognition. However, there is a breadth of 
ongoing research in recognizing similar objects comprising 
structured parts. Practical applications include face recognition 
[12], pose estimation [13], and 3D surface estimation [14]. The 
key difference, though, between previous work in this area and 
our present domain is that mechanisms do not have well-
defined structural or spatial dependencies. For example, in face 
recognition, it is straightforward to learn that the forehead is 
not located below the mouth or that a nose should exist 
between the eyes; with kinematic mechanisms, it is less clear if 
a specific joint should be connected to another. Little know-
ledge is gained about the likelihood of other objects in the 
image just from knowing one object’s location. 

Object recognition across multiple modalities is a less well 
understood problem in computer vision. The most relevant 
works relate to face photo-sketch recognition [15-17], which 
attempts to match hand-drawn sketches of faces with samples 
in an image database. Various methods are used to find 
discriminating features between the two modalities; some even 
transform one modality to another (e.g. convert all photos to 
pencil sketches) in an effort to reduce the variance among the 
dataset. Our present work, by contrast, must not only recognize 
an object (mechanism) across modalities, but also should detect 
parts (joints) that make up the object across modalities. 

B. Sketch Recognition 

There are two important aspects of sketch recognition that 
relate to the present work: representation and complexity. With 
regard to representation, two classes of techniques have 
emerged in the literature. Stroke-based methods treat each 
sketch as a sequence of time-stamped strokes, each containing 
a series of sample points in space. While some works share 
similarities to our domain [18-23], stroke-based methods are 
ill-suited for our recognition framework, which was designed 
to work on images. Still, there are interesting parallels; for 
instance, [22] uses a graph representation to combine “low-
level primitives into high-level shapes using geometrical rules”. 
We also implement graphs in our recognition pipeline, but 
instead connect low-level joints to form high-level mechanisms 
based (partially) on mechanical feasibility rules.  The other 
class of sketch recognition techniques is image-based 
approaches, including the present work, which neglect 
temporal information and only consider the spatial layout of 
pixels. This poses the additional challenge of grouping relevant 
pixels, depending on the object being recognized. With regard 
to sketch complexity, it is important to distinguish between 
isolated symbol recognizers and detecting objects in freehand 
sketches, which is a more challenging problem. The task of 
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                (a)                                                    (b)                                                   (c)                                                          (d)                                                (e) 

Figure 2.  Overview of recognition pipeline. (a) The system takes as input a raw image. (b) To recognize the underlying mechanical structure, the first step is to 

detect all pin joints in the image; here, line thickness correlates positively with detection confidence. (c) Next, we compute the likelihood that pairwise detected 

joints are on the same rigid body using normalized geodesic time. In effect, this metric looks for short paths through dark regions in the image. Since there is a 
dark line connecting point P to Q in the original image, the normalized geodesic time from P to Q is high (indicated by the red color around Q); refer to [7] for 

more details. (d) Finally, the resulting data is optimized in an evolutionary framework, evolving a set of solutions (mechanisms) using conventional genetic 
operators and hopefully finding (e) the true solution over time.   

symbol recognition can be treated as a template matching 
problem; some examples of successful approaches in this area 
include [23-29]. In some sense, the joint recognition algorithm 
used here is similar to a sliding window symbol recognizer. 
However, we do not use part templates and instead learn a 
discriminative model based on local image features.  

It is widely agreed that robust sketch recognition algorithms 
require a large corpus of training images. Yet, acquiring such a 
large number of sample sketches can be a tedious task. One 
recent work [30] demonstrated the ability to automatically 
generate synthetic images from a small set of labeled examples. 
Another [31] investigates the effect of using isolated symbols 
for training a recognizer designed for freehand sketches. Our 
work contributes to this area by hypothesizing that sketch 
images may not be necessary for training if examples from 
another modality are more readily-available. 

C. Evolutionary Multiobjective Optimization 

Multiobjective evolutionary algorithms (MOEAs) are 
widely used in real-world applications that require optimization 
of several, often conflicting, objectives (fitness criteria). 
MOEAs operate by stochastically sampling the search space of 
candidate solutions and iteratively applying genetic operators 
such as crossover and mutation to evolve optimal solutions. To 
handle conflicting objectives, for which there is no single 
optimal solution, many MOEAs use the idea of Pareto 
dominance to rank solutions [32-34]. An individual solution is 
said to dominate another solution if it is at least as good for all 
objectives and better (more fit) for at least one objective. The 
Pareto front is defined as the set of all nondominated solutions. 
The algorithm selected for our approach, called the 
nondominated sorting genetic algorithm, was first introduced 
two decades ago (NSGA [32]) and improved several years later 
(NSGA-II [33]). We use the latter version, which is 
characterized by fast computation of nondominated sorting and 
inclusion of crowding distance to preserve diversity and 
showed promising results in prior work [7]. 

For the present domain, the feasibility of a predicted 
mechanism is governed by mechanical principles. These 
principles can be formulated as a series of constraints; in this 
way, large regions of the search space may become infeasible 
because one or more of the constraints fail. A critical step in 

MOEA design is determining how to handle such constraints. 
Constraint handling methods can be broadly categorized into 
two groups: (i) those that always prefer feasible solutions (hard 
constraints) [33,35] and (ii) those that treat constraints as 
objectives (soft constraints) [36]. We employ the latter method 
in order to allow infeasible, yet strong, solutions to persist 
because they may be near the constraint boundaries. 

III. TECHNICAL APPROACH 

The proposed framework for mechanism identification in 
images from various modalities largely relies on work 
previously developed in [7]. In this section, we provide a brief 
overview of the algorithm pipeline, followed by detailed 
descriptions of key modifications made to the original work. 
Unless stated otherwise, we use the same methods and 
parameters as [7]. 

A. Overview 

The recognition framework (Fig. 2) has two primary stages: 
(i) vision-based detection of mechanical components, and (ii) 
evolutionary-based optimization of the mechanism structure. 
The algorithm was developed to be general in nature; any 
image type is a valid input to the system, any feature descriptor 
and classification method can be used to detect joints, any 
metric can be used to compute pairwise joint connection 
likelihood, and any genotype representation and genetic 
operators can be tested in the evolutionary algorithm. A basic 
outline of the algorithm is listed below; recent improvements 
are highlighted and will be discussed in the following sections. 

B. Using Multiple Context-Based Classifiers 

Previously, a fixed-window SVM classifier was used to 
detect likely pin joints in an image. The recall was generally 
high (i.e. very few false negatives), but the precision was 
sometimes low (i.e. too many false positives). Furthermore, the 
evolutionary algorithm does not optimize joints based on a 
simple binary decision; instead, it relies on the strength of 
classification, which we define as the distance to the SVM 
decision boundary. With this in mind, it should be clear to see 
that even a high-precision, high-recall classifier can be 
problematic for the optimization routine if even one false 
positive in an image has strong confidence. Also, previous  

VISION-BASED OBJECT DETECTION EVOLUTIONARY-BASED OPTIMIZATION 

P 

Q 
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Algorithm 1 – Main  

Pre-training: 

1. Acquire sample images containing planar kinematic mechanisms. 

2. Manually label all pin joints and pairwise joint connections in each 
image. 

3. Separate data into training and testing sets. 

 
Training: 

1. Extract positive examples of pin joints in training images. 

2. Augment positive examples by reflecting image patches about 
vertical/horizontal axes and rotating by {90,180,270} degrees. 

3. Extract random negative examples from training images. Use tolerance 

of 32 pixels to ensure negative patches do not contain pin joints. 
4. Compute HOG features for positive and negative image patches. 

5. Train a soft (C=0.01) linear SVM. 

6. Randomly extract 1000 additional patches per training image, classify 
using initial SVM, and add hard negatives to dataset. 

7. Re-train the SVM. 

8. Repeat training process using larger window sizes. 

 

Testing: 

1. Apply SVM to test image with sliding window of fixed size. 
2. Suppress non-local maxima using mean shift algorithm [35]. 

3. Apply multiple classifers to detected joints to compute weighted 

confidence. Discard detections with confidence less than zero. 
4. Apply foreground extraction to image. Discard background detections.  

5. Store detected pin joint locations and confidence values. 
6. For all pairs of detected pin joints, compute normalized geodesic time, 

which indicates the likelihood that those two joints are located on the 

same rigid body. 
7. Store connection likelihood matrix. 

8. Run NSGA-II using pin joint locations, associated confidence levels, 

and connection likelihood as input. Fitness evaluation includes image 
consistency measures and binary constraints for mechanical feasibility. 

The output is a set of Pareto-optimal solutions. 

9. Discard solutions that are infeasible. 

10. Remove duplicate solutions. 

11. Prioritize the remaining solutions (currently using strength of joint 

connections). 
12. Locate the ground truth (if applicable). 

experiments revealed that execution time strongly depends on 
chromosome length, which is a function of joint detections. 
Therefore, it is highly desirable to decrease the number of false 
positive detections and increase the confidence of true positives 
relative to false positives. 

To address this challenge, we implemented two significant 
modifications to the detection scheme. First, we incorporated 
multiple classifiers with varying window size with the idea that 
larger window sizes would pick up more global context cues 
regarding true joints. This design decision was primarily 
motivated by the observation that many false positives 
demonstrated strong local correlation to pins (e.g. text 
containing the letter ‘o’), but lacked similarity in a global 
context (e.g. a pin usually has two rigid bodies emanating from 
its center, while the letter ‘o’ does not). For the current 
implementation, we used a root detection window size of 48 
pixels, and two additional context classifiers with window sizes 
of 64 and 80 pixels, respectively. We increase the appropriate 
HOG descriptor parameters such that all image patches have 
the same number of features (in this case, 1764). In this 
manner, the larger classifiers have the same dimensionality, but 
coarser spatial binning due to increased window size. Contrary 
to some other approaches involving multi-scale classification, 
we do not run all classifiers on the full image. Instead, the root 
classifier is first used to find local maxima, after which patches 

centered at those locations are fed into the context classifiers. 
At that point, every detected pin joint has three values of 
confidence. A naïve approach might be to define the total 
confidence as the summation of individual detection strengths. 
This may yield a poor estimate of true confidence because the 
SVM decision boundaries do not incorporate normalization. 
Instead, we propose a weighted sum of confidence, in which 
the classifier weights, wi, are given by, 



i

iw 











Pr  

where Pr and μ are the precision of the classifier on training 
data and the average distance of true positives to the SVM 
decision boundary, respectively. Sample results from this 
improved detection scheme are shown in Fig. 3. 

C. Greedy Foreground Extraction 

The cascade of classifiers described above mainly improves 
the relative confidence of true positives with respect to false 
positives. To achieve high precision, we implement a greedy 
unsupervised foreground extraction method and discard any 
background detections. The approach is outline below. 

Algorithm 2 – Foreground Extraction 

1. Run Sobel edge detector over image. 

2. Dilate edges by an 8-pixel radius. 
3. Trace boundaries and extract connected regions. 

4. Select the region with the maximum area. 

5. Fill holes in the region. 
6. Save region as foreground. 

Despite being a greedy approach, it performs exceptionally 
well on the images used in our experiments. Accuracy for both 
textbook images and sketches was 99%. The effect of this 
algorithm enhancement is depicted in Fig. 4. 

IV. EXPERIMENTS 

A. Data 

Two image datasets were utilized in the experiments 
described in this paper (see Fig. 5 for examples). First, we use 
the MECH135 dataset [7], which includes 135 images of planar 
mechanisms from five different textbooks [38-42]. All 
mechanisms are closed kinematic chains and contain only 
revolute joints. In addition, we asked 25 engineering students  

 

 

 
 

 

 
 

 

 
 
 

   

(a)           (b)         (c)          (d) 

Figure 3.  Using multiple context-based classifiers on sample textbook 

images and sketches. (a-c) Individual classifiers with increasing window size. 
(d) Final joint detection confidence. Line width positively correlates with 

confidence. 
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(a) (b) (c) 

Figure 4.  Greedy foreground extraction on sample textbook images and 

sketches. (a) Weighted sum of multiple classifiers. (b) Binary image showing 

foreground in white. (c) Joint detections after discarding background 

instances. 

to sketch ten randomly selected mechanisms from the 
MECH135 dataset on paper. In general, we did not restrict the 
sketching style nor the level of abstraction implemented by the 
students, as long as the true underlying mechanical structure 
was evident in the sketch. Pictures were taken of all hand-
drawn sketches, yielding a second dataset of 250 images, 
approximately two samples per image in the MECH135 
dataset. While it is assumed the full mechanism is shown in 
each image, no explicit restrictions were made regarding 
position, scale, or orientation of the object. Also, our approach 
does not require pre-processing of the images (e.g. cropping, 
filtering), so they may contain noise, illumination changes, and 
extraneous information such as text, annotations, pencil 
markings, or partial components from other mechanisms. 
Ground truth information, including joint location and pairwise 
connections, was manually provided for all images in both 
datasets. 

B. Methods 

The goal of the experimental studies was to assess the 
efficacy of our approach on various combinations of training 
and test images. To that end, six experiments were conducted 
using all permutations of textbook, sketch, or combined images 
for training and textbook or sketch images for testing. Each 
experiment comprised ten separate trials. For each trial, 100 
training images and 20 test images were randomly selected, 
without overlap, from the appropriate datasets. The training 
images were used to generate a joint detector as described 
previously and subsequently applied to each test image to 
locate probable pin joints. Using this information, along with 
normalized geodesic time for pairwise joint connections, ten 
independent runs of the evolutionary algorithm were executed 
per test image, using the general settings listed in Table I. This 
amounts to 2,000 distinct instances for each experimental 
condition. Performance metrics of interest include accuracy and 
speed. Chi-square tests and one-way analysis of variance 
(ANOVA) were used to determine statistical significance. The 
implementation was developed in MATLAB [6], and all 
experiments were performed on an Intel(R) quad-core 3.40 
GHz CPU with 8GB RAM. 

TABLE I. General NSGA-II Parameters 

Parameter Symbol Value 

population size µ 200Na 

number of offspring  λ µ 

maximum number of generations n 20 
crossover method  – uniform 

crossover probability pc 0.9 

mutation method – uniform 
mutation probability pm 0.1 

tournament size k 0.02µ 
a N refers to number of detected joints 

C. Results and Discussions 

Example results on textbook graphics and sketches are 
shown in Fig. 5. The overall algorithm performance for each 
experimental condition is summarized in Table II, with the best 
values highlighted for each statistic. With regard to accuracy, 
several relevant metrics of success are presented that each 
contribute to one of two primary objectives: (i) was the true 
solution found by the evolutionary algorithm and (ii) if so, 
where in the prioritized Pareto-optimal set of solutions was it 
located? 

An image is deemed solvable if the true solution is able to 
found based on the data input to NSGA-II. Consider the test 
cases shown in Fig. 6. These instances are unsolvable; the 
underlying mechanical structure will never be correctly 
identified by our approach because the joint detector failed to 
locate one or more true joints. In this way, the percentage of 
solvable test images for an experiment reflects the quality of 
the joint detector on that dataset. For textbook images, the joint 
detector always performed relatively well (min. solvable = 
88%), and it produced the least number of images with false 
negative detections when combining textbook and sketches for 
training (solvable = 94%). This is an interesting result that 
suggests sketching sample mechanisms may improve detector 
performance on textbook images. However, this does not 
guarantee improved performance of the entire algorithm, as 
evidenced by comparison of the remaining accuracy measures 
in rows A and E. For sketches, the joint detector did not 
perform as well, particularly when trained on textbook images 
(solvable = 47%). This is understandable given the high degree 
of variance in sketched pins compared to textbook graphics. 
Still, it is encouraging to note that the number of unsolvable 
sketch images decreases by more than 50% if sketches are 
added to the training set and is minimized when only sketches 
are used for training. A chi-square test revealed that the 
experimental conditions had a statistically significant effect on 
joint detector quality and hence the proportion of solvable 

images in a given test sample, 

(5, N = 1,200) = 180.75, p < 

.001. 

We classify an image as solved if our algorithm was able to 
correctly identify the underlying mechanical structure in at 
least one independent run. For both image datasets, a larger 
fraction of test images was solved when the training images 
were drawn from the same dataset. Using combined datasets 
for training does not appear to improve this performance 
measure. Once again, it should be noted that training on 
textbooks and testing on sketches resulted in a low number of 
solved images. The relative difference of solvable and solved  
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Figure 6.  Unsolvable images, due to the presence of false negatives. 

Bounding boxes indicate pin joint detections, and line width positively 

correlates with confidence. 

images yields the fraction of images that failed due to 
something other than false negative detections. The mean 
percentage of solvable, yet unsolved, images across all 
experiments is 32%. Experiment B had the best performance in 
this regard, with only one-fifth of solvable images failing to 
ever produce the correct mechanism, while experiment D was 
the worst-performing case, with over one-half of solvable 
images remaining unsolved. The observed differences in the 
percentage of solved images were found to be statistically 

significant, 

(5, N = 1,200) = 85.70, p < .001. Some example 

failure cases and possible explanations are provided in Fig. 7. 

The overall success rate (OSR), or the average number of 
runs in which the true solution was found, exhibits a similar 
trend to the solved metric. With the exception of experiment B, 
the true mechanism is identified in at least half of the runs. 
Also, recognition of textbook images is higher than sketch 
images in general. While overall success rate is a reasonable 
estimate of algorithm effectiveness for a given set of training 
and testing images, we suggest it is not the only meaningful 
metric because it is negatively skewed by unsolved images. 
With this in mind, we also compute the solved success rate 
(SSR), which characterizes the reliability of our approach for 
images that were correctly recognized at least once. The results 
are somewhat surprising; the most reliable experimental 
condition is the textbook/sketch case (93% SSR). In other 
words, if an image of a hand-drawn sketch is solvable, the 
algorithm presented in this paper is highly likely to correctly 
identify the pictured mechanism. One plausible explanation is 
that many sketches are less cluttered than their textbook 
counterparts; there is limited extraneous information that could 
be falsely identified by the algorithm and rigid bodies are 
typically drawn as simple dark lines, which is favored by our  

 

 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

         (a)                       (b) 

Figure 7.  Example failure cases unrelated to false negative detections. (a) 

Raw images. (b) Visualization of data sent as input to NSGA-II. Higher 
confidence is indicated by darker (redder) color and thicker shapes. The first 

instance likely fails because the strongest joint connections are between false 

positives in the rocks. The primary failure in the second instance is that the 
strongest joint detections are false positives. 

method for predicting pairwise joint connections. On a 
different note, experiments A, C, and E have nearly identical 
SSR; perhaps the modality of the training set is less critical 
when testing textbook images. Lastly, all experimental 
conditions produced a higher SSR than the previous work in 
[7], indicating that our modified pin detection method with 
foreground extraction appears to improve performance. Chi-
square tests were performed and indicate there is a relationship 
between training and testing modalities and algorithm success 

rate; 

(5, N = 12,000) = 492.26, p < .001 and 


(5, N = 7,210) 

= 39.29, p < .001 for OSR and SSR, respectively. 

While the ability of the evolutionary algorithm to find the 
true underlying mechanical structure is valuable, perhaps a 
more important performance measure is where the solution was 
found; that is, can we rank the Pareto-optimal set of solutions 
in such a way that the true solution has highest priority? The 
top-N accuracy refers to the percentage of successful runs in 
which the true solution was at least in the top N solutions. The 
obvious desired result is for top-1 accuracy to be high; 
however, this may not be very realistic. Even one false positive 
joint detection with confidence higher than any of the true 
joints will likely allow one or more incorrect solutions to be 
nondominated by the correct solution. Therefore, we think it is 
reasonable if the true mechanism is at least in the top 5 
solutions generated by NSGA-II. At that point, the best 
solution could be extracted from this small set either by 
interactive user selection or feedback from full kinematic 
simulations. Looking at Table II, there are a few notable 
highlights to mention. First, experiments with sketches as the 
test set generally have higher top-N accuracy than similar 
experiments using textbook images (compare A↔D, B↔C, 
E↔F). Second, top-N accuracy on test images is lowest when 
training/testing modality differs and highest when modalities 
are the same. Finally, the best-performing case from this 
viewpoint is training on textbooks and testing on sketches, with 
over half of successful runs yielding the optimal scenario and 
top-5 accuracy of 84%. All observed differences with regard to 
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a.
 for running NSGA-II on one test image 

 

top-N accuracy were found to be statistically significant; 

(5, 

N = 6,201) = 273.02, p < .001 for top-1 accuracy, 

(5, N = 

6,201) = 427.08, p < .001 for top-3 accuracy, and 

(5, N = 

6,201) = 414.30, p < .001 for top-5 accuracy. 

An accurate, reliable recognition algorithm is less useful if 
computationally expensive, so speed is another important 
performance characteristic to consider. Table II lists the 
average time it takes to complete a single run of NSGA-II, both 
overall and per gene; the fastest and slowest experiments are B 
and C, respectively. A one-way ANOVA showed that the effect 
of experimental setup on overall runtime was significant, F(5, 
11874) = 309.87, p < .001. Post-hoc analysis using Tukey’s 
honestly significant difference (HSD) test demonstrates all 
pairwise experimental conditions have significantly different 
mean runtimes, with the exception of D and F. As expected, the 
time per gene is relatively constant (~200ms), so overall 
runtime becomes a function of chromosome length. Recall that 
the number of genes is directly related to the number of 
detected pins in the image. Thus, comparison of overall times 
reflects differences in joint detector performance. For example, 
the optimization is slower when testing textbook images, 
implying those images have more falsely-detected joints on 
average than sketches, which is understandable given the extra 
information (e.g. dimensions, annotations) usually present in 
textbooks. The computational cost of training the joint detector 
is overhead and therefore neglected from this analysis. Also, 
scanning a test image for likely joints and computing pairwise 
joint connections are independent of experimental conditions, 
so those metrics are not listed either; total testing time remains 
on the order of seconds. 

V. CONCLUSIONS 

In this paper, we explored the ability of an object detector 
trained on textbook graphics to positively contribute to the 
automatic recognition of kinematic mechanisms in images of 
hand-drawn sketches and vice versa. We improved our 
previous algorithm by incorporating weighted context cues 
from multiple classifiers and a greedy foreground extraction 
technique in the joint detection pipeline. Current experimental 
studies indicate a trade-off between solvability (whether an 
image can ever be solved by the evolutionary algorithm) and 
top-N accuracy (where a solution is found on the Pareto front). 
Sketches appear more likely to miss true joints, but less likely 
to be misled by extraneous information and false positives, 
resulting in high top-N accuracy. All test images benefited from 

the inclusion of textbook graphics during training. We think 
this a powerful idea that could be leveraged to create an 
intelligent sketch recognition tool to generate kinematic 
simulation models in a matter of seconds without ever needing 
a sample sketch for learning. 
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 (a)   (b)  (c)  (d) 

Figure 5.  Example results on textbook and sketch images. (a) Raw images. (b) Strength of joint detections and 

pairwise connections; higher values indicated by darker (more red) color, thicker lines, and larger markers. (c) Correct 

solution found by the algorithm. (d) An incorrect solution on the Pareto front. All images depicted here were correctly 
solved, with the exception of the top row. 
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Abstract—When working in distributed teams, it is very 
important to be aware of the activities of all members, since it 
provides hints about when they might be available for 
collaboration. We propose a novel visualization technique that 
combines several representations to show the daily patterns of 
team members’ activities. It uses a 24 hours circular display to 
facilitate international collaboration across time zones. Current 
calendar information can be compared to the typical patterns 
and reveal likely availability. User studies evaluating the tool that 
implements the proposed technique are reported and discussed. 

Keywords—Circular BoxPlot, Circular Histograms, Activity 
Traces. 

I. INTRODUCTION 
 The use of technology to allow people collaboration dates 

back to the sixties [1]. Today the growth of social networks and 
the increasing number of projects, whose development teams 
are distributed world-wide, have generated increasing attention 
to systems and tools that support remote collaboration, in order 
to replicate co-located collaboration conditions. However, 
coordination and collaboration among members in distributed 
teams is affected by several distance factors, which influence 
effectiveness and/or efficiency of the collaboration. Pallot et al. 
analyze 25 different distance factors and group them into four 
dimensions: structural, social, technical and legal. Lack of 
interpersonal awareness is identified as a social distance that 
influences collaboration effectiveness: each collaborator needs 
to know what the others are doing and the problems they are 
facing, in order to be able to organize his/her own contribution 
to better fit with others’ activities [2]. 

Lack of interpersonal awareness is seen as one of the most 
problematic factors in software development activities [3]. 
Distributed team collaboration is mediated by software systems 
that collect data to keep track of team members’ activities in 
exchanging messages, scheduling meetings, sharing and 
modifying documents, etc. Such data are called activity traces; 
they can provide hints for identifying when a person might be 
available for communication. 

This paper describes a novel technique that visualizes 
activity traces of people collaborating in distributed teams. In 
the example presented, activity traces refer to sent emails, chat 
messages, keyboard/mouse use and workstation login/logout. 
Other activity traces could be considered, depending on the 
context of use. Even if this technique also uses some visual 

representations  already known, it combines them in an original 
visualization based on a clock metaphor, in which 24 hours are 
displayed in order to facilitate international collaboration 
across time zones. The aim is to foster interpersonal awareness 
by providing clues about collaborators availability through an 
overview of the daily activities performed by individuals in a 
globally distributed team. With respect to previous proposals 
about visualizing activity traces (e.g. see [5], [7]), a further 
novel contribution of our technique is that it visualizes 
activities of several individuals at once, quickly conveying 
information about their location, their availability at the current 
time and in the next 24 hours. The visualization thus permits 
understanding of time relationships among team members and 
the identification of patterns occurring during daily activities. 

Initial ideas about this visualization technique were 
presented through a poster at a recent conference [4], without 
any focus on the motivation and on all the features of the 
current visualization tool. In particular, a feature not already 
available in the prototype described in [4] is the visualization of 
the team members’ planned schedule in the represented 24 
hours. This information is useful since it provides further clues 
about collaborators’ availability.  

This paper discusses the rationale and illustrates all the 
novel features of the proposed visualization technique, also 
reporting the performed evaluation studies. It has the following 
organization. Related works are reported in Section II. The 
metaphor and the visual representations adopted by the 
technique and an example of its usage are described in Section 
III. The user-centred design and the evaluation studies carried
out with the involvement of users and domain experts, are 
reported in Section IV. Finally, Section V concludes the paper. 

II. RELATED WORK

The literature reports several proposals of visualizing 
activities of collaborative teams. We distinguish two categories 
of papers: those that focus on visualizing the structure of teams 
and those that focus on activities of a single member. Papers in 
the first category highlight temporal and social structures of the 
communications among members, while the others visualize 
activity traces, in order to help a member in planning his/her 
own activities and communication. 

An example of visualization in the first category is provided 
by Fisher and Dourish, who represent the structure of a team 
through a graph, whose nodes are the members and links are 
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the emails exchanged among them [5]. The visualization allows 
users to make assumptions about the roles of the members of 
the team (social structure). The paper also proposes a tabular 
visualization, which shows the top 10 collaborators, ordered 
according to the number of messages that a specific member 
sent to the others, grouping the data by week or by month. This 
provides hints about the interaction frequency between the user 
and the team members shown in the list. 

Another example of visualizing distributed teams through 
graphs is provided in [6]. Specifically, authors visualize 
directed graphs in which nodes represent users locations, 
indicated on a geographic map, and links represent different 
relationships, like contributions to the same project. They also 
show small multiple displays combining multiple views in 
order to enable visual comparisons, and matrix diagrams that 
should reveal specific relationships. Such visualization helps 
understanding the social structure of the team, but does not 
provide any indication about members’ availability for 
collaboration in the near future. 

 
Figure 1. Line chart representing activities of two persons in different time 

zones. 

In the second category, Begole et al. visualize activity of a 
single member and try to analyze some activity temporal 
patterns, also called rhythms [7]. They present a number of 
visualizations of the data that exhibit meaningful patterns in 
users activities. Examples of monitored activities are: computer 
activity, appointment span, home activity, and office activity. A 
line chart is used to show the average of the data about an 
individual’s activities over a time period. It is easy to show that 
a linear representation is not very effective, since it fails to give 
the continuity of the activities along the time, especially when 
considering different time zones. An example, created with MS 
Excel, is shown in Fig. 1: the line chart represents activities of 
two persons (one in blue and one in red) that, starting at 7 in 
the morning, work 8 hours each and live in time zones that 
differ 11 hours. The activities of the person (red line) who 
works from 21 (9 PM) till 4 AM the next day is divided in two 
parts, which makes more difficult its interpretation. The 
visualization technique we propose uses a clock metaphor, 
which works well in visualizing daily activities of team 
members working at different time zones. The shape of the 
visualized “clock” is the one of an analogical 24 hours clock, in 
order to represent the whole day. 

In literature, there are a few articles that somehow compare 
linear versus circular representations (e.g. [1], [18]). They 
remark that the choice between linear and circular depends 
very much on the user’s task, which is the reason we choose 
the circular representation. Indeed, Kessel highlights that, even 
if in most cases people tend to use linear representations, they 

actually prefer circular representation for cyclic events, e.g. 
natural processes, seasons and, in particular, human activities 
along the 24 hours of the day [1].  

The clock metaphor was used in visualizations proposed for 
other application domains. An example is spiralClock [8], 
which shows events planned for a conference and displays the 
time along a spiral. This would not work in our case, since, in 
order to show activities of more people, the visualization of 
multiple staked spirals becomes soon crowded.  

MarkerClock is a clock-based visualization proposed in a 
context of caring for older adults, which uses circular stripes 
[9]. It shows only 12 hours, but the very limitation is that only 
one data type can be visualized, while our visualization display 
traces of multiple types of activity. 

Our technique uses circular visualization in order to make 
the continuity and periodicity of time intuitive. A survey on 
circular methods for information visualization is provided in 
[10]. However, among the many circular visualizations 
proposed so far in different domains and for different goals, 
very few are oriented to the visualization of daily activities that 
explicitly visualize the time of the day. In particular, Zhao et al. 
propose pieTime, a pie visualization that shows activities like 
email and phone calls, visualized on different time scales, in 
order to reveal temporal activities in user behavior [11]. 

With the purpose of exchanging information about people’s 
availability and increasing their interpersonal awareness, 
shared online calendars, such as Google calendar, could be 
used, since they permit management and coordination of events 
with other people. However, it has been shown that they fail in 
this purpose, because often people’s calendars are just time-
planning and the planned schedule might substantially differ 
from what actually happens. Lovett et al. remarked that 
calendars do not represent reality well, since genuine events are 
hidden by a multitude of reminders and placeholders [12]. In 
their research, they found that most calendar events (49%) were 
used as personal reminders (e.g. a reminder to backup files), 
and another relevant quantity of events (32%) were used as 
placeholders, (e.g. recurring daily meetings), with no evidence 
that certain events actually occurred. They also suggested that 
the reliability of calendar representation of events can be 
improved by taking into account other types of data, e.g. data 
about event locations or data coming from other sources, like 
data from social networks. Other authors employ predictive 
user models of event attendance and text mining of event 
descriptions to improve the reliability of shared events [13]. 
For the purpose of the visualization, we are mainly considering 
how to represent this information in order to provide clues 
about collaborators’ availability. 

In order to contact a person, it is useful to know his/her 
current status, which is common in today’s most well-known 
computer mediated communication systems. For example, 
Skype indicates four alternatives: Online, Busy, Away, Offline. 
This indication is unreliable since people often forget to change 
their status. Various solutions try to overcome this drawback. 
The one proposed by MyVine is to model availability for 
communication by using laptop microphones to sense nearby 
speech, combined with location sensor data, computer and 
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calendar information [15]. Our tool displays both status and 
activities, as described in the next section. 

III. THE CLOCKBOXPLOT (CBP) TECHNIQUE 
The goal of the visualization technique described in this 

paper is to provide an overview of typical activities performed 
by members in a team, in order to give information about their 
availability. To this aim, two principal types of information are 
visualized: a) daily activity traces; b) planned activities in the 
next 24 hours according to shared calendars. 

 
Figure 2. A stripe. 

The technique uses a basic visual representation called 
circular stripe (or simply stripe). As shown in Fig. 2, it is 
inspired by the mathematical concept of annulus, i.e. it is the 
area between two concentric circumferences. It is also called 
doughnut or ring. A stripe is the area in which activity traces 
related to an individual are displayed, as described below. 

The technique is called ClockBoxPlot (CBP in the rest of 
the paper), since it exploits a clock metaphor and represents, in 
a compact way, activity traces through the boxplot 
representation. 

 
Figure 3. Tukey's boxplot. 

John Tukey introduced the boxplot, also called box and 
whiskers plot, as part of his toolkit for Exploratory Data 
Analysis [16]. A boxplot provides a summary of the 
distribution of data, ordered by their frequency. The main 
component is the box, whose size represents data between the 
lower and upper quantile, called lower hinge and upper hinge 
respectively (see Fig. 3). Two wiskers connect hinges to 
extremes that are out of the box: they represent the values with 
the lowest and the highest frequencies, respectively (lower 
extreme and upper extreme). The length of the lower wisker 
represents the distance between the value with the lowest 
frequency and the lowest quantile. The median of the data is 

indicated in the box. In addition, potential outliers are 
represented outside the boxplot (not shown in Fig. 3). 

Boxplots provide compact representations of data by 
displaying less details than histograms, but taking less space. 
They are useful for comparing distributions across different 
groups of data. The boxplot used in CBP does not show the 
median and the outliers. Moreover, because it is visualized 
within a stripe, a circular boxplot is used, as shown in Fig. 4. 

 
Figure 4. Circular boxplot. 

Histograms have been added to CBP in order to visualize, 
in more details with respect to boxplot, data referring to a 
specific activity of a person. The histograms are drawn inside 
the stripe, thus they are visualized as circular histograms, 
whose bins are displayed along a circumference. Since a stripe 
is delimited by two concentric circumferences, each stripe can 
contain two histograms, one with bars placed outside the inner 
circle and one with bars placed inside the outer circle. Fig. 5 
shows the two histograms drawn in a stripe. 

 
Figure 5.  Histograms within a stripe. 

Fig. 6 is a screenshot of the ClockBoxPlot tool that 
implements the CBP visualization technique. The external 
circle has 24 hours indicated on it. In this example, six stripes 
are visualized. The innermost circle shows the current time 
(16:24) and user location (Bari), also indicating the time zone 
expressed with reference to the Greenwich Meridian Time 
(GMT +1). Each stripe refers to a team member and, by using 
two histograms (one in purple and one in blue) and one boxplot 
(in yellow), it represents activities of that member in the 24 
hours after the current time (16:24). The boxplot represents 
different data about a person’s activities on a computer, such as 
keyboard stroke frequency and login/logout timestamps. It thus 
indicates the time intervals in which a person is typically active 
on his/her computer. By taking into account the structure of the 
boxplot, in the time intervals corresponding to wiskers, the 
probability to find the person available is lower. 
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In the example in Fig. 6, the blue histogram shows 
frequencies of chat messages that the specific member has sent 
to other team members, while the purple histogram shows 
frequencies of email messages. Other activity traces could be 
available; in this example, they are system login/logout and key 
press frequencies. The CBP tool allows the user to select those 
activities that he/she wants to visualize in more details, which 
will be shown by the two histograms. The remaining activity 
traces are visualized with the boxplot, which thus represents the 
probability that the collaborator will be available for 
communication on the basis of the other collaboration traces. 
This probability is computed by using algorithms like those in 
[7]. 

Since the objective of the visualization is to give 
information about people’s availability, it is useful to add data 
coming from shared calendars, in order to indicate time 
intervals in which a person would likely be busy. For privacy 
reasons, it is more likely that a person can make available 
calendar events without specifying the nature of such events 
but only their time intervals. Such intervals in which the person 
will be busy are grayed in the stripe. 

Even if the time at the user location is indicated at the 
center, the CBP also uses a black hand pointing at the user’s 
time on the clock, in order to make easier to analyze the 
activities visualized in the different stripes starting from that 
time. The activities are actually visualized from the time 

indicated in the center (i.e. starting from the black hand) up to 
the next 24 hours. 

The example in Fig. 6 shows six stripes, each one 
corresponding to one member listed in the panel on the left of 
the screen, where other information is provided. Specifically, 
one of them lives in Bari, one in New Delhi, one in Moscow, 
one in Rome, one in Beijing, one in New York. It is also 
indicated the time zone with reference to GMT. The order of 
the names in the list corresponds to the stripes going from the 
outmost to the inmost stripe. Thus, the outmost stripe 
represents the activities of “Alessandro Di Bari”. The yellow 
boxplot spans from 9:55 to 15:25; one whisker is set at time 
9:35 and the other one at time 15:50. This means that the 
probability that this specific member will be available is higher 
between 9:55 and 15:25, it is lower between 9:35 and 9:55 and 
between 15:25 and 15:50, and almost zero in the remaining 
time. Furthermore, “Alessandro Di Bari” has some events 
scheduled between 8:40 and 10:00 and between 14:30 and 
16:24 of the next day. Actually, we cannot know if he will be 
available after 16:24, because the shown time interval is 24 
hours. In the shown example, it is evident that the four most 
outside members can easily find time to work together, but for 
Lan and Brown (the two inmost stripes) it is harder to meet. 

Often a user needs to compare the activities of two 
collaborators. This is much easier if the corresponding stripes 
are visualized one next to the other. The user can change the 

Figure 6. A screenshot of the CBP tool. Noon (12) is at the top and midnight (24) is at the bottom. The activities of iOS developers in a team of six are visualized, 
starting from the time shown at the center (16:24) up to the next 24 hours. The activities of the developer at the top of the list are represented in the outmost stripe, 

the others are represented in the more internal stripes according to the list order. In the member  list, the names of three developers currently away from the 
computer or offline are grayed. Gray zones in a stripe show person unavailability according to his/her event calendar. 
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stripe order by a simple drag and drop. Several users that tried 
CBP found this feature very useful, not only for comparison 
purposes, but also to better observe activities of a member, 
because more external stripes are bigger than more internal 
ones. In addition, a stripe can be zoomed by clicking the lens 
icon of the corresponding member in the users panel. For 
example, Fig. 7 shows the same CBP of Fig. 6 with the 
outermost stripe zoomed. 

Looking at Fig. 6, one may wonder about scalability issues. 
Our experience shows that even if many people participate in 
teams, the actual collaboration is often limited to a small 
number of them, not greater than a dozen. When the list of 
members does not fit in a screen, a scrollbar appears at the left 
side of the users panel. Moreover, the user not interested in 
analyzing certain members can temporarily remove them from 
the visualization by clicking on the X icon in the member panel 
(see Fig. 6). The user can come back to the complete member 
list by clicking on the ’reset’ icon on top of the member list. 

 

 
Figure 7. Outermost stripe zoomed in oder to better observe it. A click on the 

stripe or on a member in the list highlights both the member and the 
associated stripe. 

 

IV. USER-CENTRED DESIGN OF CBP 
The tool has been developed by following a User-Centred 

Design approach: different prototypes have been created and 
analyzed in formative evaluation sessions, whose results were 
instrumental to improve the quality of the successive 
prototypes. Different qualitative studies, involving users and 
experts in HCI and application domain, were performed, as 
summarized in this section. 

 

A. Informal usability evaluation 
The first CBP prototypes were analyzed through informal 

usability evaluations. Specifically, 5 Computer Science PhD 
students (3 males), who had attended an InfoVis course, 
analyzed independently the first paper prototype. Their 
comments were discussed with HCI experts and taken into 
account for implementing an early version of the CBP tool. 
Two successive running prototypes were analyzed in two 
different sessions; the first involved two researchers working 
on data analysis, while three experts of collaborative software 
development evaluated the second prototype. Each participant 
was individually asked to explore the CBP prototype. An HCI 
expert observed the interaction, acting as a facilitator whenever 
some difficulties arose and taking notes of the interface aspects 
that appeared more problematic. The results suggested to 
perform changes in order to provide appropriate feedback to 
the user, addressing, e.g., use of colors, legend terms and 
layout, status visualization and stripe visualization. 

B. User test 
A user test was performed on the running version of the 

CBP described in this paper. It was an observational study 
aimed at receiving user feedback on its design and usability.  

A total of 6 senior students (4 male), aged 21-23 years old, 
participated in the study as their assignment for the InfoVis 
module in the HCI course. The current use of CBP is for 
distributed software design teams, thus these students 
represented a proper users sample, since they have experience 
in software design and development and use version control 
systems. An HCI researcher acted as a facilitator during each 
individual test session in a university laboratory. Another HCI 
researcher took notes. Each session consisted of three phases: 

1) Understanding. 5 minutes were given to the participants 
to observe and provide their interpretation of the visualization. 
They did not interact with the tool but only commented on the 
different visualization elements, explaining what they 
understood about their meaning and their possible 
functionality. The facilitator intervened to prompt the 
participant to provide his/her interpretation. 

2) Get familiar. Participants were asked to use the tool, 
performing 6 simple tasks, in order to get familiar with the 
interactions they could perform with the various visualization 
elements. Specifically, the first task asked to select, among the 
available teams, the “iOS developer.json” team. The second 
task required to zoom on a stripe associated to a member. Third 
and fourth tasks required to switch the position of two different 
pair of stripes. The fifth task asked to remove from the 
visualization a member and the associated stripe. The last task 
required to reset the visualization to the initial state. 

3) Execution. Participants were asked to perform 6 typical 
tasks a user would carry out with CBP. These tasks were 
presented as questions, whose answers required an 
interpretation of some of the visualized data. However, the 
interpretation is facilitated if the user properly manipulates the 
visualization. The questions were about identifying availability 
of team members at specific times, which is the main purpose 
of CBP.  For example a question was: “It’s 7 PM. Could Roger 
Brown receive an immediate reply from John Smith in case he 
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sends him an email now?”. To provide the answer, it is useful 
to have the stripes of the two members adjacent one to the other 
and, possibly, zoom on them. Thus, the user should interact 
with the tool accordingly. Other questions were similar, e.g. 
another asked the user to identify the members that, at a certain 
time, could reply to a chat message. Again in this case, the user 
has to interact with the visualization, since it is easier to 
compare different stripes if they are placed each adjacent to the 
other.  

The second and third phases were conducted using the 
thinking aloud method, which is well known and appreciated 
for providing very useful results without requiring many 
resources [17]. A laptop was used, and all actions performed by 
the participants were recorded. Even if times to complete the 
tasks were measured, our main goal was to observe user 
behavior and detect possible difficulties in understanding and 
using the tool. Participant interactions were video-taped and 
later transcribed. 

Test results and discussion 
At the beginning of the Understanding phase, the very first 

look at the visualization seemed to disorient the participants. 
Soon, they started to understand the user interface elements and 
what they could perform with them. All participants 
immediately realized that it is a time-oriented visualization, due 
to the clock shape. Four of them asked if the visualization 
could initially be shown with a different hour display, because 
they said that they would prefer to have at the top a different 
time than 12 (see Fig. 6). 

The tasks performed by the participants in the Get familiar 
phase required simple actions (e.g. a gesture, two mouse 
clicks). Out of 6 users, only one user required assistance. 
Specifically, that user had difficulties in 3 tasks (second, third 
and fourth task) that required to associate a team member to 
his/her stripe. The HCI researcher provided him some 
clarifications. It appeared that he understood, since he was able 
to perform in a time below the average the successive two 
tasks, which had different objectives. However, he also had 
difficulties in the next phase. The other five users, who did not 
have difficulties in interacting with the user interface widgets, 
took on average 62 seconds to complete all the 6 tasks, which 
corresponds to an average of 10 seconds for each task. This 
time was measured from the moment in which the participant 
finished reading the task aloud until the goal was reached. 

The tasks performed by participants in the Execution phase 
required more time than those in the Get familiar phase, also 
because they did not list the sequence of actions to perform, but 
they were formulated as questions to whom an answer should 
be provided. The user who had difficulties in the previous 
phase was not able to complete successfully the 6 tasks. Again, 
he showed problems in associating members and stripes; in 
some tasks, even if he correctly manipulated the visualization, 
he provided wrong answers about times. The remaining five 
participants successfully completed 28 out of 30 tasks. The 
failure of two participants for a same task was partial, since the 
sequence in the performed actions was correct but the final 
answer was wrong because the two participants misinterpreted 
the time in different time zones. The average time to complete 
all 30 tasks (of all five participants) was 3 minutes. 

The observation of the participants during the Execution 
phase revealed that two different strategies were used to 
compare two stripes. Specifically, some participants zoomed 
the more internal stripe in order to enlarge the circular 
histograms and the boxplot, improving their readability. In this 
way it would be easier to compare with the other more external 
stripe, in which histograms and boxplot are bigger. The other 
strategy consisted in putting two stripes close each other by 
modifying the order of the members in the member list. 

Participants immediately got familiar with the clock 
metaphor. All of them well understood that the visualization 
represented activities of the whole day. Only two of them did 
not immediately realize that the visualized period started at the 
moment of the use of the tool and ended the day after at the 
same time. Once this was explained to them, they did not have 
further difficulties. 

C. Focus group with domain experts 
Besides usability of the tool, we were very much interested 

to get more information about the utility of CBP for expert 
users and about possible uses in other contexts. Thus, we 
recently carried out a focus group that involved four experts of 
distributed software development, who are colleagues at our 
University. They were different from the three colleagues that 
analyzed one of the first prototypes, as reported in Section 
IV.A. Before the focus group, a session was planned to let each 
participant interact with CBP in a quite research laboratory. 
This session had the following organization. Initially, the 
participants watched a video of about two minutes that gives a 
demonstration of the CBP functionality. Then, the participants 
had a few minutes to practice with the tool. This practice was 
stopped once the participant said that he/she got familiar with 
the tool and understood the tool functionality. During this 
session, an HCI researcher acted as facilitator. He was 
answering possible questions but also prompted the participant 
to perform tasks similar to those performed in the Execution 
phase of the user test. Another HCI researcher took notes about 
the participant’s interaction. Again, we were not interested in 
quantitative measures about the executed tasks, since such 
measures have a value only when considering much larger user 
samples. We wanted that the participants could understand the 
possibilities offered by the tool, in order to later discuss in the 
focus group about its utility in their work. 

After each participant individually practiced with the tool, 
the focus group was held in a meeting room at our laboratory, 
with the two HCI researchers acting as moderator and observer, 
respectively. The discussion started by asking their impressions 
on CBP (Was it difficult to understand? Easy to use? etc.), but 
soon focused on their opinion about the utility of CBP, the 
existence of similar tools, its possible integration in 
collaboration tools they currently use. Then, participants were 
asked to discuss possible uses in different contexts in which 
people collaboration is important. Participants’ interaction with 
the tool was video-recorded, while the focus group was audio-
recorded. Later, video and audio were transcribed for the 
analysis. 

All participants didn’t know any similar tool, and they 
agreed on the utility of CBP as an effective tool for presence 
awareness. They appreciated very much the visualization at a 
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glance of the activities of team members that CBP provides. 
One participant mentioned the possible use of CBP in 
collaborative development environments, such as Microsoft 
Team Foundation Server or IBM Rational Team Concert. The 
other participants agreed. About other possible uses, CBP was 
judged useful for working contexts but not, for example, in 
social networks, which are mainly used for contacting friends 
and for entertainment. A participant explained that it is really 
difficult to know the schedule of a friend, so it is easier to setup 
a doodle when planning a meeting with friends.  

A participant remarked that CBP could be useful also in 
code versioning systems, in which a team of developers is 
involved. It is very important to know data related to specific 
actions of each developer, e.g. visualizing data about commits, 
pulls and pushes, ticket requests, branches and forks, etc. For 
example, agile development is characterized by frequent 
commits. Another participant proposed himself to be part of a 
longitudinal study, in which the tool could be integrated as a 
plugin in Firefox. He was interested in visualizing primarily 
email messages, but other data could be also shown. 

In general, participants appreciated the tool. Once they 
practiced a bit with the tool, they did not have problems in 
interacting with it. Two participants remarked that the demo 
presented in the video is too short. Actually, they could stop the 
video or rewind it but they did not. They also said that this was 
not a big problem since the HCI researcher supplemented the 
video with some comments when requested. However, this is 
suggesting us to revise the video in order to provide a better 
description. 

V. CONCLUSIONS AND FUTURE WORK 
A novel visualization technique and a tool that implements 

it have been presented in this article. The technique uses 
circular representations to help people understand the activities 
performed by other team members during the day, in order to 
provide information about their availability. 

The tool can be generalized to visualize various activity 
traces in different contexts, such as sensor data, work shifts and 
other activities going on during 24 hours. In particular, the 
focus group indicated possible use of CBP in collaborative 
development environments currently on the market, as well as 
in code versioning systems. 
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Abstract—This paper describes an automated tabu search 
based method for drawing general simple graph layouts with 
straight lines. To our knowledge, this is the first time tabu 
methods have been applied to graph drawing. We formulated the 
task as a multi-criteria optimization problem with a number of 
metrics which are used in a weighted fitness function to measure 
the aesthetic quality of the graph layout. The main goal of this 
work is speeding up the graph layout process without sacrificing 
the layout quality. To achieve this we used a tabu search based 
method that goes through a predefined number of iterations to 
minimize the value of the fitness function. Tabu search always 
chooses the best solution in the neighborhood. This may lead to 
cycling, so a tabu list is used to store moves that are not 
permitted so that the algorithm does not choose previous 
solutions for a set period of time. We give experimental results 
applied on random graphs and we provide statistical evidence 
that our method outperforms one of the fast search-based 
drawing methods (hill climbing) in execution time while it 
produces comparably good graph layouts. We also demonstrate 
the method on real world graph datasets. 

Keywords—Information visualization; graph drawing; graph 
layout; tabu search  

I.   INTRODUCTION  
In this work we address the research area of graph drawing. 

Here, the goal is to lay out a network diagram so that it can be 
analyzed and examined by users. There are several multi-
criteria approaches to graph drawing which are based on 
explicit cost functions that combine several metrics of graph 
layout quality. This approach has the advantage of allowing 
explicit, tunable combinations of metrics to meet user 
preferences. However, such methods work slowly, typically 
taking a considerable time to lay out the graph. The 
contribution of this paper is to improve the performance of 
such systems by introducing tabu search features. To our 
knowledge, this is the first time tabu methods have been 
applied to drawing general simple graph layouts with straight 
lines.  

Search based methods typically measure a number of 
metrics and combine them to form a fitness measure. When a 
new solution is found (perhaps by moving a node) the metrics 
are calculated again and a new fitness measure is found. This 
process happens a large number of times during the search, and 
so the process of finding a good layout is slow. Many drawers 
in the literature used search based methods, such as simulated 
annealing [2, 3], genetic algorithms [4, 5, 6, 7] and hill 

climbing [8, 9]. These produce good layouts, but they have 
great potential for improvement. For example, simulated 
annealing adds an element of non-determinism in order to 
escape from local minima in the search space. This slows down 
the performance of the algorithm since this stochastic behavior 
means that a larger number of iterations would be necessary to 
reach a minimum in the search space.  Genetic algorithms, on 
the other hand, typically have an even slower rate of 
convergence compared to simulated annealing and hill 
climbing as it makes a wider search of the problem space. The 
main problem with hill climbing is that it gets trapped in local 
optima.  

Our main goal in this work is concerned with improving the 
drawer’s efficiency by speeding up the drawing process, using 
a search based method known as tabu search, without 
sacrificing the layout quality. We are not looking for the global 
optimum solution, but aim to obtain a good optimal solution 
quickly. Therefore, we compare our approach with hill 
climbing. In addition to its simple implementation, hill 
climbing has proven its efficiency in graph drawing 
applications [8, 9]. The main disadvantage of hill climbing is 
the likelihood of finding a sub-optimal local minimum in the 
search space. However, as the method is completely 
deterministic, comparison against hill climbing is more reliable 
than against the non-deterministic approaches of simulated 
annealing and genetic algorithms.  

Tabu search is a general search based technique proposed 
by Glover [10, 11, 12] for finding good solutions to 
combinatorial optimization problems. It is considered to be a 
neighborhood search method (like simulated annealing) but it 
takes a more aggressive approach. It proceeds on the 
assumption that there is little benefit in choosing an inferior 
solution unless it is necessary, as in the case of escaping from a 
local optimum [13]. In other words, tabu search improves the 
efficiency of exploration process by keeping track of local 
information (like the current value of the objective function) 
along with information related to the exploration process. This 
systematic use of memory is an essential property of this 
searching technique. Tabu search keeps information on the 
itinerary through the last solutions visited. The role of this is to 
restrict the choice of some subsets in the neighborhood by 
forbidding moves to some neighbor solutions that have already 
been visited [14]. This constrains the direction of the search 
process by preventing the algorithm from going back to a 
previously reached state. At each iteration of the exploration 
process, it selects the best solution in the neighborhood. This is 
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unlike hill-climbing as it might make a down-hill move. 
Therefore, this technique does not run out of choices for the 
next move. However, this might lead to cycling by trapping the 
algorithm at locally optimal solutions. This problem can be 
resolved by introducing two structures called tabu lists and 
aspiration functions which are used to keep information about 
past moves in order to respectively constrain and diversify the 
search for good solutions [13].  

Tabu search has shown good results and comparably fast 
solutions for some graph theory applications such as graph 
partitioning [13], graph coloring [15] and straight line crossing 
minimization [16, 17, 18]. It has also been used to solve 
different multiple objective optimization problems. The 
algorithm was used to solve four different applications in 
different areas [19]. In every application, the solutions were at 
least as good as, if not better than, the reported results using 
different search based techniques. Tabu search has been 
applied to the problem of routing school buses [20]. This 
algorithm was shown to be competitive in a set of problem 
instances for which a scatter search method was applied. Other 
researchers [21] proposed a tabu search algorithm as meta-
heuristic method for network reconfiguration of multiple 
objectives problems in a radial distribution system. The work 
concluded that tabu search can quite easily handle the 
complicated constraints that are typically found in real-life 
applications. However, it failed in some circumstances for the 
following two reasons: an insufficient understanding of 
fundamental concepts of the tabu search method; and a lack of 
understanding of the problem in hand. 

Our paper describes an approach for drawing general 
simple graphs with straight lines. This is achieved with a tabu 
search based method which draws general graphs with multiple 
aesthetic criteria that include node-node occlusion, edges 
length, edge crossings, and angular resolution. These criteria 
are used in a weighted fitness function to measure the quality 
of the graph layout.  Whilst there have been empirical studies 
of what may be the most effective criteria for layout [1], we are 
not overly concerned with the particular criteria or their 
weights: our method would work effectively with other criteria 
or weightings.  

The method goes through predefined number of iterations 
to minimize the value of the fitness function and it uses a tabu 
list to store tabu moves in order to prevent the algorithm from 
choosing previously reached moves for particular nodes for a 
period of time. We have tested our method on random graphs 
of different sizes and we describe the experiments and 
statistical analysis that brought us to the conclusion that our 
tabu search based method produces graph layouts as good as, if 
not better than, layouts drawn with a hill climbing method with 
a clear improvement in the time spent to draw the graph. We 
have also recognized improvements in both quality and time 
over hill climbing when the method is applied to real world 
graphs.  

The rest of this paper is organized as follows: Section II 
describes some background in using search based techniques in 
graph layout; Section III describes our approach; Section IV 
describes experimental results on random graphs; Section V 
describes the results of applying our approach to real world 

graph datasets; finally, Section VI gives our conclusions and 
suggests future work.  

II.  RELATED WORK IN GRAPH LAYOUT  
Multi-criteria graph layout can be modelled as a multiple 

objective optimization problem. When an algorithm attempts to 
draw a graph layout according to several graph aesthetic 
criteria, some of these criteria might conflict with each other. 
Hence, a fitness function that linearly combines all criteria is 
formulated. The optimizer attempts to minimize this function.  

The problem with using general fitness functions is that it is 
usually computationally expensive to find a minimum fitness 
value. Since the overall fitness function might include both 
continuous and discrete measures, general search based 
approaches, such as simulated annealing, genetic algorithms, 
and hill climbing, have been used in order to find a minimum 
fitness value [35, 36].  

Simulated annealing was the first general search method to 
be applied to the graph layout problem [2]. It was used to draw 
undirected graphs with straight line edges, taking into account 
several drawing aesthetics: distributing nodes evenly, making 
edge lengths uniform, minimizing edge crossings, and placing 
nodes not too close to edges. All these criteria were combined 
into a function that could be subject to a general optimization 
fitness function. This search based approach models the 
physical process of heating a material and then slowly cooling 
the temperature to decrease defects, so minimizing the system 
energy. It is often used for large-scale combinatorial 
optimization problems and implemented in a way that tries to 
escape from local minimum to global minimum by applying 
uphill moves (moves that worsen, rather than improve, the 
temporary solution). This allows the approach to escape from 
some local minimal solutions but with no guarantee that a 
global minimum can be reached eventually. The algorithm 
produces nice graph layouts for small sized graphs. However, it 
does not perform well for larger graphs.  

An adjustment to simulated annealing approach was made 
in the algorithm proposed in [3]. Here, the fitness function is 
minimized using gradient descent. The gradient vector of the 
fitness function represents the direction in which the node 
should move to increase the value of the fitness function. Thus, 
this algorithm will move the node to the opposite direction to 
minimize the value of the fitness function. But this method is 
still slow when being applied on large graphs and it has some 
challenges. For example, the fitness function needs to be 
expressed explicitly in terms of coordinates as its derivative 
must be found. Some criteria, such as minimizing edge 
crossings, are discontinuous and not differentiable. 

Genetic algorithms have also been applied to the graph 
layout problem. A genetic algorithm approach for drawing 
graphs under a number of visual constraints was proposed in 
[4, 5]. The proposed algorithm produces graphs with good 
quality in addition to its flexibility. It can be easily adapted to 
take new layout aesthetics into account. However, the major 
problem in this algorithm is its slow rate of convergence. It 
initially makes rapid progress towards a solution, but then it 
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converges very slowly to a global optimum, or at least to a 
good local one.  

A genetic algorithm with local fine tuning based on the 
spring algorithm for the drawing of undirected graphs with 
straight-line edges has been proposed in [6]. According to 
some preliminary results, the algorithm produces layouts with a 
minimal number of edge crossings on all test graphs. The 
algorithm benefits from the combination of the genetic 
algorithm and the spring algorithm to produce good layouts for 
a large class of graphs with implicit symmetry, similar spring 
lengths, and even distribution of nodes. Although the layouts 
found by this algorithm have good general structures, some 
fine tuning might still be needed. Moreover, the comparatively 
long running time of the algorithm is a key disadvantage. One 
reason for the high time complexity of the algorithm comes 
from the chosen crossover operator to solve the competing 
conventions problem which states that a recombination of two 
good parents may yield a very poor offspring.  

Similar work was introduced in [7]. This proposed a genetic 
algorithm that nicely draws undirected graphs of moderate size. 
But the algorithm still suffers from the lack of proper crossover 
operation which would speed up the computations by 
decreasing the number of needed generations.  

Hill climbing is another search based approach that has 
been used in the field of graph drawing. It is one of the 
simplest search based algorithms used in the field of artificial 
intelligence. It is good for finding local optimum but it is not 
guaranteed to find the global optimum out of all possible 
solutions. It works by iteratively improving a given solution, 
which is often selected in a random way, by applying a 
transformation in the current solution or picking any solution in 
its neighborhood. Then, the new solution is compared to the 
old one. If the new solution is better than the old one, the new 
solution substitutes the old one. This process is repeated until a 
maximum number of repetitions is reached.  

Hill climbing has been used to minimize number of edge 
crossings [8]. The experiments conducted on random graphs of 
different sizes showed that stochastic hill climbing outperforms 
efficient and popular search based techniques such as evolution 
strategies and genetic algorithms.  

A hill climbing approach has been used to implement an 
automatic mechanism for drawing metro maps [9]. Metro map 
drawing is a specialized form of graph drawing. A good metro 
map layout has evenly spaced stations, lines at regular angles 
(typically multiples of 45 degrees) and labels placed in 
unambiguous locations. This work applied multi-criteria 
optimization using a fitness function consisting of five different 
metrics in a weighted sum, along with some rules that 
prevented some bad moves for each station (e.g. a station that 
was north of another station could not be moved south of it). A 
hill climbing algorithm was used to reduce the fitness function 
and find improved map layouts. Since hill climbing does not 
guarantee finding the global minimum, a clustering technique 
was applied to the map. The hill climber moves both stations 
and clusters when finding improved layouts. The mechanism 
produces good map layouts and in some cases better than both 
published and distorted layouts. However, the performance of 
the algorithm is slow.  

Search based methods used to solve graph layout problem 
are generally successful in producing graphs with nice layouts 
but just for small or mid-sized graphs. In addition, the 
execution time of these methods is very slow. 

III.  OUR APPROACH 
This section describes the basic concepts of our approach. 

We detail the algorithm of tabu search drawer, the criteria 
measured, and the method for combining criteria to produce a 
fitness value.  

In outline, as described in Algorithm 1, our tabu search 
method operates in the following manner: first, we find a 
random initial graph layout such that no two nodes have the 
same position. We compute the fitness value of the initial 
layout. Then the following steps are performed for a predefined 
number of iterations: for each node, we search the points 
around a square centered on the node at a given distance, as 
shown in Fig. 1. Eight points around the square are checked 
(above, below, left, right, and the four corners). The ratio of the 
current solution’s fitness function value with the previous 
solution’s fitness function value is computed at each point 
around the square. Solutions with fitness function ratios above 
or equal to a predefined threshold value (tabuCutOff), are 
considered as tabu moves and will be stored in a tabu list. We 
then move the node to a non-tabu point where the value of the 
fitness function is a minimum compared to all the points of the 
square even if the new point does not improve the current 
value of the fitness function (this is why tabu search does not 
run out of solutions) and the previous solution becomes a tabu 
solution. After an arbitrary chosen number of iterations, as a 
cooling down process, the square size centered around the 
node is reduced and the tabuCutOff value is decreased to 
intensify the searching process. Finally, the tabu list is updated 
by removing old solutions from the list after a number of 
iterations in which a move should remain in tabu list before it 
can be released (tabuDuration) in order to diversify the 
searching space. Fig. 2 presents two examples of graph layouts 
drawn by our approach. 

    

Fig. 1. Example of the points around the square checked by our algorithm on 
each node 

  

  
Fig. 2. Examples of layouts before (left) & after (right) applying our approach 
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Algorithm 1 . Tabu Search Drawer 

Given: 

Connected Graph G(V,E): V is a set of nodes and E=(VxV) is a 
set of edges. 

max_iterations: predefined maximum number of iterations of 
the drawer.  

coolDown_iterations: predefined number of iterations in 
which the process starts cooling down  

tabuDuration: predefined number of iterations in which a 
move should remain in the tabu list.   

tabuCutOff: predefined minimum value that determines 
whether a move is tabu or not.  

Algorithm : 

1: InitializeTabuList()  
2: GLayout = RandomizeLayout(G) 
3: iterations = 0 
4: while (iterations < max_iterations) 
5:  for v ∈ V do   
6:  for squarePos ∈ allNonTabuSquarePositions do 
7:  currentPos = vpos 
8:  fitnessCurrent = Fitness(GLayout) 
9:  Update GLayout s.t. vpoS = squarePos 
10:  fitnessNew = Fitness(GLayout) 
11:  if(fitnessNew / fitnessCurrent > tabuCutOff) 
12:  addToTabu(v,squarePos) 
13:  end if 
14:  end for  
15:  vpos = Min_NonTabuPosition() 
16:  addToTabu(v,currentPos) 
17:  end for 
18:  if(iterations mod coolDown_iterations == 0) 
19:   ReduceSquareSize() 
20:   Decrease(tabuCutOff)  
21:  end if  
22:  if(iterations ≥ tabuDuration) 
23:  RemoveTabuSolutions(iterations-tabuDuration) 
24:  end if  
25:  iterations = iterations + 1 
26: end while 

Our fitness function follows the standard approach for 
search based graph drawing methods. We implemented four 
metrics for measuring the quality of the graph [2, 9]. These 
represented the aesthetics of: distributing nodes evenly, making 
uniform edge lengths, minimizing edge crossings, and 
improving angular resolution. All these metrics contribute in 
the graph quality fitness function which is computed as 
follows: 

fitness = w1*m1 + w2*m2 + w3*m3 + w4*m4                (1) 

where wi and mi are the weight and the measure for criteria i 
respectively. The problem in a multiple objective optimization 
function is that the value of a specific measure may dominate 
the others. Therefore, we applied a normalization process to 
ensure that the value of each measure is between 0 and 1. 

 We cannot determine unified weights that work properly 
for any graph. Therefore, the weights should be assigned by 
decision makers according to their preferences on which 
measure they prefer to dominate. We assigned the value 1 to all 

weights in order to avoid domination of one measure over 
another. 

 We realized that re-computing the fitness function at each 
point is a time consuming process. Therefore, we modified the 
way of computing the value of the function by caching the 
results such that the old value of the function is used to 
compute the new value. We just compute the change made in 
the function when a node is moved. When a node moves to a 
new position, the amount of change in the fitness function 
value, between the previous position of the node and its new 
position, is computed. If the change in the value improves the 
fitness function, we subtract the amount of the change made 
by the previous position of the node, and we add the amount 
of the change made by the new position of the node to get the 
new value of the fitness function. This process increased the 
speed of our method. 

To tune the two parameters tabuDuration and 
tabuCutOff, we performed several experiments. We 
generated 100 random graphs (different to those shown in 
Table I and II).  These were divided into 5 sets such that each 
set had different number of nodes and edges. Hence, each set 
consisted of 20 test cases with the same number of nodes and 
edges. The characteristics of the five sets were exactly the same 
of the first five groups of the graphs in the second category as 
will be described in the next section. We tested the drawer on 
the 100 test cases for six different values of tabuDuration 
{5, 6, 7, 8, 9, and 10} and for six different values of 
tabuCutOff {50, 60, 70, 80, 90, and 100}. In most of the 
cases, the best fitness function values and the shortest 
execution time were generated when the values of the two 
parameters were: tabuDuration = 7 and tabuCutOff = 
80. 

IV. EXPERIMENTAL RESULTS

The programming language used in our implementation is 
Java (version 1.7.0; Java HotSpot™ 64-Bit Server VM 21.0-
b17 on Windows 7). We have tested our approach on different 
random graphs of different sizes. The experiments were 
performed using Lenovo Thinkpad T430, Intel® Core™ i7-
3520M CPU processor with frequency of 2.90 GHz and 8 GB 
RAM.  

We generated random graph datasets in two categories. The 
graphs of the first category have the same number of nodes but 
with different densities (i.e. different number of edges), 
whereas the graphs of the second category have different 
number of nodes with varying values of densities.  

Our random graph generator generated random connected 
graphs. The parameters to it were the number of nodes and the 
density of the graph. It generated random locations for the 
nodes based on the size of the window where the graph will be 
displayed. Then, the generator chose random nodes as end 
points of edges. Self-sourcing edges and multiple edges 
between the same pair of nodes were not allowed. Finally, the 
generator tested the connectivity of the generated graph by 
running a breadth first search algorithm. Only connected 
graphs were accepted. 
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There were 200 random graphs in the first category split 
into 10 groups of 20 test cases each. All the graphs in this 
category had 150 nodes, randomly positioned. However each 
group had a differing number of edges than the other groups so 
that the density varied. However, the graphs in each group had 
same number of edges but with different initial layouts. See 
TABLE I for characteristics of the graphs in the first category.  

The second category also had 200 random graphs, again 
split into 10 groups. Number of nodes in each group was 
increased by 50. The value of the density was chosen for each 
group to avoid too dense graphs. A similar random process 
used to generate graphs in the first category was applied to this 
category. See TABLE II for characteristics of the graphs in the 
second category.  

TABLE I  
Characteristics of the graphs in the 1st category 

Group Nodes Edges Density 
1 150 558 0.05 
2 150 1117 0.1 
3 150 1676 0.15 
4 150 2235 0.2 
5 150 2793 0.25 
6 150 3352 0.3 
7 150 3911 0.35 
8 150 4470 0.4 
9 150 5028 0.45 
10 150 5587 0.5 

TABLE II  
Characteristics of the graphs in the 2nd category 

Group Nodes Edges Density 
1 50 153 0.125 
2 100 544 0.11 
3 150 1173 0.105 
4 200 1890 0.095 
5 250 2645 0.085 
6 300 3363 0.075 
7 350 3969 0.065 
8 400 4788 0.06 
9 450 5556 0.055 
10 500 6237 0.05 

We have applied our tabu search based approach and the 
hill climbing approach to the randomly generated graphs. All 
the weights of the metrics in the fitness function were equal. 
The metrics were normalized and therefore, equalizing the 
weights would equalize the effect of each metric on the value 
of the fitness function. 

We note that the hill climbing approach used the same 
optimized fitness function calculations that the tabu search 
applied – only changes to the fitness function from moved 
nodes were recalculated. 

To make a comprehensive comparison between tabu and 
hill climbing, we divided our experiments into three phases. In 
phase I, we applied both methods on the graphs of the two 

categories. The methods executed on the 20 test cases in each 
group of the two categories, and then the average execution 
time and the average fitness function value were computed for 
each group. The hill climbing approach was executed until it 
found the best solution that can be reached by the approach (i.e. 
a solution that cannot be of further improvement). On the other 
hand, our tabu search based approach ran for 50 iterations. A 
cut-off point had to be chosen because tabu search always 
moves to the point with the best fitness value of all the eight 
points around the square on each node even if the new point 
does not improve the current value of the fitness function and 
hence it would not run out of solutions.  

Fig. 3 and Fig. 4 show bar charts of the results obtained 
from phase I. The charts clearly show the difference between 
the two methods in terms of the quality of the produced layouts 
and the execution time. The figures show that both methods 
give similar values for the fitness function with a slight 
advantage to our method. However, the execution time of our 
approach clearly outperforms the execution time of the hill 
climbing approach.  

In phase II, we investigated the performance of approaches 
rather than the quality of the produced layouts. Therefore, the 
following process was performed to test which method has 
faster execution time when they reach similar values for the 
fitness function: 

1. We ran the hill climbing method on the graphs until no 
improvements could be made on the value of the 
fitness function. 

2. We ran our tabu search method until it reached an 
equal or better fitness function value compared to the 
one found by the hill climbing drawer. 

3. We measured the execution time of the methods.  

Fig. 5 shows bar charts of the results obtained from phase 
II. The columns obviously show that our drawer always 
finishes faster than the hill climbing drawer. These results 
indicate that excluding previously visited solutions from further 
investigation for a specific period of time is clearly an effective 
property in tabu search.  

Finally, in phase III, we investigated the quality of the 
layout produced by the drawers rather than the performance. 
The following process was performed to test which method 
produces graph layouts with smaller values of fitness function 
when both drawers execute for the same period of time: 

1. We ran the tabu search method on the graphs for 50 
iterations. The execution time is computed and saved. 

2. We ran the hill climbing method for the same period of 
time spent by the tabu search method. 

3. We measured the value of the fitness function 
produced by the drawers in each of the above steps. 
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Fig. 3. Bar charts of the fitness function and execution time (in seconds) obtained by both methods when applied on the graphs of 1st category (Phase I)

  
Fig. 4. Bar charts of the fitness function and execution time (in seconds) obtained by both methods when applied on the graphs of 2nd category (Phase I)

  

Fig. 5. Bar charts of the average execution time (in seconds) when the methods are applied on the graphs of the 1st and the 2nd categories (Phase II) 

Fig. 6. Bar charts of the average values of the fitness function when the methods are applied on the graphs of the 1st and the 2nd categories (Phase III)

Fig. 6 shows bar charts of the results obtained from phase 
II I. The columns look similar with a slight advantage to our 
tabu search based drawer. Therefore, we can conclude that our 
approach produces better graph layouts compared to hill 

climbing or similar layouts in the worst case when both 
drawers run for the same period of time.  

Fig. 7 shows three different examples of graphs drawn by 
hill climbing approach and our approach.
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Fig. 8. Bar chart for the values of the fitness function of the two methods 
when applied on graph datasets in TABLE III 

Fig. 7. Examples of graphs drawn by hill climbing and tabu search 
approaches 

 In terms of threats to validity, the algorithms used were 
deterministic and both used the same starting layout. The main 
internal threat seems to be in the implementation of the 
algorithms. Both methods were implemented by the same 
coder, and were run on the same machine. There is the 
possibility that one of the hill climber or tabu search was 
implemented in a more efficient way, however, the methods 
are sufficiently similar, sharing key code, so permitting some 
confidence that neither was particularly disadvantaged. In 
terms of external threats – that is to the generalizability of the 
results. We tested a number of randomly generated graphs that 
prevents selection bias (except in the parameters of the 
generation algorithm, such as number of nodes and edges). 
However, randomly generated graphs generally do not have the 
same characteristics as real world graphs, and so in the next 
section we explore the method applied to real world datasets 
sourced from the internet, although further real world testing is 
required to fully explore the generality of the results. 

TABLE III  
Real world graph datasets characteristics and sources 

Graph  Nodes Edges Density Source 
1 34 78 0.139 [22] 
2 62 159 0.084 [23] 
3 105 441 0.081 [24] 
4 112 425 0.068 [25] 
5 115 613 0.094 [26] 
6 198 2742 0.141 [27] 
7 277 1918 0.050 [28] 
8 297 2148 0.049 [29] 
9 453 2025 0.020 [30] 
10 500 13038 0.104 [31] 
11 332 2126 0.039 [32] 
12 415 7519 0.088 [33] 
13 128 2075 0.255 [34] 

V. REAL WORLD GRAPH DATASETS  
After performing several experiments on random graphs, 

we tested our system on real world graph datasets. We selected 
13 different datasets from different sources as shown in 
TABLE III that also shows number of nodes, number of edges, 
and density in each graph. The graphs have different sizes with 
different densities. The initial layout of the nodes in each graph 
was generated randomly.  

The results of the experiments are shown in Fig. 8 and 
TABLE IV. In the first two datasets only, the execution time of 
hill climbing is slightly faster than our tabu search based 
approach. This is due to the small size of those graphs. The 
results in the table demonstrate that our approach outperforms 
hill climbing approach in terms of execution time while the 
size of graphs increases. We also note from the figure that the 
values of the fitness function are always better in our approach 
regardless of the size of the graph.  

 Fig. 9 is an example of the layout produced by our drawer 
when applied on the first graph dataset in the list of real world 
datasets described in TABLE III. 

TABLE IV  
Execution time (in seconds) for both methods on graph datasets in TABLE III 

Execution Time (seconds) 

Graph Hill 
Climbing 

Tabu 
Search 

1 0.699 0.931 
2 1.405 1.826 
3 11.822 9.421 
4 16.234 9.671 
5 18.192 15.543 
6 468.838 298.526 
7 258.042 149.060 
8 323.139 185.277 
9 347.227 193.338 
10 14107.292 5968.619 
11 384.990 210.799 
12 4458.639 2190.103 
13 257.392 178.600 

VI. CONCLUSIONS AND FUTURE WORK

We have described an automated tabu search based 
approach for drawing general simple graphs with straight lines 
based on multi-criteria optimization. The method searches for 

Initial Layout Hill Climbing Tabu Search 
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the best positions for the nodes that minimizes the value of the 
fitness function and draws a nice graph layout accordingly. 
Forbidding reverse moves, and the ability to escape local 
optima are two features that make tabu search a more effective 
layout method than hill climbing. Our experimental results on 
random graphs and real world graphs show that tabu search 
approach is faster than hill climbing, and in some cases the 
time is almost half, regardless of the size of the graph in terms 
of number of nodes and edges. On the other hand, both 
approaches produce layouts with good quality and in most 
cases tabu search approach slightly outperforms hill climbing.  

In terms of future work, the definition of a tabu move might 
change. Instead of using absolute node position to determine 
whether a move is tabu or not, we might use its relative 
position. For instance, when a node moves to the left direction, 
its adjacent nodes should not move in the same direction, 
because moving them to the same direction is like shifting the 
whole sub-graph in one direction. Also, a graph clustering 
method can be used to divide the graph into sub-graphs where 

the nodes in each sub-graph would move according to their 
relative positions in their own cluster and each sub-graph 
would move according to its absolute position.  

Also, it may be possible to develop a systematic way for 
choosing the values of the parameters used by our method. 
Several tests have been made with different values for 
tabuDuration and tabuCutOff parameters to come up 
with values that speed up the performance and produce nice 
graph layouts at the same time. More tests on different sets of 
graphs with different characteristics might lead to a clear 
process for choosing the values of the parameters.  

Finally, the performance of our method may be further 
improved by implementing a hybrid of tabu search and other 
search based methods such as scatter search and path relinking. 
An interesting aspect of scatter search is that the approach 
performs a deterministic search instead of a random one. Path 
relinking, on the other hand, has the advantage of using 
previously encountered good solutions to obtain diversification 
and intensification in the search. 

 
Initial Layout Final Layout 

  
Fig. 9. Layout of graph dataset 1 (listed in TABLE III) produced by our method
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Abstract—Euler diagrams use closed curves to represent sets 
and their relationships. They facilitate set analysis, as humans 
tend to perceive distinct regions when closed curves are drawn on 
a plane. However, current automatic methods often produce 
diagrams with irregular, non-smooth curves that are not easily 
distinguishable. Other methods restrict the shape of the curve to 
for instance a circle, but such methods cannot draw an Euler 
diagram with exactly the required curve intersections for any set 
relations. In this paper, we present eulerForce, as the first 
method to adopt a force-directed approach to improve the layout 
and the curves of Euler diagrams generated by current methods. 
The layouts are improved in quick time. Our evaluation of 
eulerForce indicates the benefits of a force-directed approach to 
generate comprehensible Euler diagrams for any set relations in 
relatively fast time.  

Index Terms—Euler diagram, Venn diagram, force-directed. 

I. INTRODUCTION 
Euler diagrams can represent containment, exclusion and 

intersection among data sets using closed curves [10]. They 
are widely used in various areas (e.g., genetics [20]; 
ontologies [15]), and automatic diagram drawing techniques 
have been devised (e.g., [27; 30]). A number of visual 
languages use Euler diagrams as a basis (e.g., Euler/Venn 
diagrams [32]; Venn-II diagrams [28]; constraint diagrams 
[18]; see survey [29]).  

The closed curves facilitate reasoning about sets as they 
have a strong perceptual organizational effect on humans in 
dividing the space into regions and communicating 
memberships [23]. However, the curves have to be smooth 
and not too close to one another [2], highly symmetrical, and 
when possible, circles [3]. An Euler diagram should be well-
matched [4], such that the regions in the diagram correspond 
exactly to the required set relations. If possible, an Euler 
diagram should also be well-formed [26], such that: each set is 
depicted by exactly one curve; each set relation is depicted by 
exactly one region; the curves are simple, non-concurrent and 
cross when they meet; and no point is on more than two curves. 
Nonetheless, generating an Euler diagram that satisfies all of 
these criteria is not always possible [24].  

The well-matched diagrams produced by current methods 
(e.g., [27]) often have non-smooth, non-symmetric curves that 
are not easily distinguishable, as in Fig. 1. Other methods use 
circles to ensure curve smoothness and symmetry (e.g., [30]), 
but the generated diagrams are not well-matched and some of 
the regions might not correspond to any of the required set 
relations. Alternatively, some methods draw only well-formed 
Euler diagrams (e.g., [11]), but the curves are often non-

smooth and a diagram cannot be drawn for all data. Also, the 
importance of different aesthetic criteria varies by context and 
data.  

Fig. 1.  Well-matched Euler diagrams generated by a drawing method [27]. 

Fig. 2.  The improved layouts generated by our force-directed method, 
eulerForce, for the Euler diagrams in Fig. 1. 

Using a layout method, the diagram is transformed into 
another that depicts the same set relations, but optimizes 
specific aesthetic criteria. Two such methods, one by Rodgers 
et al. [25] and another by Flower et al. [14], have been 
proposed, but both are computationally expensive.  

Rodgers et al. defined (but did not implement) a method 
that uses graph transformations to generate a layout that 
satisfies a particular well-formedness property [25]. However, 
this method does not take into account important curve 
aesthetics such as regularity, smoothness and symmetry and so, 
it cannot improve the layout of diagrams like those in Fig. 1, 
which are already well-formed. Graph transformations could 
also be computationally expensive [9].  

Flower et al. implemented a method that uses a multi-
criteria optimization technique to improve curve aesthetics 
[14]. They defined metrics to handle curve roundness, 
smoothness, closeness and size uniformity, and combined them 
in a fitness function. Thus, this method could improve the 
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layout of diagrams like Fig. 1A, but not Fig. 1B as their 
method handles diagrams with up to four curves. The 
effectiveness and correctness of these aesthetic metrics were 
not evaluated, and it is still unclear how the different metrics 
interact. The method uses a hill-climbing heuristic and thus, it 
is likely to encounter local minima and provide a local rather 
than a global best-optimized solution. The method is slow, as 
multi-criteria optimizations are more computationally expensive 
than single-criteria ones [21]. Assigning appropriate weights to 
the various criteria is difficult [21] and expecting users to 
assign these weights makes the method unusable. 

In graph drawing, force-directed methods have been widely 
used and evaluated to produce layouts with desired aesthetic 
features with relatively good performance [5; 19]. The physical 
analogy used by such methods is that of a system of physical 
structures (the vertices of the graph) that exert a force over 
others in the system, such that these structures move according 
to the force applied to them. The system is brought to a halt 
when the algorithm positions the structures appropriately so 
that the forces are in equilibrium. One of the simplest force-
directed methods is the spring embedder [6]. In such methods, 
the forces result from electrically charged particles (the 
vertices) that repel one another, so that the vertices are not too 
close to each other, and springs (the edges between vertices) 
that attract connected particles, so that the length of the edges 
is approximately uniform. 

A closed curve represented as a polygon is like a graph 
with a set of vertices and edges, so the repulsive and attractive 
forces used in a spring embedder for graph drawing would 
transform a closed curve into a smooth regular circle. Thus, if 
such forces are applied to all the curves in a diagram and other 
new forces are applied to ensure that the required curve 
intersections are maintained, the diagrams in Fig. 1 would be 
converted to those in Fig. 2, so the curves are smooth, more 
regular and evenly distributed. The diagram layouts in Fig. 2 
were generated by our method eulerForce, which is the first to 
use a force-directed approach to improve the curve aesthetics 
and layout of Euler diagrams.  

In this paper, we describe eulerForce, the force model and 
algorithm it uses to improve the diagram layouts, and our 
evaluation of the method. The implementation of eulerForce is 
available at http://www.eulerdiagrams.org/eulerForce. 

II. THE FORCE MODEL AND ALGORITHM 
The main challenge was to devise an appropriate force 

model that acts on the vertices, edges and curves in the 
diagram to improve the layout of Euler diagrams while still 
depicting the same set relations. This is the first force model 
for Euler diagrams, so we opted for a simple algorithm to 
equilibrate the forces. This facilitates understanding of the 
different forces and how they interact with one another to 
allow for further refinement of the force model. 

A. Force Model 
Our physical system is similar to that of the simple spring 

embedder (Section I), in that the vertices act like electrically 
charged particles and the edges like springs. The force model 
consists of repulsive and attractive forces between different 

structures in the layout, including (i) vertices, (ii) edges and 
(iii) entire polygons. Thus, the forces in our system differ from 
those used in simple graph drawing methods by systematically 
moving any of these structures rather than just the vertices.  

Similar to the typical spring embedder in graph drawing, 
our repulsive forces follow the inverse square law and our 
attractive forces follow the Hooke's law [5]. Thus, given d is 
the Euclidean distance between two structures s1 and s2 in the 
diagram, these forces are defined as follows: repulsive forces – 
inversely proportional to the squared distance between 
structures s1 and s2, so the repulsive force between s1 and s2, 
that is the repulsive force exerted on s2 by s1 and on s1 by s2, is 
fr = cr⧸d2 where cr is a constant that determines the strength of 
the force; attractive forces – directly proportional to the distance 
between structures s1 and s2 so the attractive force exerted 
between s1 and s2, that is the attractive force exerted on s1 and 
s2 by the spring between s1 and s2, is fa = cad where ca is the 
stiffness of the spring that determines the strength of the force 
and the natural length of the spring is zero. The constants cr 
and ca vary depending on the objective and the required 
strength of the force. In specific cases, the definition of the 
repulsive or attractive force could defer from those above, yet 
the direction remains unchanged. 

Our repulsive forces are the same as those used in Eades' 
spring embedder [6]. Our attractive forces are different from 
those of Eades, as Eades uses logarithmic rather than linear 
(Hooke's law) springs stating that the latter could be too strong. 
However, Di Battista et al. argue that, "it is difficult to justify 
the extra computational effort by the quality of the resulting 
drawings" [5]. Since our attractive forces assume linear, 
Hooke's law springs with natural length zero, they are the same 
as those used in Tutte's force-directed barycentre method [33]. 
We opted for such attractive forces as these forces are namely 
used to smooth the curves and to regain regions that are lost 
during the layout improvement process. Thus, while in the 
former the edges should be as short as possible to produce 
smooth curves, in the latter the force of the spring should be 
strong enough to attract structures and regain the lost regions.  

We now discuss how such repulsive and attractive forces 
between vertices, edges and polygons are used in our force 
model to generate layouts that meet our objectives (in bold). 
 

Obtaining regular, smooth, similarly shaped convex curves 
We use typical forces for a simple spring embedder [5].  
(F1) Repulsion for vertices not to be too close to one another: 
for every polygon p in the current layout and for every pair of 
distinct vertices v1 and v2 of p, a repulsive force is exerted 
between v1 and v2, so v1 and v2 move away from one another.  
(F2) Attraction for approximately uniform edge lengths: for 
every polygon p in the current layout and for every pair of 
distinct vertices v1 and v2 of p that are connected by an edge, an 
attractive force is exerted between v1 and v2, so v1 and v2 move 
closer to one another.  
 

Maintaining the same set of regions as that in the initial 
diagram layout We devised a set of forces for each different 
type of curve relation to ensure that: (a) the current improved 
layout maintains the regions in the initial layout; (b) if the 
current layout has new regions or is missing any of the regions 
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in the initial layout, forces correct the layout accordingly. We 
opted to use forces to correct layouts that depict the incorrect 
set of regions rather than to disallow such layouts altogether, to 
avoid local minima. So for every pair of distinct polygons in 
the initial layout, the following forces are applied.  
(F3) If the two polygons in the initial layout do not intersect, 
and in the current layout they still do not intersect, if p1 and p2 
are these two polygons in the current layout, for every vertex v1 
of p1 and for every vertex v2 of p2, a repulsive force is exerted 
between v1 and v2, so these vertices move accordingly and the 
required disjointness of p1 and p2 is reinforced.  
(F4) If the two polygons in the initial layout do not intersect, 
but in the current layout they do intersect, if p1 and p2 are these 
two polygons in the current layout, for every vertex v1 of p1 and 
vertex v2 of p2: if v1 is inside or on an edge of p2 and v2 is inside 
or on an edge of p1, an attractive force is exerted between v1 
and v2; if v2 is not inside or on an edge of p1, a repulsive force 
is exerted on v1 by v2; if v1 is not inside or on an edge of p2, a 
repulsive force is exerted on v2 by v1. As these vertices move 
accordingly, the required disjointness of p1 and p2 is regained.  
(F5) If the two polygons in the initial layout intersect, and in 
the current layout they still intersect, if p1 and p2 are these two 
polygons in the current layout, for every vertex v1 of p1 and for 
every vertex v2 of p2: if both v1 and v2 are on the boundary of 
the overlapping region, that is v1 is inside p2 and v2 is inside p1, 
a repulsive force is exerted between v2 and v1, so these vertices 
move accordingly and the required intersection of p1 and p2 is 
reinforced; if v1 is not inside p2 and v2 is inside or on an edge of 
p1, a repulsive force is exerted on v1 by v2, so these vertices 
move accordingly and p1 and p2 are not too close to one 
another; if v2 is not inside p1 and v1 is inside or on an edge of 
p2, a repulsive force is exerted on v2 by v1, so these vertices 
move and p1 and p2 are not too close to one another.  
(F6) If the two polygons in the initial layout intersect, but in 
the current layout they do not intersect, if p1 and p2 are these 
two polygons in the current layout, for every vertex v1 of p1 
and vertex v2 of p2, a special attractive force defined as f = c/d2 
where c is a constant determining the strength of the force and 
d is the Euclidean distance between v1 and v2 is exerted 
between v1 and v2, so these vertices move accordingly and the 
required intersection of p1 and p2 is regained.  
(F7) If in the initial layout one of the polygons contains the 
other and in the current layout the polygons still depict the 
required containment: if p1 and p2 are these two polygons in the 
current layout and p2 is contained in p1, for every vertex v1 of 
p1 and for every vertex v2 of p2, a repulsive force is exerted 
between v1 and v2, so these vertices move accordingly and the 
required containment of p2 in p1 is reinforced.  
(F8) If, in the initial layout, one of the polygons contains the 
other, but in the current layout, the polygons do not depict the 
required containment, if p1 and p2 are these two polygons in the 
current layout and according to the initial layout, p2 should be 
contained in p1, for every vertex v1 of p1 and vertex v2 of p2: if 
v1 is inside or on an edge of p2 and v2 is not inside or on an 
edge of p1, an attractive force is exerted between v2 and v1; if v2 
is inside or on an edge of p1, a repulsive force is exerted on v1 
by v2; if v1 is not inside or on an edge of p2, an attractive force 

is exerted on v2 from v1. As these vertices move accordingly, 
the required containment of p2 in p1 is regained.  

F3-F8 are applied between vertices of polygons to (a) 
maintain the regions of the initial layout and (b) correct layouts 
that are not depicting the same set of regions as that of the 
initial layout. However, to ensure (a) and reduce the need for 
(b), if a vertex v1 of polygon p1 is closer to a point x on an edge 
e = (v2, v2b) of a polygon p2 than vertex v2 of p2, F3-F8 are also 
applied between v1 and e, such that e is moved based on the 
forces exerted on it about x.  

 

Depicting each set relation by exactly one region As the 
vertices are moved during the layout improvement process, a 
region depicting a set relation could be split up into more than 
one component, making the diagram difficult to comprehend as 
one of the most important well-formedness properties is not 
met [26]. Thus, for every pair of distinct polygons, p1 and p2, in 
the current layout and for every region r in any or both of p1 
and p2: (F9) while r is made up of more than one component, if 
k is the smallest component of r, for every vertex v1 of p1 and 
vertex v2 of p2, if v1 is inside or on an edge of k and v2 is not 
inside or on an edge of k, an attractive force is exerted between 
v1 and v2, so these vertices move accordingly and a component 
of r is discarded.  

 

Ensuring the curves are not close to one another Layouts 
with curves close to one another are difficult to comprehend 
[2] and could break the important wellformedness property of 
non-concurrent curves [26]. The repulsive forces in our model 
keep the vertices apart and thus aid to achieve this objective. 
 

Centring contained curves in their containing curve or 
region Sometimes a curve is contained in another curve or a 
region. The repulsive forces in the model would ensure that 
this contained polygon remains inside the containing polygon 
or region. However, centring this contained polygon in its 
containing polygon or region, so that its boundary is 
equidistant from that of the containing structure, could improve 
the layout and its symmetry. Thus, (F10) when a polygon is 
contained in another polygon or region, if c1 is the centroid of 
the contained polygon and c2 is the centroid of the containing 
polygon or region, an attractive force is exerted on c1 from 
c2, so that the entire contained polygon is moved closer to c2 
and centred in its containing polygon or region.  
 

Attaining adequately sized curves and regions If the size of 
the regions is inadequate, the layout could be difficult to 
understand, particularly when regions are not easily visible and 
their area is disproportional to that of other regions [2]. Thus, a 
set of forces is required to adjust the size of the polygons and 
to move these polygons closer or further away from one 
another, so the required adequate region areas are obtained. 

An adequate region area could be one that is similar to the 
area of other regions in the layout, so that the total area of the 
diagram is evenly distributed among its regions [2]. However, 
to facilitate the identification of the number of curves in which 
a region is located, an adequate region area could be one that 
is inversely proportional to the number of curves in which it 
resides, in that the greater the number of curves it is located in, 
the smaller the region area. So, if a k-curve region is a region 
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located in k curves in a diagram with n curves, the area of the 
region is assigned a weight w=n⧸k. Thus, if for instance a 
diagram has three curves (n=3), a 1-curve region (k=1, w=3) 
will be twice as large as a 2-curve region (k=2, w=3/2) and 
three times as large as a 3-curve region (k=3, w=1). 

The size of the polygons are adjusted accordingly by 
progressively increasing or decreasing the strength of the 
repulsive force F1 that ensures that the vertices of polygons 
are not too close to one another. The greater the repulsive 
force, the further away neighbouring vertices of a polygon are 
from one another, thus enlarging the size of the polygon. The 
polygons are then moved using the following forces to adjust 
the region areas. (F11) To increase a region area: if r is the 
region whose area should be increased and c1 is the centroid of 
r, for every polygon p that contains r, if c2 is the centroid of p, 
an attractive force is exerted on c2 from c1, so that the entire 
polygon p is moved closer to c1, thus increasing its size. (F12) 
To decrease a region area: if r is the region whose area should 
be decreased and c1 is the centroid of r, for every polygon p 
that contains r, if c2 is the centroid of p, a repulsive force is 
exerted on c2 from c1, so that the entire polygon p is moved 
further away from c1, thus decreasing the size of r.  

Similar to F3-F8, other forces have been included to 
correct any generated layouts whose regions differs from those 
in the initial layout, either because new regions are displayed 
or required regions are missing. We could have disallowed 
these incorrect layouts from the layout improvement process 
altogether, but we opted to accept them and correct them using 
the following forces, to reduce the chances of reaching a local 
minimum. Thus, if while increasing or decreasing region area, 
(F13) the current layout has a region that is not depicted in the 
initial layout: if r is the region that is in the current but not the 
initial layout and c1 is the centroid of r, for every polygon p 
that contains r in the current but not in the initial layout, if c2 
is the centroid of p, a repulsive force is exerted on c2 from c1, 
so the entire polygon p is moved further away from c1, thus 
reducing the size of r and its appearance in the layout until it 
is no longer visible. If alternatively (F14) the current layout 
does not have a region that is depicted in the initial layout: if r 
is the region that is in the initial but not the current layout, for 
every pair of distinct polygons p1 and p2 that should contain 
r, if c1 is the centroid of p1 and c2 is the centroid of p2, an 
attractive force is exerted between c1 and c2, so the polygons 
that should contain r get closer and the missing region is 
regained. 

B. Algorithm 
Our algorithm is similar to that used by Eades [6] to 

balance out the forces in the system. Given some set relations, 
an Euler diagram is generated by a current automatic drawing 
method and used as the initial layout. The algorithm then goes 
through the system in discrete time steps, so that at every step, 
the resultant force exerted on each of the vertices, edges and 
entire polygons in the layout is calculated and the vertices, 
edges and entire polygons are moved accordingly based on the 
magnitude and the direction of the resultant force. This new 
layout is then used as the starting layout for the next discrete 

time step. After a number of steps, the magnitude of the 
resultant force exerted on each of the vertices, edges and entire 
polygons is reduced to zero and the algorithm stops as the 
forces in the system equilibrate and no further changes in the 
layout are carried out. 

Since most of the forces in the system are exerted on and 
relocate the vertices of the polygons in the layout, polygons 
with fewer vertices are subject to fewer changes than those 
with more vertices. Thus, before the algorithm goes through 
the system in discrete time steps, the number of vertices on 
each of the polygons in the layout is equalized. For instance, if 
a layout has two polygons p1 and p2, and p1 has 10 vertices and 
and p2 has 12 vertices, two vertices are added to p1. This is 
done by first adding a vertex x between two vertices v1 and v2 
of the polygon that are connected by an edge (v1, v2) and then, 
removing (v1, v2) and adding two new edges (v1, x) and (x, v2) 
between v1 and x and x and v2 respectively. Since the forces in 
the system can enlarge the size of the polygons, at the end of 
every discrete time step, the length of the edges of each 
polygon is checked and vertices are added to make the edges 
smaller and the polygons smoother. 

Due to the various forces in the system, a limit is set on the 
magnitude of the resultant force exerted on a structure. This 
limit is inversely proportional to the number of discrete time 
steps the algorithm has already gone through in the system, so 
major changes are only carried out at the initial steps when a 
more extensive search for an appropriate layout is required. 
During the final steps, minor changes are carried out to refine 
the layout and ensure the algorithm converges to a solution. 

The transition from the initial to the final layout is 
animated, thus facilitating understanding of how the forces in 
the system aid in improving the layout and how they interact 
with one another [5]. This method was thus helpful to 
understand and appropriately define the required forces to lay 
out Euler diagrams and to devise the first force model to 
improve the layout of such diagrams. Moreover, such a simple 
algorithm could possibly aid in preserving the mental map of 
the layout [7] from the initial to the final improved layout. 

Eades's simple spring embedder [6] was aimed for non-
dense graphs with few vertices. Poor layouts by this embedder 
are reported for graphs with hundreds of vertices [19], as in 
such cases a local minimum is more likely to be reached. As 
discussed earlier, we mitigate this issue by using specific forces 
that correct generated layouts that depict different regions than 
those in the initial layout. Even so, Euler diagram layouts 
typically have fewer than hundreds of vertices as often these 
diagrams have few curves. Later on, further sophisticated 
techniques can be adopted to handle more specific aesthetic 
criteria and to improve the efficiency and performance of our 
force-directed algorithm. 

III. EVALUATION 
To evaluate our method eulerForce, we used its software 

implementation to improve the layouts of Euler diagrams 
generated by a current drawing method [27], and we compared 
eulerForce’s layouts with those generated by the only other 
implemented layout method for Euler diagrams [14]. All the 
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experiments were run on an Intel Core 2 Duo CPU E7200 
@2.53GHz with 3.23GB RAM, 32-bit Microsoft Windows XP 
Professional SP1, SP2 and SP3 and Java Platform 1.6.0.14. 

A. Accuracy, Time and Aesthetics 
We tested eulerForce on diagrams automatically generated 

by Rodgers et al.'s method [27], to evaluate its effectiveness in 
generating improved layouts that satisfy our objectives. 
Rodgers et al.'s method was chosen, as it is the only method 
that draws a diagram for set relations for which a well-
matched, well-formed Euler diagram can be drawn. Thus, if an 
improved layout generated by eulerForce did not satisfy our 
objective of depicting each set relation by exactly one region or 
our objective of ensuring the curves are not close to one 
another, the diagram layout was not well-formed and a 
limitation in our method was evident, as a well-formed 
diagram for those set relations is known to exist (i.e., the initial 
diagram generated by Rodgers et al.'s method). 

A library of Euler diagrams generated by Rodgers et al.'s 
method for all the set relations for which a well-formed Euler 
diagram with three, four and five curves can be drawn was 
assembled. This library included: nine Euler diagrams with 
three curves, 114 Euler diagrams with four curves, and 342 
Euler diagrams with five curves. 

Our method eulerForce was then used to improve the layout 
of the diagrams in this library. Fig. 3–Fig. 5 illustrate a few of: 
(i) the diagrams in the library (also Fig. 1), and (ii) the 
corresponding layout generated by eulerForce (also Fig. 2). The 
layouts (ii) in Fig. 3 and Fig. 4 depict precisely the same set of 
regions as those in the initial library layout (i) (also Fig. 1 and 
Fig. 2), but those in Fig. 5 do not and are thus examples of 
cases where eulerForce fails to produce an appropriate layout. 
We now discuss these layouts and the results obtained.  

Accuracy The improved layouts for all the nine and 114 
diagrams with respectively three and four curves had the same 
regions as those of the initial incomprehensible layouts, and 
thus satisfied our objective of maintaining the same set of 
regions as that in the initial diagram layout. For the 342 
diagrams with five curves, only 209 of the improved layouts 
(61%) satisfied our objective of maintaining the same set of 
regions as that in the initial diagram layout. The latter result 
could be due to the increased number of vertices that are 
unmanageable with a simple spring embedder [6; 19], 
particularly when the diagram has various regions.  

Fig. 5A(ii) generated by eulerForce for the diagram and 
initial layout Fig. 5A(i) has two new unwanted regions, abcd 
and abcde, that are not depicted in the initial layout. Thus, 
curves a and b should be disjoint. Curve a in the final layout 
generated by eulerForce in Fig. 5A(ii) is not completed smooth 
as the forces that were specifically devised to correct layouts 
depicting regions that are different from the initial are striving 
to regain the disjointness between curves a and b. However, 
these forces seem to be weaker than other interacting forces in 
the system and thus, an inappropriate layout is generated. This 
also indicates the limitations of a simple spring embedder in 
managing various interacting forces in the system. 

Fig. 5B(ii) generated by eulerForce for the diagram and 
initial layout Fig. 5B(i) has two missing required regions, ad 
and be, that are depicted in the initial layout and one new 
unwanted regions, abcde, that is not depicted in the initial 
layout. All the curves in the final layout generated by 
eulerForce in Fig. 5B(ii) are smooth and regular. However, the 
layout is not well-formed as there is a point on the three curves 
a, b and e. This example indicates the limitations of a simple 
spring embedder when a diagram has various regions. For 
various curve overlaps to be displayed, the curve will likely 
have to attain a less regular shape and thus, the strength of the 
forces, particularly those that aim at generating regular, smooth 
and similarly shaped convex curves, might have to be 
dynamically tuned using more sophisticated techniques. In fact, 
for region abcde not to be depicted in the diagram and for the 
diagram to be well-formed in that no point is on more than two 
curves, curves b, c and e should attain a more elongated shape 
rather than a circular shape, as in Fig. 5B(ii). 

Thus, more sophisticated force-directed techniques such as 
those used for laying out large graphs (e.g., [16]) should be 
adopted for the algorithm to overcome local minima and to 
handle Euler diagrams with thousands of vertices and with 
various curves and regions.  

Fig. 3.  Examples of (i) diagrams with four curves by Rodger et al.’s method 
[27] in our library and (ii) the correct layouts by eulerForce. 
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Fig. 4.  Examples of (i) diagrams with five curves by Rodger et al.’s method 

[27] in our library and (ii) the correct layouts by eulerForce. 

 

 
Fig. 5.  Examples of (i) diagrams with five curves by Rodger et al.’s method 

[27] in our library and (ii) the incorrect layouts by eulerForce. 

Time On average, the final improved layout for diagrams with 
three curves was generated by eulerForce in 7 seconds, those 
with four curves in 26 seconds, and others with five curves in 
77 seconds. Thus, though our current method uses a simple 
algorithm, which is not as efficient as other more sophisticated 
alternatives, improved layouts are still generated in relatively 
fast time. This is comparable to force-directed approaches for 
graphs, which typically produce layouts in around a minute 
[19]. Also, a response time of 10 seconds or less ensures the 
users' attention is maintained [22]. However, better-optimized 
algorithms should be considered in future force-directed 
approaches for Euler diagram layouts.  
 

Aesthetics As illustrated in the examples in Fig. 2–Fig. 4, the 
curves of all the generated layouts depicting the correct set of 
the regions were smooth. Also, whenever possible, the curves 
were regular, similarly shaped and convex, all of which 
facilitate understanding [2]. So eulerForce satisfies our 
objective of obtaining regular, smooth, similarly shaped 
convex curve. Similarly, the curves of all the generated layouts 
depicting the correct set of the regions were well-formed and 
satisfied the most important well-formedness properties of 
regions made up of at most one component and non-concurrent 
curves, as in Fig. 2–Fig. 4. Even in diagrams with various 
curves contained in other curves or regions, as in Fig. 2, Fig. 
3A-C and Fig. 4A-B, none of the curves are too close to one 
another. This could have been further facilitated by the forces 
that centre contained curves in their containing curve or region.  

Layouts generated by a spring embedder are likely to be 
symmetric [8], as shown by most layouts in Fig. 2-Fig.4. 
However, besides the basic forces that are typical for a spring 
embedder in graph drawing, other forces that we devised for 
Euler diagrams are likely to aid in generating symmetric 
layouts. In particular, the forces that centre contained curves in 
their containing curve or region aid in generating highly 
symmetric layouts, as Fig. 2, Fig. 3A-C and Fig. 4A-B. 

Having adequately sized regions and curves also aid 
diagram comprehend [2]. The area of the diagram could be 
evenly distributed among its regions, but in our case we opted 
for an adequate region area that is inversely proportional to the 
number of curves in which it resides. The generated layouts 
including Fig. 2-Fig. 4 indicate that this approach is effective 
as it ensures that: curves contained in other curves or regions 
are not too large for them to fit appropriately in the containing 
curve or region with possibly other regions, as in Fig. 2, Fig. 
3A-C and Fig. 4A-B, and without breaking well-formedness; 
the number of curves in which a region is located is easier to 
identify. 

For the layouts to be effectively evaluated, formalized 
aesthetic metrics and cognitive measures are required. Very 
few studies have investigated the aesthetics of such diagrams 
(Section I), but no criteria have been formalized. 

B. eulerForce versus Previous Methods 
The only previous layout method that has been 

implemented is Flower et al.’s multi-criteria optimization 
method [14]. We compared the diagram layouts generated by 
Flower et al.’s method with those generated by eulerForce. 
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As initial layouts, Flower et al. used diagrams generated by 
techniques [12; 13] available at the time. Fig. 6A(i) and Fig. 
6B(i) illustrate diagrams generated by these techniques. The 
technique we used to generate the initial layouts for eulerForce 
[27] is more recent, but yet a variant of those used by Flower et 
al. for their method.  

Given sets a, b, c, d and the set relations {ø, a, c, ac, cd, 
acd, bcd, abcd}, Flower et al.'s initial layout is Fig. 6A(i) and 
the generated improved layout is Fig. 6A(ii), while eulerForce’s 
initial layout is Fig. 1A and the generated improved layout is 
Fig. 2A. Flower et al.'s initial and final layout look similar as 
the position and the orientation of the curves is barely changed, 
indicating that the method is limited to a minimal local search 
leading to a layout whose aesthetics could be improved further. 
For instance, the layout generated by eulerForce has regular, 
similarly shaped, circular curves. The containing and contained 
curves c, d and b are centre aligned and the distance between 
curve c and d is the same as the distance between curve d and 
b. All of these features further aid in indicating subsets in the 
data depicted by the diagram, thus facilitating data analysis. So, 
in contrast to Flower et al.'s layout, eulerForce’s layout is 
symmetric, compact, easy to understand and remember. 
 

 

 
Fig. 6.  The improved layouts (ii) generated by Flower et al.'s method [14] for 

the diagrams and initial layouts (i). 

 
Similar observations are evident for the layouts depicting 

set relations {ø, a, c, d, ac, ad, bc, abc} where Flower et al.'s 
initial layout is Fig. 6B(i) and the generated improved layout is 
Fig. 6B(ii), while eulerForce’s initial layout is Fig. 3B(i) and 
the generated improved layout is Fig. 3B(ii). Flower et al.'s 
final layout, Fig. 6B(ii), was generated after 80 iterations and 
after the line segments in the diagram were converted to Bézier 
curves. The final layout of eulerForce, Fig. 6B(ii), was 
generated in 17 seconds. So a layout improvement method 
using a force-directed approach as eulerForce could be faster 
than ones using multi-criteria optimization like Flower et al.'s 
method. After all, multi-criteria optimization is known to be 
computationally expensive [21]. In contrast to eulerForce, 
Flower et al.'s method is limited to diagrams with up to four 

curves and thus, no layouts with more than four curves could 
be included in our comparative analysis. 

Though the initial layouts used by eulerForce in our 
evaluation are less comprehensible than those used by Flower 
et al.'s method, the final improved layouts generated by 
eulerForce are more aesthetically desirable and easier to use 
than those generated by Flower et al.'s method. The 
effectiveness of the layouts should be evaluated using 
formalized aesthetic metrics and cognitive measures. However, 
none are available for Euler diagrams and so, our comparative 
analysis and evaluation of the layouts was limited to a visual 
comparison of the layouts and based on the findings of the very 
few studies on Euler diagram aesthetics [2; 3; 26]. Even though 
Flower et al. defined a few aesthetic metrics to devise their 
layout method [14], these metrics were not evaluated. 

IV. CONCLUSION 
In this paper, we have described our layout method, 

eulerForce, the first method that uses a force-directed approach 
to improve the layout of Euler diagrams. Our evaluation 
indicates great potential for using force-directed techniques to 
improve Euler diagram layouts in quick time and to generate 
comprehensible diagrams given the required set relations. 

It would be interesting to evaluate the layouts generated by 
eulerForce for initial layouts that are not well-formed and for 
set relations for which a well-formed Euler diagram cannot be 
drawn. Until now, eulerForce has been evaluated for initial 
layouts that are well-formed and for set relations for which a 
well-formed diagram can be drawn. This was intentional to 
evaluate the effectiveness of the forces that we specifically 
devised to ensure that there is only one region for each set 
relation and that the curves are not too close to one another. 
However, the effectiveness of these forces in handling not 
well-formed diagrams should be evaluated, so that if necessary, 
the force model is adapted to handle such diagrams. 

We adopted a simple spring embedder algorithm to 
facilitate understanding and evaluation of our force model, 
which is the first for Euler diagrams. However, this algorithm 
is not as efficient as other force-directed algorithms and is 
unable to handle hundreds of vertices [19]. Such limitations are 
evident in our eulerForce evaluation for Euler diagram layout 
with five curves, as discussed in Section III. Until now, our 
focus was on the force model rather than the algorithm. In the 
future, sophisticated force-directed algorithms such as those 
used for laying out large graphs [17] can be adopted and 
investigated in the context of Euler diagrams.  

For instance, a multilevel approach such as that used in 
graph drawing [34] can be adopted to overcome local minima 
and to efficiently handle layouts with thousands of vertices and 
thus, with various curves and regions like those in Fig. 5. As an 
example, Hu's method [16] uses this approach to lay out graphs 
with over 10,000 vertices in less than a minute. 

The Barnes-Hut algorithm [1] can be used to efficiently and 
dynamically compute the appropriate forces at every step of the 
layout improvement process. This method has already been 
successfully used in graph drawing (e.g., [16]) and could aid in 
cases such as those in Fig. 5. Force-directed techniques in 
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graph drawing have also demonstrated that adding magnetic 
fields to the system and its springs could aid in satisfying 
various aesthetic criteria [31] and should thus be considered for 
Euler diagram layouts. 

Other future work includes gathering more empirical 
evidence to assess Euler diagram aesthetics and to formalize 
metrics that evaluate the effectiveness of Euler diagram 
layouts. 
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Abstract

We develop a reasoning system for an Euler diagram
based visual logic, called spider diagrams of order. We de-
fine a normal form for spider diagrams of order and provide
an algorithm, based on the reasoning system, for producing
diagrams in our normal form. Normal forms for visual log-
ics have been shown to assist in proving completeness of
associated reasoning systems. We wish to use the reasoning
system to allow future direct comparison of spider diagrams
of order and linear temporal logic.

1 Introduction

Shin’s rebirth of Peirce’s α and β systems for reason-
ing [14] has produced a variety of Euler diagram based
visual logics, for example [6, 4, 16, 17]. Euler diagram
based visual logics allow reasoning about sets, their ele-
ments and their relationships. Associated with visual log-
ics are reasoning systems that embody equivalence between
diagrams [2, 9, 18]. Spider Diagrams of Order (SDoO)
and Second-Order Spider Diagrams [3] differ from the main
body of work on Euler diagram based logics as elements of
their token syntax were designed to be as expressive as star-
free regular languages and regular languages respectively.

Weakly expressive language classes, such as regular lan-
guages and star-free regular languages, are used to for-
malise real-world temporal specifications [5, 11]. Due to
the real-world application there has been recent interest
in incorporating temporal semantics in these diagrammatic
logics [1, 13]. In this paper we address the problem of
adding temporal semantics to Euler diagrams by adding a
syntax and semantics for specifying order of the elements.
Furthermore, we develop the first reasoning system for an
Euler diagram based logic that includes an order relation. In
demonstrating our reasoning system for spider diagrams of
order we produce both a normal form and an algorithm to
produce the normal form. Our algorithm also contributes to

(a)

➊

➋
➊

➊

(b)

Figure 1: An Euler and a spider diagram.

the recent interest in normal forms for Euler diagram based
logics [8].

In section 2 we define the syntax and semantics of spi-
der diagrams of order. In section 3 we present each of
our reasoning rules. Thereafter, in section 4 we present
our normalisation algorithm by example. An implemen-
tation of our algorithm is available under an open-source
license at https://github.com/AidanDelaney/
SpiderReasoning.

2 Spider Diagrams of Order

The Euler diagram in Fig. 1(a) contains three labelled
contours and six zones. A zone is defined to be a pair,
(in, out), of disjoint subsets of the set of contour labels.
The set in contains the labels of the contours that the zone
is inside whereas out contains the labels of the contours that
the zone is outside. The set of all zones is denoted Z . A re-
gion is a set of zones. As an example, there exists a zone
inside the contour P but outside both contours Q and R de-
noted ({P}, {Q,R}). The zone inside the bounding box
and outside all contours can be described by being inside
∅ and outside {P,Q,R}. We note that there is no zone in
the diagram corresponding to ({P,Q}, {R}) i.e. there is no
zone inside contours labelled P and Q but outside the con-
tour labelledR. Euler diagrams may be conjoined using the
symbol ∧, disjoined using the symbol ∨ or negated using
the symbol ¬.
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A Spider Diagram of Order is an Euler diagram con-
taining one or more graphs. The vertices of a graph are
labelled with ‘•’ or an integer. A graph is restricted such
that it is acyclic and may not have more than one vertex of
a given label in a given zone. To maintain consistency with
the literature we call graphs of this form spiders and term
a vertex within a graph to be a spider foot. The diagram
in Fig 1(b) contains two spiders, one spider consisting of
three feet labelled ‘1’, ‘1’ and ‘•’ the other spider contains
two feet labelled ‘1’ and ‘2’. In the following definition,
as throughout the paper, we use ∪ to mean set union, ∩ to
mean set intersection and A− B denotes the set difference
between A and B.

Definition 1 A spider foot is an element of the set (Z+ ∪
{•})×Z and the set of all feet is denoted F . A spider foot
(k, z) ∈ F where k ∈ Z+ ∪ {•} has rank k. The rank of
a spider foot induces a relation < on the feet, defined by
(k1, z1) < (k2, z2) if both k1, k2 ∈ Z+ and k1 < k2 hold
or k1 = • or k2 = •.

Whilst it may seems strange that < as just defined is not a
strict ordering (because • is both less than and greater than
all other feet) this choice of < simplifies many definitions.

Definition 2 A spider, s, is a non-empty set of feet together
with a positive natural number, that is s ∈ Z+×(PF−{∅}),
and the set of all spiders is denoted S. The set p is the foot
set of spider s = (n, p). The habitat of a spider s = (n, p)
is the region η(s) = {z : (k, z) ∈ p}.

Formally, the set of all contour labels is denoted C.

Definition 3 A unitary spider diagram of order, d, is a
quadruple 〈C,Z, ShZ, SI〉 where:

C = C(d) ⊆ C is a finite set of contour labels,

Z = Z(d) ⊆ {(in, C − in) : in ⊆ C} is a set of zones,

ShZ = ShZ(d) ⊆ Z(d) is a set of shaded zones,

SI = SI(d) ( S is a finite set, called the spider iden-
tifiers, such that for all spiders (n1, p1), (n2, p2) in
SI(d) if p1 = p2 then n1 = n2.

The set of spiders in d is defined to be

S(d) = {(i, p) : (n, p) ∈ SI(d) ∧ 1 ≤ i ≤ n}.

The symbol ⊥ is also a unitary spider diagram. We define
C(⊥) = Z(⊥) = ShZ(⊥) = SI(⊥) = ∅.

Spider diagrams of order may also be combined using the
Boolean operations ∧,∨ and ¬. In addition we allow the
binary connective C. A spider diagram of order that con-
tains one of the ∧,∨,¬ or C connectives is a compound

diagram. Furthermore, a spider diagram of order contain-
ing either no spiders or containing spiders consting of only
single feet is an α-diagram. A zone can be considered to
be missing from a spider diagram as presented in [9].

Definition 4 Given an Euler diagram, d, a zone (in, out) is
said to be missing if it is in the set {(in, C(d)− in) : in ⊆
C(d)} − Z(d) with the set of such zones denoted MZ(d).
If d has no missing zones then d is in Venn form.

Spider diagrams of order have a model based semantics.

Definition 5 An interpretation is a triple (U,≺,Ψ) where
U is a universal set and Ψ: C → PU is a function that as-
signs a subset of U to each contour label and ≺ is a strict
total order on U . The function Ψ can be extended to inter-
pret zones and sets of regions as follows:

1. each zone, (in, out) ∈ Z , represents the set

Ψ(z) =
⋂
c∈in

Ψ(c) ∩
⋂
c∈out

(U −Ψ(c)) and

2. each region, r ∈ PZ , represents the set which is the
union of the sets represented by r’s constituent zones,
that is

Ψ(r) =
⋃
z∈r

Ψ(z).

Definition 6 Let I = (U,≺,Ψ) be an interpretation and
let d (6=⊥) be a unitary spider diagram. Then I is a model
for d, denoted I |= d, if and only if the following conditions
hold.

1. The missing zones condition All of the missing zones
represent the empty set, that is,

⋃
z∈MZ(d)

Ψ(z) = ∅.

2. The spider mapping condition There exists an in-
jective function, ϕ : S(d) → U and a function
f : S(d) → F , called a valid pair, such that the fol-
lowing conditions hold:

(a) The selected foot condition Each spider s must
map, under f , to a spider foot in its foot set:

∀(n, p) ∈ S(d) f(n, p) ∈ p.

(b) The spiders’ location condition All spiders rep-
resent elements in the sets represented by the
zone in which the selected foot, under f , is
placed:

∀s ∈ S(d) (f(s) = (k, z)⇒ ϕ(s) ∈ Ψ(z)).

(c) The shading condition Shaded regions represent
a subset of elements denoted by spiders:

∀z ∈ ShZ(d) Ψ(z) ⊆ im(ϕ).
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(d) The order condition The ordering information
provided by the selected spider feet agrees with
that provided by the strict order relation.
That is,

∀s1, s2 ∈ S(d) (ϕ(s1) ≺ ϕ(s2)⇒ f(s1) < f(s2)).

If d =⊥ then no interpretation is a model for d.

The conjunction of conditions 1 and 2 above is the seman-
tics predicate for spider diagrams of order. The semantics
of the connectives ∧,∨ and ¬ extend in the obvious manner,
however the semantics of C requires some explanation.

The C operation allows the specification of an order be-
tween unitary diagrams. In order to define the semantics of
compound spider diagrams of order involvingC we present
the definition of ordered sum of interpretations [7].

Definition 7 The ordered sum of two interpretationsm1 =
(U1,≺1,Ψ1) and m2 = (U2,≺2,Ψ2), denoted m1 + m2,
where U1 and U2 are disjoint, is the interpretation m =
(U,≺,Ψ) such that

• U = U1 ∪ U2,

• ≺=≺1 ∪ ≺2 ∪{(a, b) : a ∈ U1 ∧ b ∈ U2},

• Ψ(c) = Ψ1(c) ∪Ψ2(c) for all c ∈ C.

Given an interpretation, I , and a diagram, D1CD2, I mod-
els D1 C D2 if there exist models m1 and m2 for D1 and
D2 respectively and I = m1 + m2. We now define when
two diagrams are semantically equivalent.

Definition 8 Let D1 and D2 be spider diagrams of order.
If the model set for D1 is exactly that of D2 then D1 and
D2 are semantically equivalent, denoted D1 ≡� D2.

Having defined the syntax and semantics of spider diagrams
of order, we now define the rules of our sound reasoning
system.

3 Reasoning Rules

We introduce seven reasoning rules for spider diagrams
of order. These rules are subsequently used to produce dia-
grams in normal form; providing the basis of our reasoning
system. The rules are:

1. introduction of a contour label,

2. introduction of a missing zone,

3. splitting spiders,

4. separate rank and bounds,

5. factor lowest spiders,

6. drop spider-foot rank, and

7. rule of replacement.

The rules of replacement, introduction of a contour label,
introduction of a missing zone and splitting spiders rule
are generalised from [18], whereas the other three rules are
completely new. For each rule we present a statement of the
rule, a formal definition of the rule and an example of the
use of the rule. All of the reasoning rules presented in this
section produce semantically equivalent diagrams. There-
fore, each of the rules defines its own inverse and if D2 is
the consequence of applying a rule to D1 then D1 is the
consequence of applying the inverse of the rule to D2.

The following rule describes how to introduce a missing
contour into a diagram producing a semantically equivalent
diagram.

Rule 1 (Introduction of a Contour Label) Let d be a uni-
tary spider diagram of order and let d′ be a unitary spider
diagram of order obtained from d by introduction of a con-
tour label as follows.

• The new contour has a label that is not present in d.

• The contour introduced in d′ splits each zone z of d
into two zones z1 and z2 and both z1 and z2 are shaded
where z is shaded.

• Each unordered foot of a spider in zone z of d is re-
placed in d′ by a pair of unordered spider feet in z1
and z2.

• Each ordered spider foot in zone z is similarly replaced
in d′ by a pair of ranked feet of the same rank in z1 and
z2.

Then d may be replaced by d′ and vice-versa.

Example 1 Let d be the diagram in Fig. 2(a). Let d′ be the
diagram in Fig. 2(b) where each zone in d has been split by
the introduced contour R in d′. Each spider foot of d has
been replaced by a pair of spider feet in d′ such that one foot
of the pair is the original foot and the other foot is extended
into new zone created by the partition of the original zone
containing the original foot.

Formal Description of Rule 1 Let d be a unitary spider
diagram of order such that d 6= ⊥. Let l ∈ C − C(d) and
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Figure 2: The introduction of a contour label rule

let d′ be the diagram where

C(d′) = C(d) ∪ {l},
Z(d′) = {(in ∪ {l}, out) : (in, out) ∈ Z(d)} ∪

{(in, out ∪ {l}) : (in, out) ∈ Z(d)},
ShZ(d′) = {(in ∪ {l}, out) : (in, out) ∈ ShZ(d)} ∪

{(in, out ∪ {l}) : (in, out) ∈ ShZ(d)},
SI(d′) = {(n, p′) : ∃(n, p) ∈ SI(d) ∧ p′ =

{(k, (in ∪ {l}, out)) : (k, (in, out)) ∈ p}
∪{(k, (in, out ∪ {l})) : (k, (in, out)) ∈ p}}.

Then d may be replaced by d′ and vice-versa.

The add contour rule is sound as the resultant diagram is
semantically equivalent to the original, as we now state.

Theorem 1 Let d be a unitary spider diagram of order such
that d 6= ⊥. Let l ∈ C−C(d). Let d′ be a spider diagram of
order such that l is introduced to d resulting in d′ by rule 1,
introduction of a contour. Then d ≡� d

′.

Given an arbitrary diagram D and the introduction of a
contour label rule we may introduce all contours in C pro-
ducing a diagram containing all contours. The introduction
of a missing zone rule, when coupled with the introduction
of a contour label rule, allows us to produce diagrams in
Venn-form containing all contours.

Rule 2 (Introduction of a Missing Zone) Let d be a uni-
tary spider diagram of order with missing zone z and let d′

be a copy of d where z is added to d′ and z is shaded. Then
d can be replaced by d′ and vice-versa.

Example 2 Let d be the unitary diagram in Fig. 3(a). The
zone z = ({P,Q}, {}) is missing from d. Let d′ be the dia-
gram in Fig. 3(b). The zone z has been added as a shaded
zone to d′.

Formal Description of Rule 2 Let d (6= ⊥) be a unitary
spider diagram of order. Let z ∈ MZ(d). Then d′ is a

(a) (b)

Figure 3: The introduction of a missing zone rule.

unitary spider diagram of order where

C(d′) = C(d),

Z(d′) = Z(d) ∪ {z},
ShZ(d′) = ShZ(d) ∪ {z},
SI(d′) = SI(d).

Then d can be replaced by d′ and vice-versa.

The following establishes the soundness of the introduc-
tion of a missing zone rule.

Theorem 2 Let d (6= ⊥) be a unitary spider diagram of
order. Let z ∈ MZ(d). Let d′ be the diagram obtained by
applying rule 2 introduction of a missing zone to d. Then
d ≡� d

′.

The splitting spiders rule allows us to represent the dis-
junctive information held within a unitary diagram as a dis-
junction of unitary diagrams. By repeated application we
generate a disjunction of α-diagrams.

Rule 3 (Splitting spiders) Let d (6= ⊥) be a unitary spider
diagram of order containing a spider s with foot set p where
|p| > 1. Let d1 and d2 be copies of d and let {p1, p2} be
a partition of p. Then s is replaced in d1 with s1 where the
foot set of s1 is p1. Similarly, s is replaced in d2 with s2
where the foot set of s2 is p2. Then d can be replaced by the
diagram d1 ∨ d2 and vice-versa.

Example 3 Let d1 be the diagram in Fig. 4(a). A single ap-
plication of the splitting spiders rule may result in the dia-
gram d2 ∨ d3 in Fig. 4(b). A further application of the split-
ting spiders rule to d3 produces a disjunction of α-spider
diagrams of order.

In order to formally describe the split spiders rule we
require the following definition which allows us to remove
of spiders from, and add spiders to, a unitary diagram.

Definition 9 Let d be a unitary spider diagram of order. Let
p be a foot set such that {z : (k, z) ∈ p} ⊆ Z(d). Let d′

be a unitary spider diagram of order that contains the same
set of contours, set of zones and set of shaded zones as d.
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Figure 4: The splitting spiders rule.

We may remove a spider with foot set p from d, denoted
S(d)	p to give d′ such that, d′ is identical to d except that:

S(d′) = S(d)− {(n, p) : (n, p) ∈ SI(d)}.

Alternatively, we may add a spider with foot set p to d, de-
noted S(d)⊕p to give d′ such that, d′ is identical to d except
that:

S(d′) = S(d) ∪
{(n+ 1, p) : (n, p) ∈ SI(d)} ∪ {(1, p)}.

Formal Description of Rule 3 Let d be a spider diagram
of order containing a spider s = (n, p) with |p| > 1 and
let {p1, p2} be a partition of p. Let d1 and d2 be unitary
diagrams such that:

• d1 = (d	 p)⊕ p1, and

• d2 = (d	 p)⊕ p2.

Then d can be replaced by the diagram d1 ∨ d2 and vice
versa.

Theorem 3 Let d be a unitary spider diagram of order and
let d1 ∨ d2 be the result of the application of rule 3 splitting
spiders to d. Then d ≡� d1 ∨ d2.

When given an arbitrary diagram D, we may use the in-
troduction of a contour label, introduction of a missing zone
and splitting spiders rules, to produce a diagram Dα where
each unitary component is in Venn-form, contains all con-
tours in C and is an α-diagram. We now introduce a series
of three rules which, when givenDα produce a diagram that
contains no ranked feet. The first of our three rules isolates
the order information from the bounds information provided
by unranked spiders and shading.

Rule 4 (Separate rank and bounds) Let d be a unitary
α-spider diagram of order. The diagram d can be decom-
posed into the conjunction of d1 and d2 where d1 contains
the ordered spider feet from d and no shading. Further-
more, d2 contains an unranked spider foot for each spider
foot in d and each shaded zone in d is also shaded in d2.
Then d can be replaced by diagram d1 ∧ d2 and vice-versa.

❶

❶

❷

(a)

❶

❶

❷

(b)

Figure 5: The separate rank and bounds rule.

Example 4 Let d be the diagram in Fig. 5(a). A single
application of rule 4 separate rank and bounds produces
dα◦ ∧ dα• in Fig. 5(b). The ordered spider feet are sepa-
rated from the bounds information as the diagram d1 con-
tains only the order information, provided by ordered spider
feet in d. The diagram d2 contains the bounds information
provided by both the shading and spiders in d. For each of
the spiders in d there exists an unranked spider in d2 with
the same habitat.

Formal Description of Rule 4 Let d (6= ⊥) be a unitary
α-diagram of order in Venn-form containing all contours
in C. Let d1 and d2 be diagrams such that

C(d1) = C(d2) = C(d),

Z(d1) = Z(d2) = Z(d),

ShZ(d1) = ∅,
ShZ(d2) = ShZ(d),

and

SI(d1) = {(n, {(k, z)}) : (n, {(k, z)}) ∈ SI(d)∧ k 6= •},

SI(d2) = {(n, {(•, z)}) : n > 0∧n =
∑

(m,{(k,z)})∈SI(d)

m}.

Then d can be replaced by d1 ∧ d2 and vice-versa.

Our proof of the soundness of rule 4 proceeds by first
presenting a series of lemmas. Each lemma corresponds to
a step demonstrated in Fig. 6. The diagram d is semanti-
cally equivalent to the diagram d ∧ d2 by lemma 1 below.
Lemma 2 will show that d ∧ d2 is equivalent to d3 ∧ d2 i.e.
we may drop shading from d without changing the meaning
of the diagram d ∧ d2. Finally, lemma 3 will show that

d3 ∧ d2 ≡� d4 ∧ d2 ≡� d5 ∧ d2

i.e. we may remove all unranked spiders from d3, one at
a time, without changing the meaning of the diagram. We
now show that the first step in this process holds.
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Figure 6: The separating the rank and bounds rule.

Lemma 1 Let d be a unitary α-diagram of order in Venn-
form containing all contours in C. Let d2 be a diagram
where

C(d2) = C(d)

Z(d2) = C(d)

ShZ(d2) = ShZ(d)

and

SI(d2) = {(n, {(•, z)}) : n > 0∧n =
∑

(m,{(k,z)})∈SI(d)

m}.

Then d ≡� d ∧ d2.

Returning to Fig. 6, lemma 1 shows that d is semantically
equivalent to d ∧ d2. We now show that d ∧ d2 is semanti-
cally equivalent to d3 ∧ d2. Here, d3 is obtained from d by
removing the shading.

Lemma 2 Let d∧ d2 where d 6= ⊥ and d2 6= ⊥ be a spider
diagram of order where d is a unitary α-diagram of order
in Venn form containing all contours in C and where

C(d2) = C(d)

Z(d2) = C(d)

ShZ(d2) = ShZ(d)

and

SI(d2) = {(n, {(•, z)}) : n > 0∧n =
∑

(m,{(k,z)})∈SI(d)

m}.

Let d3 be a copy of d where ShZ(d3) = {}. Then d∧d2 ≡�

d3 ∧ d2.

We now show that where rank information has been sep-
arated from bounds information we can remove unranked
spiders. This is illustrated in Fig. 6, where d3 ∧ d2 becomes
d4 ∧ d2, by removing an unranked spider.

Lemma 3 Let d3 ∧ d2 be a spider diagram of order where

• d3 is a unitary α-spider diagram of order in Venn form
containing all contours from C and ShZ(d3) = {},

• d2 is a unitary α-spider diagram of order in Venn form
containing all contours from C containing only un-
ranked spider feet, and

• there exists a habitat preserving injective function
π : S(d3)→ S(d2).

Let d4 be a copy of d3 where one of the unranked spiders
s = (n, {(•, z)}) in d4 is removed i.e. S(d4) = S(d3) 	
{(•, z)}. Then d3 ∧ d2 ≡� d4 ∧ d2.

Having demonstrated that we can remove a single un-
ranked spider, we can repeatedly remove such spiders from
diagrams like d3 in Fig. 6 until no unranked spiders remain.
We use this observation in the proof of the next theorem.

Theorem 4 Let d be a unitary α-diagram of order where
d1 ∧ d2 is the result of applying rule 4 separate rank and
bounds rule to d. Then d ≡� d1 ∧ d2.

Given a diagram d that contains only rank information
(such a diagram is generated by an application of separate
rank and bounds) the factor lowest spiders rule allows us
to factor the different ranks out into a product of diagrams,
where each unitary component of the product contains spi-
ders of the same rank. We will subsequently show that
ranked spider feet may be substituted by unranked spider
feet given a unitary diagram containing only spiders of the
same rank.

Rule 5 (Factor lowest spiders) Let d be a unitary α-
diagram containing only spiders whose feet are ranked and
containing no shaded zones. Then d may be replaced by
dk C d′ where dk contains those spider feet of lowest rank
in d and d′ contains all other spider feet.

Example 5 Let dα◦ be the diagram in Fig. 7(a) and dα1
◦
C

dα2
◦

be the diagram in Fig. 7(b). We factor dα◦ into dα1
◦

and dα2
◦

where dα1
◦

contains all the lowest ranked spider
feet from dα◦ i.e. those spider feet labelled Ê. The diagram
dα1
◦
C dα2

◦
≡� dα◦ .
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Figure 7: The factor lowest spiders rule

❼
❼

❼
❼

(a) (b)

Figure 8: The drop spider foot rank rule.

Formal Description of Rule 5 Let d be a unitary α-
diagram containing only spiders whose feet are ranked and
containing no shaded zones. Considering the ranked spider
feet in d, let k be the lowest rank of these feet. Let dk and
d′ be diagrams such that

C(dk) = C(d′) = C(d)
Z(dk) = Z(d′) = Z(d)
ShZ(dk) = ShZ(d′) = ShZ(d) = {}

and

SI(dk) = {(n, (k, z)) : (n, (k, z)) ∈ SI(d)}
SI(d′) = SI(d)− SI(dk).

Then d may be replaced by dk C d′ and vice versa.

Theorem 5 Let d (6= ⊥) be a unitary α-diagram contain-
ing only spiders whose feet are ranked and containing no
shaded zones. Let d ≡� dk C d′ be the result of applying
rule 5 factor lowest spiders to d. Then d ≡� dk C d′.

Rule 6 (drop spider-foot rank) Let d be a unitary α-
diagram such that each foot of each spider in d is of rank
k ∈ Z+. Then d may be replaced by a diagram d′ where
d′ is a copy of d and each foot of each spider foot in d′ is
unranked.

Example 6 Let d be the diagram in Fig. 8(a) is a spider
diagram of order in which all spiders contain the same rank
spider feet. Then d may be replaced by d′ in Fig. 8(b).

Formal Description of Rule 6 Let d be a unitary α-
diagram and k ∈ Z+ where

(n, {(j, z)})) ∈ SI(d)⇒ j = k.

The diagram d may be replaced by d′ where

C(d′) = C(d),

Z(d′) = Z(d),

ShZ(d′) = ShZ(d),

and

SI(d′) = {(n, {(•, z)}) : (n, {(k, z)}) ∈ SI(d)}.

Theorem 6 Let d (6= ⊥) be a unitary α-diagram where all
spiders contain only feet of rank k. Let d′ be the diagram
produced by application of rule 6 to d. Then d ≡� d

′.

Our final rule, the rule of replacement, allows us to re-
place any spider diagram of order which is a sub-diagram in
a compound expression with a semantically equivalent dia-
gram. The purpose of this rule is to allow a sub-diagram in
a compound expression to be replaced by the result of ap-
plication of a reasoning rules to that sub-diagram. We first
define a sub-diagram. We observe that the syntax of a spi-
der diagram of order is defined by the following grammar
in Backus-Naur form:

diagram ::= 〈unitary diagram〉|conjunction
|disjunction|negation|product;

conjunction ::= diagram ∧ diagram;

disjunction ::= diagram ∨ diagram;

negation ::= ¬diagram;

product ::= diagramC diagram;

Given any spider diagram of order we may now construct
its abstract syntax tree. Each tree contains unitary spider
diagrams of order at leaf nodes and compound operators at
non-leaf nodes.

The set of all abstract syntax trees is T and the set of all
spider diagrams of order is ∆.

Theorem 7 Let D be a spider diagram of order. There ex-
ists a unique abstract syntax tree t and bijective function
δ : ∆→ T such that δ(D) = t.

Let D be a well-formed spider diagram of order with ab-
stract syntax tree t where t contains a non-leaf node r. The
tree tr with root node r is a sub-tree of t. Furthermore,
δ−1(tr) is a sub-diagram of D.

Not only do we need to define what a sub-tree is, but
we also need to know when two diagrams are syntactically
equivalent. The following two definitions define syntactic
equivalence
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Figure 9: The rule of replacement.

Definition 10 (Adapted from [12] and [15]) Let D1 and
D2 be spider diagrams of order. Then D1 
 D2 if and
only if D1 can be transformed into D2 by applying one of
the reasoning rules given in this section. We say that D2

is obtainable from D1, denoted D1 ` D2, if and only if
there is a sequence of diagrams 〈D1, D2, . . . , Dm〉 such
that D1 = D1, D

m = D2 and Dk−1 
 Dk for each
1 ≤ k ≤ m.

Definition 11 (Adapted from [12] and [15]) Let D1 and
D2 be spider diagrams of order. If D1 ` D2 and D2 `
D1 then D1 and D2 are syntactically equivalent denoted,
D1 ≡` D2.

We may now define the rule of replacement.

Rule 7 (Rule of Replacement) LetD andD′ be spider di-
agrams of order. Let Dr be a sub-diagram of D, where Dr

is syntactically equivalent to D′. Then an instance of Dr in
D may be replaced by D′.

Example 7 In the diagram d1 ∨ d2 in Fig. 9(a) we apply
a rule to d1 such that d1 ` dx ∨ dy (specifically, the split
spiders rule). Then we may replace d1 by dx ∨ dy as seen
in Fig. 9(b).

Formal Description of Rule 7 Let D1 and D′ be spider
diagrams of order where Dr is a sub-diagram of D1. If
Dr ≡` D′ then any occurrence of the subtree δ(Dr) in
δ(D1) may be replaced by δ(D′) to produce D2. Then D1

can be replaced by D2 and vice-versa.

The soundness of the rule of replacement is given in the
following theorem:

Theorem 8 Let D1 and D2 be spider diagrams of order
where D2 is obtained from D1 by application of rule 7 rule
of replacement. Then D1 is semantically equivalent to D2.

Each of our seven reasoning rules is sound. However,
our reasoning system is incomplete. Previous approaches
to showing completeness of spider diagram based reason-
ing systems do not readily generalise to spider diagrams of
order. As a first step in developing a complete reasoning
system we produce a normal form for spider diagrams of or-
der. In the next section we provide an algorithm that, given
an arbitrary spider diagram of order, produces a spider dia-
gram of order in our normal form.

4 An Algorithm to Produce Diagrams in Nor-
mal Form

In this section we define a normal form for spider di-
agrams of order. Our normal form allows the diagram ⊥.
Furthermore, compound diagrams are formed from unitary
α-spider diagrams in Venn-form containing all contours in
C and no ranked spiders. Compound expressions in normal
form allow ∧,∨ and C as connectives and ¬ as the unary
operator. From the 7 reasoning rules, presented in the pre-
vious section, we show that any spider diagram of order is
semantically equivalent to a diagram in our normal form.
Specifically, we define a sequence of applications of rea-
soning rules for producing a diagram in normal form given
an arbitrary spider diagram of order.

Definition 12 Let D be a spider diagram of order. It is the
case that D is in normal form if the following conditions
hold:

• No unitary component of D contains ranked spider
feet.

• Each unitary component of D is an α-diagram and
contains all contours in C, or is ⊥.

• There are no zones missing from any unitary compo-
nent (6= ⊥) of D.

• The binary connectives ∧, ∨ and C and the unitary
connective ¬ are the allowed connectives in D.

Given a spider diagram of order as input, the algorithm
produces a spider diagram of order in normal form as out-
put. The algorithm is outlined as follows, where applica-
tions of rule 7, the rule of replacement, are implicitly as-
sumed:

• Let D be the input diagram.

• Apply rule 1 to each unitary diagram in D, producing
DC , until all contours in C are present in the result DC .

• Apply rule 2 to each unitary diagram inDC , producing
DZ , until there are no missing zones in the result DZ .
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• Apply rule 3 to each unitary diagram in DZ until there
are no spiders with multiple feet in the result Dα.

• Apply rule 4 to each unitary diagram inDα, producing
Dα◦ .

• Apply rule 5 to each unitary diagram in Dα◦ until ev-
ery unitary diagram either contains no spider feet or
spider feet of all the same rank.

• Apply rule 6 to each unitary diagram in Dα′◦ , produc-
ing D•, the final result.

We now present an example of a unitary spider diagram,
its corresponding normal form diagram and an illustration
of the algorithm to generate the required normal form.

Example 8 Let d1 be the unitary spider diagram of or-
der in Fig. 10(a) and let C = {P,Q,R}. The dia-
gram d1 contains the contours P and Q and the zones
({}, {P,Q}), ({P}, {Q}) and ({Q}, {P}). It is not in Venn
form as the zone ({P,Q}, {}) is missing. Furthermore, the
contour R is not present in d1 and the diagram contains a
spider with more than one foot. Our strategy is to first add
all the missing contours to d1. The addition of R to d gives
the diagram in Fig. 10(b). We then add all the zones that are
missing from 10(b) forming 10(c). The addition of the zones
({P,Q}, {R}) and ({P,Q,R}, {}) to the diagram can be
seen in Fig. 10(c). The diagram in Fig. 10(c) is in Venn form
and contains no missing zones. It is semantically equivalent
to d1. From this diagram in Venn form containing all con-
tours in C we repeatedly employ a split spiders reasoning
rule to produce a disjunction of α-diagrams. The diagram
in Fig. 10(d) is a disjunction of α-diagrams where each uni-
tary component contains all contours in C. It is semantically
equivalent to d1.

Let d7 (an arbitrary choice) be the unitary component
of the diagram in Fig. 10(d) as annotated in the figure. We
now show that d7 and, by extension, any unitary α-diagram
may be transformed, by application of reasoning rules, into
a diagram in our normal form. We first separate order and
shading resulting in diagram d12∧d13 in Fig. 11(a). There-
after, we factor lowest spiders from d12 and replace d12 with
d′12∧d′′12 in Fig. 11(b). Finally, the precondition for the drop
spider foot order rule is satisfied we drop the ordered foot
from d′12 resulting in d14 in Fig. 11(a). Applying the drop
spider foot order rule to d′′12 and replacing the result into
(d14 C d′′12) ∧ d13 yields the diagram (d14 C d15) ∧ d13 in
normal form in Fig. 11(d).

5 Conclusion

We have presented a reasoning system and normal form
for spider diagrams of order. Spider diagrams of order are

➊ ➋

(a)

➊ ➋
➊ ➋

(b)

➊ ➋
➊ ➋

(c)

➋

➋

➊

➋

➊ ➋ ➋
➊ ➊ ➋

➋

➋

(d)

Figure 10: Applying reasoning rules resulting in a disjunc-
tion of α-diagrams.

an interesting recent advance in Euler-diagram based visual
logics as they incorporate an order relation into their seman-
tics. Furthermore, it is known that spider diagrams of order
are as expressive as star-free regular languages and that star-
free regular languages are as expressive as linear temporal
logic. In the future, we wish to use the normal form, devel-
oped in this paper, to directly compare spider diagrams of
order and linear temporal logic.

We view our algorithm for obtaining normal form to be
the first step towards providing a completeness result for
spider diagrams of order. This is because the complete-
ness proofs for existing spider diagram logics, such as [9],
as well as their extension called constraint diagrams [10],
rely on obtaining diagrams with the property that all spi-
ders have single feet [2]. This property is delivered by our
normal form. Once in this normal form, the completeness
proofs use other rules to establish syntactic entailment. As
it stands, the spider diagram of order logic does not have
sufficient rules to establish completeness. Finding a com-
plete set of rules is an interesting prospect for future work
because it will provide insight into how to gain complete-
ness when an order operator is present, contributing to our
understanding of diagrammatic logics in general.
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➊ ➋➋

(a)

➋➋➊

(b)

➋➋

(c)

(d)

Figure 11: Applying reasoning rules resulting in a diagram
in normal form.
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Abstract

Linear diagrams have recently been shown to be more
effective than Euler diagrams when used for set-based rea-
soning. However, unlike the growing corpus of knowledge
about formal aspects of Euler and Venn diagrams, there has
been no formalisation of linear diagrams. To fill this knowl-
edge gap, we present and formalise Point and Line (PaL) di-
agrams, an extension of simple linear diagrams containing
points, thus providing a formal foundation for an effective
visual language. We prove that PaL diagrams are exactly as
expressive as monadic first-order logic with equality, gain-
ing, as a corollary, an equivalence with the Euler diagram
extension called spider diagrams. The method of proof pro-
vides translations between PaL diagrams and sentences of
monadic first-order logic.

1. Introduction

Linear diagrams have a long history, with the first
recorded use of them owing to Leibniz in 1686 [1, 4]. Much
like Venn and Euler diagrams, they express information
about sets in a visual way. Whilst Venn and Euler dia-
grams have been put on a formal footing (see [10]), linear
diagrams have largely been overlooked, which we begin to
address in this paper. In a linear diagram, parallel labelled
line segments represent sets. The vertical overlap of lines
represents the intersection of the corresponding sets. For
example, consider the diagrams in Fig. 1. The three di-
agrams shown express the same information, namely that
A ∩ B = ∅, and C ⊆ A: d1 is a Venn diagram, using
shading to represent the emptiness of certain set intersec-
tions; d2 is an Euler diagram, which uses disjointness of
curves to represent emptiness of sets; and d3 is a linear di-
agram, where the absence of any vertical overlap between
the lines labelled A and B represents the emptiness of the
corresponding set intersection.

As notations built upon Euler diagrams (hereafter Euler-
based diagrams) have been widely used and formalised,
the expressiveness of these notations has been well stud-

ied. Venn-II and Euler diagrams exactly as expressive as
monadic first-order logic (MFOL) [12, 14]. Although it
has not been formally established, the expressiveness of
the Euler/Venn system is thought to be somewhere be-
tween MFOL and monadic first-order logic with equality
(MFOL[=]) [7]. Spider diagrams extend Euler diagrams
with points, and are known to be exactly as expressive as
MFOL[=] [16]. Of this family of logics, generalised con-
straint diagrams are at least as expressive as dyadic first-
order logic making them the most expressive [13].

Recent research provided empirical evidence that lin-
ear diagrams can be more effective for visualisation than
Euler-based diagrams. In the restricted setting of represent-
ing syllogisms, [11] showed that linear diagrams performed
as well as Euler diagrams. In [3], where the context was
general set-based reasoning, participants using linear dia-
grams outperformed those using Euler diagrams in terms
of both task completion times and error rates. In order
to exploit this interesting result, we propose an extension
to linear diagrams, called PaL diagrams, by adding points
allowing the representation of both sets and elements. We
have two goals: (a) to provide a formal foundation for PaL
diagrams in order that we may (b) determine contexts where
these new diagrams maintain their advantage over Euler-
based notations. It is the first of these goals which is one
focus of this paper.

Adequate formal foundations are important for a number
of reasons. Firstly, to compare the efficacy of two notations,
it is key that the two notations are capable of expressing the
same information. Any meaningful comparison between
notations can only be performed on information expressible
in all. Without formalisation, determining the expressive-
ness of a notation is not possible. In this paper, we show
that PaL diagrams are exactly as expressive as MFOL[=],
giving us the corollary that PaL diagrams are equivalent in
expressive power to spider diagrams, and more expressive
than Euler and Venn-II diagrams. Secondly, while static di-
agrams are useful, the ability to manipulate and reason with
diagrams in a coherent manner is also desirable. The only
way in which such reasoning rules can be determined and
shown to be sound is through formalisation. The develop-
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Figure 1. Venn, Euler and linear diagrams

ment of reasoning rules is outside the scope of this paper,
but the work contained herein will allow such rules to be
defined, and reasoned about, in a rigorous manner.

A number of notations have been derived from linear di-
agrams. For instance, the parallel bargrams of [18] and the
double decker plots of [8] are both closely related to Leib-
niz’s original version of linear diagrams, though neither are
formal objects. To our knowledge, only one attempt has
been made to formalise diagrams similar in flavour to linear
diagrams, called line diagrams [6]. These diagrams contain
non-parallel lines, and the intersection of these lines asserts
the existence of an element in the corresponding sets. How-
ever, [9] showed the construction rules for these line dia-
grams were unsound. There is thus a gap for a formaliza-
tion of linear diagrams, which is a key contribution of this
paper.

The rest of the paper is organised as follows. In sec-
tion 2 we give formal definitions of the syntax and seman-
tics of PaL diagrams. Section 3 gives an overview of some
MFOL[=] concepts necessary for establishing expressive
equivalence of PaL diagrams and MFOL[=]. The sections
4 and 5 contain demonstrations that every PaL diagram is
equivalent to some sentence in MFOL[=], and that every
sentence in MFOL[=] can be equivalently expressed as a
PaL diagram, respectively. We conclude and point to future
directions in section 6.

2. PaL diagrams: Syntax and Semantics

A PaL diagram consists of a set of parallel horizontal line
segments (the actual orientation is somewhat irrelevant, all
that is important is that the lines are parallel) with a col-
lection of points arranged underneath the lines, as in Fig.
2. How the points and lines are arranged determines the
meaning of the diagram. We proceed to present an abstract
syntax for PaL diagrams.

In what follows, we take L to be a countably infinite set
of letters, whose elements are called line labels, and P to be
a countably infinite set of letters, whose elements are called
point labels, disjoint from L. In examples, we use capi-
tal roman letters A,B,C, . . . as elements of L and lower
case roman letters a, b, c, . . . as elements of P . When mak-
ing general statements, we use Li and pi to denote line and

Figure 2. A PaL diagram

Figure 3. Venn­3

point labels respectively. We reserve the letter U for a par-
ticular purpose, thus it is the case that U /∈ L ∪ P .

The main interaction between lines is the overlap which
is where horizontal lines share the same vertical space. For-
mally:

Definition 1 An overlap is a word L1L2 . . . Ln where each
Li is a line label from L, possibly adorned with a bar, L̄i.
Given an overlap, O, we say that Li is barred if L̄i appears
in O, otherwise Li is unbarred. The set of all overlaps is
denoted O.

For example, suppose that A,B and C are line labels in
L. Then the following are overlaps: ABC, ĀBC and
AAB̄CC̄. Note that last overlap is peculiar in that letters
appear duplicated, barred and unbarred. We allow such
overlaps to make reasoning about contradictions straight-
forward and intuitive, although that will be future work. In
Fig. 2, there are three overlaps, reading left to right: AB
(where the lines labelled A and B overlap), AB̄ (where the
line A does not overlap with B), and ĀB̄ (where neither A
nor B appear). Notice that the top line, labelled U , does not
appear in the overlaps. The line label U is special: it rep-
resents the universal set and its presence indicates the ex-
treme left and right coordinates of the line segments in the
diagram. This limiting behaviour is important when there
are overlaps whose letters are all barred; in Fig. 2, without
the line for U , the PaL diagram could be taken to assert that
all elements had to be in A, since the overlap ĀB̄ would be
not be visible in the diagram.

Lines may consist of several segments. For example, in
Fig. 3 we have a representation of Venn-3. This diagram
would be impossible to draw without splitting at least one
of the lines into segments. HereA andB consist of multiple
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segments, whereas C consists of a single segment. The U
line can only consist of a single segment.

Overlaps can either be solid or dashed, and this is rep-
resented by or respectively. The interpretation of
solid overlaps is that the set intersection represented is non-
empty, whereas a dashed overlap could represent an empty
set.

Points, which are visually drawn underneath overlaps as
in Fig. 2, are formally defined in a similar way to overlaps,
and to each overlap we associate the set of points occupying
the same vertical space, called a clan of points. Formally:

Definition 2 A clan is a word p1p2 . . . pn where each pi
is a letter drawn from P , possibly adorned with a bar, p̄i.
Given a clan cl, we say that pi is barred if p̄i appears in cl,
otherwise pi is unbarred.

For example, suppose that a, b, c are letters from P . Then
the following are clans: ab̄, cc̄, and ab̄c. Informally, points
which are unbarred are said to lie under overlaps. In Fig. 2,
there are three clans, reading left to right: pq (where both
p and q are under AB̄), pq̄ (where the point p is under AB
but q is not), and p̄q̄ (where neither p nor q are under ĀB̄).

PaL diagrams will comprise a list of overlaps, which may
be solid or dashed, together with a set of clans. For (ab-
stract) PaL diagrams to properly correspond to their con-
crete (drawn) realisations, it must be the case that each over-
lap and clan in a diagram is in some sense similar. We re-
quire that each overlap has the same underlying word. In
order to formalise this, we introduce the rem function that
removes bars from letters; in the definition below, λ denotes
the empty word and αi denotes a single letter.

Definition 3 The remove function,

rem : Overlap ∪ Clan→ Overlap ∪ Clan,

is defined recursively by:

• rem(λ) = λ,

• rem(αi) = rem(ᾱi) = αi,

• rem(αi · w) = rem(αi) · rem(w),

where · is the standard concatenation operator.

For example rem(ĀBC) = ABC and rem(ab̄c) = abc.
The last piece of syntax needed is shading. An overlap

and clan sharing the same vertical space is either shaded or
not shaded, indicated by � or �, respectively. Shading is
used to place an upper bound on the size of the set repre-
sented by the overlap.

Definition 4 A unitary PaL diagram, d, is a non-empty
ordered list of 4-tuples (overlapi, typei, clani, shadingi)
such that:

• ∀i, j. rem(overlapi) = rem(overlapj),

• typei ∈ { , }

• ∀i, j. rem(clani) = rem(clanj),

• shadingi ∈ {�,�}.

The word rem(overlapi) is called the line-order of d, de-
noted lo(d); the set of letters in lo(d) is called the lines of
d, denoted l(d); the word rem(clani) is called the point-
order of d, denoted po(d); and the set of letters in po(d) is
called the points of d, denoted p(d). The point pi lies under
overlapj , denoted pi ↓ overlapj , whenever pi is unbarred
in clanj . The set of overlaps in d is denoted Od; and the set
of all w such that rem(w) = lo(d) is called the allowable
overlaps of d, denoted AOd.

Much like repeated letters in overlaps, overlaps themselves
can be repeated in a diagram. The drawn PaL diagram in
Fig. 2 is, formally,

d = [(AB, , pq,�), (AB̄, , pq̄,�), (ĀB̄, , p̄q̄,�)].

In this diagram, l(d) = {A,B} and p(d) = {p, q}. The
following, however, is not a PaL diagram:

[(ABCD, , ab,�), (ABC̄, , āb̄,�)]

since rem(ABCD) = ABCD 6= ABC = rem(ABC̄).

Definition 5 Given a unitary PaL diagram d, we call the
set Od( ) = {Oi ∈ Od : typei = } the solid overlaps
of d; we call the set Od(�) = {Oj ∈ Od : shi = �} the
shaded overlaps of d; we call the set Pd(O) = {p ∈ p(d) :
p ↓ O} the points lying under overlap O in d; and we call
the set Od(p) = {O ∈ Od : p ↓ O} the overlaps over point
p.

We can then build up PaL diagrams using normal logical
connectives and unitary PaL diagrams:

Definition 6 A PaL diagram is defined inductively as fol-
lows:

• if d is a unitary PaL diagram then d is a PaL diagram;

• if d1 is a PaL diagram then ¬d1 is a PaL diagram
where l(¬d1) = l(d1) and p(¬d1) = p(d1);

• if d1 and d2 are PaL diagrams and � ∈ {∧,∨,⇒}
then (d1 � d2) is a PaL diagram where l(d1 � d2) =
l(d1) ∪ l(d2) and p(d1 � d2) = p(d1) ∪ p(d2);

Given a unitary PaL diagram, we now show how to draw
that diagram. The process will produce a drawn diagram
where all overlaps have equal length, although it is a simple
matter to drop this restriction.
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Definition 7 Given a unitary PaL diagram

d = [(O1, type1, cl1, sh1), . . . , (On, typen, cln, shn)]

we draw the concrete diagram for d as follows:

1. Write the word U · lo(d) · po(d) vertically downwards,
followed by a vertical line of equivalent length.

2. Draw

(O1, type1, cl1, sh1) = (L1 . . . Lm, type1, p1 . . . pk, sh1)

as follows:

• If type1 = then draw a solid horizontal line
of length 1 unit against U and, for each j =
1, . . . ,m, if Lj is unbarred in O1 draw a solid
horizontal line against the letter Lj of length 1
unit.

• If type1 = then draw a dashed horizontal
line of length 1 unit against U and, for each j =
1, . . . ,m, if Lj is unbarred in O1 draw a dashed
horizontal line against the letter Lj of length 1
unit.

• For j = 1, . . . , k, if pj is unbarred then draw •
in the middle of the horizontal space of width 1
unit against the letter pj .

• If sh1 = � then shade the entire vertical column
one unit wide.

For each i = 2, . . . , n, repeat the process as for

(O1, type1, cl1, sh1),

moving along i − 1 units before starting to draw lines
(resp. i− 1

2 units for points).

3. Draw a box around the constructed elements.

Figure 4. Drawing a PaL diagram

As an example, consider the unitary PaL diagram

[(AB̄C, , pq̄,�), (ĀB̄C̄, , pq,�), (ABC, , p̄q̄,�)].

The drawing stages for this diagram are shown in Fig. 4.

Given drawings of unitary PaL diagrams, we can com-
bine them to form drawings of more general diagrams.
Diagrammatically, negation is represented by crossing the
diagram out, conjunction by juxtaposition, disjunction by
drawing a horizontal line segment between diagrams (as
in Shin’s Venn-II system [12]) and implication by drawing
a horizontal, single-headed arrow (⇒) between diagrams.
Concrete representations of these constructions are illus-
trated in Fig. 5, showing

(a) ¬[(AB̄C, , pq̄,�)]

(b) [(AB̄C, , p̄q,�)] ∧ [(ĀBC̄, , pq,�)]

(c) [(ĀB̄C̄, , p̄q,�)] ∨ [(ABC, , pq,�)], and
(d) [(ĀB̄C̄, , p̄q,�)] ⇒ [(ĀBC, , pq̄,�)].

We now have the syntax for PaL diagrams. We give them
meaning in a natural way, given we are using them as rep-
resentations of sets and elements. The lines and points are
interpreted as subsets and elements of some universe, re-
spectively. Formally:

Definition 8 An interpretation is a pair (U , I) where U is
called the universal set and I the function I : L → P(U)
ensures I(A) ⊆ U . The function I can be extended to inter-
pret barred letters and overlaps as follows:

• for each letter, A, I(Ā) = U − I(A), and

• for each overlap O,

I(O) =
∩

A∈Lu

I(A) ∩
∩

A∈Lb

I(Ā)

where Lu is the set of letters which appear unbarred in
O and Lb is the set of letters which appear as barred
letters in O.

If U is finite the size of the interpretation is |U|.

Interpretations that agree with the intended meaning of a
diagrams are called the diagram’s models:

Definition 9 Let

d = [(O1, type1, cl1, sh1), . . . , (On, typen, cln, shn)]

be a unitary PaL diagram. An interpretation I = (U , I)
is a model for d, denoted I |= d, whenever there exists a
function, namely Φ: P → U , mapping points to elements
of U satisfying:

1. Point-location condition: each point maps to an ele-
ment in the set represented by an overlap under which
the point lies:

∧
p∈p(d)

Φ(p) ∈
∪

Oi∈Od(p)

I(Oi)

 .
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Figure 5. Components of PaL diagrams

2. Point-distinctness condition: no two distinct points
map to the same element:∧

pi,pj∈p(d)

(pi 6= pj ⇒ Φ(pi) 6= Φ(pj)).

3. Solid-overlap condition: Solid overlaps represent
non-empty sets: ∧

O∈Od( )

(I(O) 6= ∅) .

4. Overlap-absence condition: Overlaps that could be
present given the line labels used represent empty sets:∧

O∈AOd−Od

(I(O) = ∅) .

5. Shaded-overlap condition: in a shaded overlap, all
elements are represented by points:∧

Oi∈Od(�)

(I(Oi) ⊆ {Φ(pi) : pi ∈ cli}) .

If I is a model for d then I satisfies d.

As an example, take the final diagram in figure
4, and consider the interpretation (U , I) where U =
{1, 2, 3}, I(A) = {1, 3}, I(B) = {3}, I(C) =
{1, 3},Φ(p1) = {1},Φ(p2) = {2}. We show that (U , I) |=
d. For every solid overlap present in d, we have I(O) 6=
∅. To illustrate, the second overlap is ĀB̄C̄, giving in-
terpretation (U − I(A)) ∩ (U − I(B)) ∩ (U − I(C)) =
{2} ∩ {1, 2} ∩ {2} = {2} 6= ∅. Further, the overlap ĀBC̄
(amongst others) is absent. The interpretation of this over-
lap is (U−I(A))∩I(B)∩(U−I(C)) = {2}∩{3}∩{2} = ∅,
as required. Consider the point p2, lying under the over-
lap ĀB̄C̄. We have already seen the interpretation of this
overlap is {2}, and since Φ(p2) ∈ {2}, we have that the
point-location condition is satisfied for p2. Now, to satisfy

the point-location condition for p1, we require that Φ(p1) ∈
{1, 3}∪{2}, which holds. The shaded-overlap condition for
the first overlap requires that I(A)∩ (U − I(B))∩ I(C) ⊆
{Φ(p1)}. Now, since Φ(p1) = 1, the condition is satisfied.
All conditions are thus true, and so (U , I) |= d.

Note that (U , I) is not the only model for d. There is
no maximum cardinality restriction on the number of ele-
ments in I(ĀB̄C̄). Thus, keeping the function I the same,
but changing U to {1, 2, 3, 4} will still be a model for d, ex-
cept now I(ĀB̄C̄) = {2, 4}. By contrast, we cannot add
extra elements to I(AB̄C), since otherwise we would vi-
olate the shaded overlap condition. This observation that
the model sets for unshaded overlaps can be extended, but
the sets for shaded overlaps cannot necessarily be extended,
will be crucial in section 5.

The interpretation ({1, 2}, I) where I(A) = I(B) =
I(C) = ∅,Φ(p) = {1},Φ(q) = {2} is likewise a model
for d. This model illustrates the shaded-overlap condition
requiring a subset relation, rather than equality. For, the
interpretation of the first overlap is ∅, since p is interpreted
as lying under the second overlap, so clearly I(ĀBC̄) =
∅ 6= {1}.

Consider the unitary diagram d = [(A, , λ,�)], in
other words the fully shaded diagram with one solid over-
lap,A, with no points lying under it. Consider further the an
interpretation I. The solid overlap presence condition tells
us that I(A) 6= ∅. By contrast, the shaded overlap condition
tells us I(A) is subset of the interpretations of the points ly-
ing under the overlap. Since no points lie under the overlap
A, we have that I(A) ⊆ ∅. Thus, the conditions cannot all
be true, and so I is not a model for d, that is we say d is un-
satisfiable. There are many unsatisfiable diagrams, but the
canonical unsatisfiable diagram, denoted d⊥, is defined to
be:

d⊥ = [(λ, , λ,�)].

We need to define models for arbitrary PaL diagrams.
This is straightforward:

Definition 10 Given an interpretation I = (U , I) and a
non-unitary PaL diagram d, we say that I is a model for d,
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denoted I |= d, based on the structure of d:

1. if d ≡ ¬d1, then I |= d whenever I 6|= d1,

2. if d ≡ d1 ∨ d2, then I |= d whenever I |= d1 or
I |= d2,

3. if d ≡ d1 ∧ d2, then I |= d whenever I |= d1 and
I |= d2, and

4. if d ≡ d1 ⇒ d2, then I |= d whenever I |= d1 implies
I |= d2.

Each dot against a point label represents disjunctive in-
formation. For example, in the right-most diagram of Fig.
5, there are two dots for the point p. This arrangement
means that the point p will be interepreted either as the first
dot, or the second, but not both. Conjunctive information
about points, meanwhile, will be represented by duplicate
point labels. Wherever a point-order for a diagram contains
two instances of the same letter, say p, then unless there is
some clan where both instances of p are unbarred, then the
diagram will necessarily represent a contradiction.

The use of multiple dots against a single point label to
represent disjunction provides a compact notation. If points
were singular (could only consist of a single dot), then dis-
junction would have to be represented as a disjunction of
unitary PaL diagrams. Consider the simple case of a di-
agram for Venn-2, together with a pair of points p and q
where the only information we know is that p and q are dis-
tinct points. In other words, we do not know in which sets
their interpretations are. This situation is illustrated in Fig.
6. If points were instead singular, then we would need 10
unitary diagrams connected by disjunctions to represent the
same information. Suppose that the interpretation of p is an
element of the intersections of the interpretations of A and
not B. Then, there are 4 possible locations for the inter-
pretation of q, requiring 4 separate representative diagrams
(the first four components of Fig. 7). Suppose, instead, that
the interpretation of p is an element of the intersection of
the interpretations of A and B. Recalling that the points
represent variables, not constants, there are now only 3 pos-
sible locations for the interpretation of q. Continuing in this
way, we see that there are 4+ 3+ 2+ 1 = 10 different uni-
tary diagrams needed when we restrict points to be singular.
The diagram in Fig. 7 represents the same information as
the in Fig. 6 yet the latter is more compact than the former.
In general, where m points each lie on n overlaps, then the
number of disjuncts needed if each point is to be singular
is O(nm), although proving this simple result is outside the
scope of this paper.

3. Monadic First-Order Logic with Equality

To show that PaL diagrams are exactly as expressive as
monadic first-order logic with equality (MFOL[=]), we aim

Figure 6. Points as disjunctive information

to provide translations between sentences in MFOL[=] and
diagrams. In order to do this, we first give a brief survey of
some necessary results about MFOL[=].

A monadic predicate symbol is one which takes a single
argument. For example, L(x) uses the monadic predicate
symbol L, whereas D(x, y) uses the dyadic predicate sym-
bol D. MFOL[=] has only one special dyadic predicate,
that of equality. We use L as the set of monadic predicate
symbols, thus treating the line labels as monadic predicates.
Further, we take the set of variables to include all points
in P = {p1, p2, . . .}, and sometimes use the more usual
x, y, . . . as well. Using points as variables makes definitions
later in the paper more straightforward (variables will arise
from points in our translations). Using x and y as variables
distinguishes them from those arising from points.

Briefly, formulae in MFOL[=] are defined using
monadic predicate symbols, variables, =, logical connec-
tives and quantifiers in the standard way. Given a formula,
ψ, if ψ has no free variables (i.e. variables that are not
bound by a quantifier) then ψ is a sentence. Every for-
mula can be turned into a semantically equivalent sentence
by binding the free variables with universal quantifiers. As
we use the standard syntax and semantics of MFOL[=] full
details of the syntax and semantics are omitted; unfamiliar
readers are referred to [2]. Firstly, we define the notion of
expressive equivalence:

Definition 11 A diagram and a sentence are expressively
equivalent whenever they have the same set of models.

In order to prove the expressive equivalence between
PaL diagrams and MFOL[=], we compare the model sets
of each. As an example, consider the MFOL[=] sen-
tence S = ∃x. A(x). Take the interpretation I =
({1, 2}, {(A, {1}), . . .}). This interpretation is a model for
S, whereas any interpretation with I(A) = ∅ is not: S stip-
ulates that any interpretation of A must be non-empty.

We briefly summarise some results about models for
MFOL[=] contained in [16]. In particular, we include the
definitions that are needed to state a key theorem about
MFOL[=] sentences, encapsulating the fact that each sen-
tence, S, has a finite set of ‘small’ models (formally defined
later) that can be used to generate all models of S. These
small models are crucial for constructing a diagram with
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Figure 7. Disjunctive blow­up

the same meaning as S. Like diagrams, each sentence S in
MFOL[=] may have many models. The first step is to iden-
tify the interpretation of sets of predicate symbols, akin to
the interpretation of overlaps:

Definition 12 Let I be a interpretation with universal set
U and let X and Y be finite subsets of L. The predicate
intersection set in I with respect to X and Y , denoted
PI(I, X, Y ), is given by:

PI(I, X, Y ) =
∩

Li∈X

I(Li) ∩
∩

Li∈Y

(U − I(Li))

where
∩

Li∈∅ I(Li) =
∩

Li∈∅(U − I(Li)) = U [16].

Given a sentence S, denote by q(S) and P (S) the quan-
tifier rank of S [5] and set of predicates in S, respectively;
recall, the quantifier rank of S is the maximum number of
nested quantifiers in S. A sentence with quantifier rank of
n can contain at most n distinct variables within the body
of the sentence. Now, to limit the cardinality of a predicate
intersection set to, say, m we need m + 1 distinct variable
names. To see this, consider the sentence ∃p1.∀p2. p1 = p2.
Any model for this sentence must have size 1, since the
sentence tells us some element exists, and every element
is equal to it. This argument is easily extended to arbitrary
m > 1. Given a model for S and a predicate intersection,
PI , set with cardinality at least q(S), elements can be added
to PI and the resulting interpretation is still a model for S.
By contrast, if PI has cardinality less than q(S) then ele-
ments cannot necessarily be added to it. Given any model
for S, we can identify which predicate intersection sets can
safely be extended with extra elements. Formally:

Definition 13 Let S be a sentence and let I1 be a model for
S. An S-extension of I1 is an interpretation, I2, such that
for each subset X of P (S):

PI(I1, X, P (S)−X) ⊆ PI(I2, X, P (S)−X)

with equality whenever |PI(I1, X, P (S) − X)| < q(S)
[16].

Definition 14 Let S be a sentence and I be a model for S.
If the cardinality of I is at most 2|P (S)|q(S) then we say I
is a small model for S [16].

Given a sentence S we have that q(S) and 2|P (S)| are
finite, and so there are finitely many candidate interpreta-
tions which can be small models for S. We say two inter-
pretations I1 = (U1, I1) and I2 = (U2, I2) are isomorphic
restricted to P (S) iff there exists an isomorphism between
I1 and I2 when the domains of I1 and I2 are both restricted
to P (S).

Definition 15 Let S be a sentence. A set of small models,
c(S), is called a classifying set of models for S if for each
small modelm1 for S, there exists a uniquem2 ∈ c(S) such
that m1 and m2 are isomorphic restricted to P (S) [16].

In other words, a classifying set for S is the smallest pos-
sible set of small models for S. We can create S-extensions
of the small models for S to create more models for S. Such
extensions form a set called the cone:

Definition 16 The cone of I1 given S, denoted
cone(I1, S), is a class of interpretations such that
I2 ∈ cone(I1, S) iff I2 is isomorphic to some S-extension
of I1 [16].

Finally, we have the key theorem needed for our expres-
siveness result:

Theorem 1 Let S be a sentence and let c(S) be a clas-
sifying set of models for S. Then

∪
m∈c(S) cone(m,S) is

precisely the set of models for S [16].
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4. Sentences for diagrams

To show that every diagram can be turned into a sentence
in MFOL[=], we translate the conditions from definition 9
into formulae in MFOL[=]. Given a unitary PaL diagram
we need to know how to translate the overlaps, the clans
and the shading into MFOL[=] formulae. We first define
a formula for an overlap, regardless of whether it is solid,
dashed or shaded.

Definition 17 LetO be an overlap with unbarred letters Lu

and barred letters Lb. The overlap formula for O, denoted
F(O, x), is given by:

F(O, x) =
∧

L∈Lu

L(x) ∧
∧

L∈Lb

¬L(x).

We can now define the translation of a unitary PaL diagram
to a MFOL[=] sentence.

Definition 18 Let

d = [(O1, type1, cl1, sh1), . . . , (On, typen, cln, shn)]

be a unitary PaL diagram, where p(d) = {p1, . . . , ps}.

• The point-location formula for d, denoted FPL(d), is
a conjunction, over all points, of the disjunctive infor-
mation given by each point of d:

FPL(d) =
∧

pi∈p(d)

 ∨
O∈Od(pi)

F(O, pi)

 .

• The point-distinctness formula for d, denoted
FPD(d), is a conjunction, over all distinct points, of
inequalities:

FPD(d) =
∧

pi,pj∈p(d)∧i6=j

pi 6= pj .

• The solid-overlap formula for d, denoted FSoO(d), is
a conjunction, over all solid overlaps, of the existential
formulae:

FSoO(d) =
∧

O∈Od( )

∃x. F(O, x).

• The overlap-absence formula for d, denoted FOA(d),
is a conjunction, over all allowable overlaps that are
absent from d, of negated existential formulae stating
that no elements lie under the absent overlaps:

FOA(d) =
∧

O∈AOd−Od

¬∃x.F(O, x).

Figure 8. A PaL diagram to be translated to
MFOL[=]

• The shaded-overlap formula for d, denoted FShO(d),
is a conjunction, over all shaded overlaps, of universal
formulae stating that if an element lies under an over-
lap, then it must be one of the points lying under that
overlap:

FShO(d) =
∧

O∈Od(�)

∀y.

F(O, y) ⇒

 ∨
p∈Pd(O)

y = p

 .

The MFOL[=] sentence for d, denoted S(d), is then given
by:

S(d) = ∃p1, . . . , ps. FPL(d)∧FPD(d)∧FSoO(d)∧FShO(d).

Note that, if typei = for some overlap then the overlap
itself gives us no information (although the points lying un-
der it might). Hence, there is no formula created from the
dashed overlaps, just as no condition arose in definition 9.

Consider the diagram d in figure 8. We create an
MFOL[=] sentence for this diagram using the following for-
mulae:

FPL(d) = (A(p1) ∧ ¬B(p1)) ∨ (¬A(p1) ∧ ¬B(p1))∧
(¬A(p2) ∧B(p2))∧
(¬A(p3) ∧ ¬B(p3)),

FPD(d) = (p1 6= p2 ∧ p1 6= p3 ∧ p2 6= p3),
FSoO(d) = ∃x. (¬A(x) ∧B(x)) ∧ ∃x. (¬A(x) ∧ ¬B(x)) ,
FOA(d) = ¬∃x. (A(x) ∧B(x)) ,
FShO(d) = ∀y. ((A(y) ∧ ¬B(y)) ⇒ (y = p1)) .

Thus the sentence for d is:

S(d) = ∃p1p2p3.FPL(d)∧FPD(d)∧FSoO(d)∧FOA(d)∧FShO(d).

Theorem 2 Every unitary PaL diagram d is expressively
equivalent to S(d).

The proof is straightforward: each part of the sentence cor-
responds to an encoding in MFOL[=] of the conditions in
definition 9. It is also immediate how to extend the result to
arbitrary PaL diagrams:
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Definition 19 Let d be a PaL diagram. The MFOL[=] sen-
tence for d, denoted Sen(d), is given by induction on the
structure of d:

• if d is a unitary diagram then Sen(d) is already de-
fined,

• if d is ¬d1, then Sen(d) = ¬Sen(d1),

• if d is d1 � d2, where � ∈ {∧,∨,⇒}, then Sen(d) =
(Sen(d1) � Sen(d2)).

Theorem 3 Every PaL diagram d is expressively equiva-
lent to Sen(d).

5. Diagrams for sentences

In order to construct a diagram for the sentence S, we
need only construct diagrams for the small models in c(S),
and take the disjunction of these diagrams. In what follows
we let PIX,I,S = |PI(I, X, P (S) − X)|. The process
for drawing a diagram for each small model is straight-
forward. First, if c(S) contains the interpretation with
|I| = 0, then this model gives rise to the empty diagram
d∅ = [(λ, , λ,�)]. This diagram contains no points or
lines other than the U line, and the shading asserts that
the universe is empty. For non-empty models, we assign
solid overlaps to non-empty predicate intersection sets and
we create the same number of points lying under this over-
lap as the cardinality of the predicate intersection set. We
shade those overlaps where the associated predicate inter-
section set has smaller size than the quantifier rank of the
sentence. Formally:

Definition 20 Let I be a small model for a MFOL[=] sen-
tence S and suppose |I| = m and |P (S)| = n where
P (S) = {L1, . . . , Ln}. Let the set {X : X ⊆ P (S) ∧
PIX,I,S > 0} = {X1, . . . , XN} be ordered. The PaL di-
agram d representing I given S, denoted D(I, S) = d is
defined as follows:

1. If |I| = 0, then d = d∅.

2. Otherwise, the line labels are the predicate symbols in
P (S) and set lo(d) = L1 . . . Ln.

3. There is one point label for each element of U:

p(d) = {p1, . . . , pm}

and set po(d) = p1 . . . pm.

4. For i = 1, . . . , N construct the overlap
(L1 . . . Ln, , p1 . . . pm, shi) where:

• Lj is unbarred iff Lj ∈ Xi,

• pk is unbarred iff:

i−1∑
j=1

PIXj ,I,S < k ≤
i∑

j=1

PIXj ,I,S

where we define
∑0

j=1 PIXj ,I,S = 0,

• shi = � iff PIXi,I,S < q(S).

We illustrate the process of determining whether points
are unbarred with an example. Suppose a model has
X1, X2 and X3 as the only sets where PIX,I,S > 0, and
PIX1,I,S = 3, P IX2,I,S = 4 and PIX3,I,S = 2. The val-
ues k can take such that PIX1,I,S < k ≤ PIX1,I,S +
PIX2,I,S are 4, 5, 6 and 7. Then the unbarred points
in the second clan would be p4, p5, p6 and p7, meaning
p1, p2, p3, p8 and p9 would be barred. A consequence of
definition 20 is that every point lies on exactly one overlap.

Having defined the diagrams representing an interpreta-
tion given a sentence, we now define the diagrams for the
sentence:

Definition 21 Given an MFOL[=] sentence S with classi-
fying models c(S), the diagram representing S, denoted
D(S), is given by:

D(S) = d⊥ ∨
∨

I∈c(S)

D(I, S)

We demonstrate definition 21 using an example. One of
the small models of the sentence S = ∃x. A(x)∨∀x. A(x)
is given by I = ({1, 2}, I) where I(A) = {1}. There is a
single predicate symbol in S, and so the line order for d is
simply as A. Furthermore, the set X1 = {A} and X2 = ∅
are the only sets for which PIX,I,S > 0. So, the number
of overlaps in D(I, S) is 2. In this example, |I| = 2 so we
require 2 points in each clan. The point order of d is given
by p1p2.

The first overlap, (A, , p1p̄2,�), is unshaded since
PIX1,I,S = 1 ≥ q(S) = 1. Also, since 0 < 1 ≤ 1, p1
is unbarred but p2 is not. Similarly, the second overlap is
(Ā, , p̄1p2,�).

The rest of the small models for S are:

1. I1 = (∅, ∅),

2. I2 = ({1}, {(A, {1})}),

3. I = I3 = ({1, 2}, {(A, {1})}), and

4. I4 = ({1, 2}, {(A, {1, 2})}).

The diagram for this sentence is given in figure 9.
The first model, I1, comes from the vacuous satisfac-

tion of ∀x. A(x), giving rise to the empty diagram. We
have already shown the diagram for the model I3, and the
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Figure 9. The PaL diagram for ∃x. A(x) ∨
∀x. A(x)

Figure 10. A more natural diagram for ∃x. A(x)

rest are left for the reader to verify. We note that the di-
agram in figure 9 could be considered a relatively natural
PaL diagram for the sentence. We could write ∀x. A(x)
using the law of excluded middle: either no x exists, or ev-
ery x has A(x). Thus, the first two disjuncts of figure 9, i.e.
d∅∨ [(A, , p1,�)], represent the universal part of the sen-
tence. The former covers the case where no x exists (and so
∀x. A(x) is trivially satisfied), and the latter covers the case
where ∀x. A(x) holds for non-empty universes. The exis-
tential part of the sentence can be thought of as follows: we
know an x exists such that A(x), but this does not preclude
other y existing such that ¬A(y). In order to capture this sit-
uation, we would use the diagram in figure 10. The overlap
(Ā, , p̄1,�) tells us only that it is possible for such y to
exist, but does not necessitate its existence. We could thus
replace the third and fourth components of figure 9 with the
PaL diagram from figure 10.

The purpose of definitions 20 and 21 was not to produce
the most natural diagrams for sentences (an interesting chal-
lenge for future work), however, but rather to demonstrate
that every sentence could be translated into some PaL dia-
gram.

Theorem 4 Let S be a sentence. Then D(S) is expressively
equivalent to S.

Proof. (Sketch) We show that definition 20 provides a di-
agram with models for S, and the corresponding proof for
definition 21 follows immediately. Let I be a small model
for S in c(S), and let D(I, S) be constructed according to
definition 20. We show that any model I1 ∈ cone(I, S) is
a model for D(I, S), omitting the details of the converse.

If I1 ∈ cone(I, S) then it has been extended from I in
such a way that

PI(I, X, P (S)−X) = PI(I1, X, P (S)−X)

whenever PIX,I,S < q(S), and

PI(I, X, P (S)−X) ⊆ PI(I1, X, P (S)−X)

otherwise. Let O be the overlap associated with the set
X , and thus |I(O)| = PIX,I1,S ≥ PIX,I,S . There are
PIX,I,S distinct points lying under O and at least PIX,I,S
distinct elements in I(O), so we can thus assign each point
lying under O to a distinct element of I(O) using a func-
tion Φ. In this way, we have satisfied the point location and
point distinctness conditions.

If PIX,I,S < q(S) then O is shaded and |I(O)| =
PIX,I,S . Since every point of D(I, S) lies under exactly
one overlap, and there are PIX,I,S of them by the point
distinctness and location conditions being satisfied we have
that ∪

p∈Pd(O)

Φ(p) = I(O).

Trivially, then, I(O) ⊆
∪

p∈Pd(O)

Φ(p), and thus the shaded

overlap condition is satisfied.
If PIY,I1,S = 0 then we draw no overlap, meaning

O ∈ AOD(I,S) − OD(I,S). However, since we associate
O with Y , we also have I(O) = ∅, and thus the overlap
absence condition is satisfied. Put another way, since we
only draw an overlap when PIX,I1,S 6= 0, every X such
that PIX,I1,S 6= 0 is assigned to an overlap O which has
I(O) 6= ∅, satisfying the solid overlap presence condition.
Then, the model I1 is also a model for D(I, S), as required.
Hence, by theorem 1, every model for S is a model for
D(I, S). �

We have seen how any MFOL[=] sentence S can be
translated into a PaL diagram, and any PaL diagram can
be translated into an MFOL[=] sentence. Therefore:

Theorem 5 PaL diagrams and MFOL[=] are equally ex-
pressive.

The main result of [16] was that spider diagrams are
equally expressive as MFOL[=]. We thus have the follow-
ing:

Theorem 6 PaL diagrams, MFOL[=]and spider diagrams
are all expressively equivalent.

6. Conclusion and Further Work

The results from [3, 11] demonstrated that linear dia-
grams have the potential to be an effective visual language
in the areas where Euler and Venn diagrams are currently
used. To explore and exploit this observation, we have ex-
tended linear diagrams to PaL diagrams by adding points.
Moreover, we have formalised the syntax and semantics of
PaL diagrams and shown they are capable of expressing
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exactly the same statements as MFOL[=]. As a corollary,
we immediately have that PaL diagrams are exactly as ex-
pressive as spider diagrams which extend Euler diagrams.
PaL diagrams provide a solid foundation for further devel-
opment of linear-based notations, both in terms of expres-
siveness and reasoning.

There are a number of clear directions for further work.
The creation of a system of inference rules for PaL diagrams
is of particular interest. The reasoning rules for Euler-based
diagrams with an equivalent level of expressiveness demon-
strate that a sound and complete system of rules is possible.
Given a sound and complete reasoning system for PaL dia-
grams, it should be possible to integrate these diagrams into
a heterogeneous system such as Diabelli [17].

In the usability direction, we will seek layout guidelines
for PaL diagrams that aid understanding. For example, to
what extent is the ordering of the lines important? Is inter-
leaving of the points and lines ever beneficial? By answer-
ing these questions, and others, empirically we seek to de-
velop conditions akin to the well-formed conditions of Eu-
ler diagrams [15]. However, rather than these conditions be-
ing purely theoretical, to be tested empirically later, the em-
pirical method will drive their development. In other words,
we will develop a set of ease-of-understanding guidelines.

In terms of comparative usability, now that we have a
system equivalent to spider diagrams, it is possible to ex-
tend the results of [3], which established linear diagrams’
superiority over Euler diagrams, to notations equivalent to
MFOL[=]. We hypothesise that PaL diagrams, when com-
pared to spider diagrams, will retain the efficacy that linear
diagrams have over Euler diagrams.
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Abstract

We present a new methodology aimed at the design
and implementation of a framework for sketch recognition
enabling the recognition and interpretation of diagrams.
The diagrams may contain different types of sketched
graphic elements such as symbols, connectors, text. Once
symbols are distinguished from connectors and identified,
the recognition proceeds by identifying the local context
of each symbol. This is seen as the symbol interface
exposed to the rest of the diagram and includes predefined
attachment areas on each symbol. We argue that, in many
cases, simple constraints on the local context of each
symbol are enough to describe diagram languages defined
on those symbols. Further refinement and interpretation
of the set of acceptable diagrams is then provided through
a visual grammar. We also describe the architecture of
the framework and provide sample applications for the
domains of flowcharts and binary trees.

Keywords: sketch recognition, multi-domain,
methodology, framework, visual languages

1 Introduction

The use of diagrams is common in various disciplines.
Typical examples include maps, line graphs, bar charts,
engineering blueprints, architects’ sketches, hand drawn
schematics, etc. In general, diagrams can be created ei-
ther by using pen and paper, or by using specific computer
programs. These programs provide functions to facilitate
the creation of the diagram, such as copy-and-paste, but the
classic WIMP interfaces they use are unnatural when com-
pared to pen and paper. Indeed, it is not rare that a designer
prefers to use pen and paper at the beginning of the design
[32], and then transfer the diagram to the computer later [2].

To avoid this double step, a solution is to allow users
to sketch directly on the computer. This requires both spe-
cific hardware and sketch recognition based software. As

regards hardware, many pen/touch based devices such as
tablets, smartphones, interactive boards and tables, etc. are
available today, also at reasonable costs. Sketch recognition
is needed when the sketch must be processed and not con-
sidered as a simple image and it is crucial to the success of
this new modality of interaction. It is a difficult problem
due to the inherent imprecision and ambiguity of a freehand
drawing and to the many domains of application.

A central element of sketching is the stroke. On a touch
screen, a stroke starts with the pressure of the pen (or finger)
on the screen and ends when the pen is raised. Technically,
a stroke is a finite list of triples (x, y, t) (or samples) where
(x, y) are the pair of coordinates in which the pen was at the
time t. The strokes are often preprocessed in order to extract
the basic primitives from them.

In the literature we can find the description of many dif-
ferent frameworks for the recognition of diagrams. There
are both solutions developed for specific domains [17, 13,
27] and multi-domain solutions [2, 4, 26, 18, 28, 14]. In the
multi-domain frameworks, the low-level recognition is usu-
ally performed independently from the context, through the
identification of graphical primitives (lines, arcs, ellipses,
etc.). In the most advanced products, the domain knowledge
is then used at a higher level, to correct possible low-level
interpretation errors.

In this paper we present a new methodology aimed at
developing a framework for the recognition of sketched dia-
grams from different domains. The main innovation regards
the introduction of a recognition phase based on the analysis
of the local context of symbols. This results to be effective
since many visual languages need to be simple in order to
be used, and as a result their structure happens to be sim-
ple enough to be captured with local checks. We prove this
statement by showing that even a complex enough flowchart
dialect can be fully syntactically modelled through this ap-
proach. From the point of view of sketch recognition one
of the innovations introduced with this framework is that it
learns directly from sample sketches of the specific domain
the information used for low-level recognition, taking ad-
vantage of the various innovative machine learning-based
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techniques produced in recent years (see next section).
The framework is logically composed of four layers:

Text/Graphic Separation, Symbol Recognition, Local Con-
text Detection and Diagram Recognition/Parsing. The first
three layers are mostly pattern recognition processes to ex-
tract intermediate information from the strokes and to per-
form symbol and local context recognition. They include
different modules to perform stroke segmentation, symbol
identification in the diagram and the recognition of the at-
tachment areas needed to connect the symbols to each other.
The last layer consists of two modules. The first one is the
Local Context-based Diagram Recogniser and validates the
scanned diagram against simple well formedness rules. If
validation succeeds then the diagram is recognised. The
second one uses visual parsing techniques and is executed
on the well formed diagram only if more checks and/or a
syntactic interpretation are needed for further translation or
execution of the diagram.

The rest of the paper is organised as follows: the next
section contains a brief survey on frameworks for sketch
recognition; in section 3 we describe the framework, its ar-
chitecture and the main recognition techniques; section 4
gives the data to provide in order to instantiate the frame-
work for a particular domain; lastly, some final remarks and
a brief discussion on future work conclude the paper.

2 Related Work

In the literature of sketch recognition we can find the de-
scription of many solutions, both multi-domain or oriented
to the interpretation of diagrams from specific domains
(e.g., UML diagrams [3], electrical circuits [4], chemical
drawings [5], etc.). In this brief survey we will only fo-
cus on the former frameworks. We will also briefly outline
other proposals which only face specific subproblems (e.g.,
fragmentation of strokes, identification of primitives, recog-
nition of symbols), since some of these techniques are used
in our framework.

2.1 Multi-Domain Sketch Recognition

Most approaches exploit the domain knowledge to im-
prove recognition at a lower level. SketchREAD [2] is a
multi-domain sketch recognition framework which uses a
structural description of the domain symbols to perform the
recognition. The domain knowledge is also used in the low-
level phases, in order to allow the system to recover from
low-level recognition errors. SketchREAD was evaluated in
two different domains: family trees and circuit diagrams.

AgentSketch [4] is a multi-domain sketch recognition
system in which an agent-based system is used for interpret-
ing sketched symbols. The method exploits the knowledge

about the domain context for disambiguating the symbols
recognized at a lower level.

The framework presented in [26] exploits a combination
of low level and high-level techniques to be less sensitive to
noise and drawing variations. It has been evaluated on two
domains: molecular diagrams and electrical circuits.

InkKit [5] is a sketch tool framework which works very
similarly to ours. It firstly classifies the strokes as either
writing or drawing, then identifies basic shapes such as
lines, rectangles, and circles, then groups these primitives
in text and diagram components and, lastly, identifies the
relationships between components.

LADDER is a language [18] which enables the defini-
tion of sketched elements at different levels (e.g., primi-
tives, symbols, entire diagrams, etc.) by giving a struc-
tural description of them, including components, geometric
constraints, etc. The framework can automatically gener-
ate a domain specific sketch recognition system from each
description and has been tested on many domains includ-
ing UML diagrams, mechanical engineering, flowcharts and
others.

Other frameworks working at a lower level than those
cited above, but having possible application on a broad
range of domains are Paleosketch [28] and CALI [14]. The
former is a recognition and beautification framework that
can recognize different classes of primitive shapes and com-
binations of them. The latter exploits a naive Bayesian clas-
sifier to recognize multi-stroke geometric shapes.

2.2 Low-Level Techniques for Sketch Recognition
and Symbol Recognition

Some frameworks are aimed to the solution of specific
subproblems of sketch recognition. In recent years we have
seen notable improvements in low-level stroke processing
and symbol recognition techniques. The most effective of
them are machine learning-based and are aimed to: stroke
fragmentation [35, 36, 27, 20, 19, 1] and recognition of
unistroke [24, 29] and multi-stroke [31, 25, 21, 23, 16, 26,
33] symbols.

Stroke fragmentation is a very mature subfield of re-
search in sketch recognition. It has produced interesting
results in recent times, especially through the use of ma-
chine learning techniques. Its objective is the recognition of
the graphical primitives composing the strokes and can be
used for a variety of objectives, including structural symbol
recognition [21, 12]. Most approaches break strokes in cor-
ners [35, 36, 27, 20], while some other approaches [19, 1]
also use the so called tangent vertices (smooth points sep-
arating a straight line from a curve or parting two curves).
Machine learning-based approaches are based on the extrac-
tion of some features from the points of stroke, particularly
speed and curvature.
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Figure 1: A simple flowchart for computing N !.

As for symbol recognition, the earliest methods [24, 29]
were only able to recognize unistroke symbols. Several spe-
cialized methods have been recently proposed for multi-
stroke hand-drawn symbol recognition. According to a
widely accepted taxonomy [38] the methods are classi-
fied in two main categories: structural and statistical. In
structural methods, the matching is performed by finding
a correspondence between the structures, such as graphs
[31, 25, 21] or trees [23], representing the input and the tem-
plate symbols. In Statistical methods [16, 26, 33], instead,
a given number of features are extracted from the pixels of
the unknown symbol and compared to those of the models.

The recognition of unistroke symbols has had a recent
progress and has been especially used in the recognition of
gestures [34, 22, 9] for various applications, including in-
terfaces for mobile devices [37, 15].

3 The Framework Design

The objective of the framework is to enable the recogni-
tion of diagrams from a wide range of domains. A common
feature of these domains is the presence of three different
types of graphics: symbols, connectors and text.

The framework has a layered architecture composed of
the following four Layers, further divided into modules:
Text/Graphic Separation Layer; Symbol Recognition Layer;
Local Context Detection Layer; Diagram Recognition/Pars-
ing Layer.

In the following we will refer to the flowchart in Figure 1
to exemplify the operations performed by the different lay-
ers.

3.1 The Text/Graphic Separation Layer

The scope of this layer is to separate freehand drawing
(graphics) from handwriting (text) (see Figure 2b). This
preliminary operation is necessary because text and graph-
ics need to be managed separately. For the realization of
this layer we relied on the technique presented in [3]. For
sake of conciseness, in the rest of the paper we focus on the
graphic aspects of the diagram.

3.2 The Symbol Recognition Layer

This layer recognizes the user drawn sketched symbols.
It is further divided in the following modules:

• Stroke Preprocessing Module. This module identi-
fies the graphical primitives present in the graphic do-
main of the diagram (see Figure 2c). This is done in
two distinct phases: a segmentation phase, in which a
stroke is divided in more primitives and a clustering
phase in which different segments are put together to
form a primitive. Segmentation is performed by de-
tecting corners through RankFrag [6], a novel tech-
nique derived from previous machine learning-based
methods [27, 20].

• Symbol Identification Module. This module clusters
the primitives identified at the previous step in two dif-
ferent classes: symbols, connectors (see Figure 2d).
For the realization of this module we relied on the tech-
nique, based on machine learning, described in [30].

• Symbol Recognition Module. Once the primitives
composing a symbol have been grouped together, the
symbol must be assigned to a class of known symbols
(see Figure 2e). The recognition task is performed by
this module by using the technique described in [8],
which is a point cloud technique invariant with respect
to scaling and supports symbol recognition indepen-
dently from the number and order of strokes.

3.3 The Local Context Detection Layer

In the last years many methods to model a diagram as
a member of a visual language have been devised by re-
searchers. Basically, a diagram has been represented ei-
ther as a set of relations on symbols (the relation-based
approach) or as a set of attributed symbols with typed at-
tributes representing the “position” of the symbol in the sen-
tence (the attribute-based approach) [11]. Even though the
two approaches appear to be very different, they both model
a diagram (or visual sentence) as a set of symbols and re-
lations among them. Differently from the relation-based
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(a) User drawing (only a part
shown)

(b) Text/graphic separation (c) Stroke preprocessing (de-
tected corners in red)

(d) Symbol identification (de-
tected symbols in the dashed
boxes)

(e) Symbol recognition (detected
symbol class shown near the
symbol)

(f) Local context detection (recog-
nized attachment areas in yellow)

(g) Attribute-based representation
construction (assigned values to
attachment areas)

IN O
U
T

F
O
U
T

T
O
U
T

· · · · ·
STAT1 a b / /
PRED1 b / c d
STAT2 c a / /

· · · · ·

(h) Attribute-based rep-
resentation in table and
graph formats

Figure 2: Recognition steps for a part of the flowchart in Figure 1.

approach where the relations are explicit, in the attribute-
based approach the relations are implicit and must be de-
rived by associating attribute values. The former approach
is therefore at a higher level with respect to the latter. In
this paper we adopt the attribute-based approach since it al-
lows us to work at the lowest level possible. Moreover, we
define the local context of a symbol as the set of its typed
attributes. These are specified together with the visual char-
acteristics of a symbol at definition time and are derived
at recognition time from the way the symbol interacts with
other symbols in a diagram. As an example, the rhomboid
symbol in Figure 1 is defined in Table 1 with three attributes
typed as IN (input), FOUT (output-if-false) and TOUT
(output-if-true), visually corresponding to the three attach-
ing points of the symbol. The first column of Table 1 shows
the definition of flowchart symbol identifiers together with
their typed attributes while the second column gives infor-
mation about the symbol visual aspect and the location of
its attributes. (The remaining columns of the Table will be
described in the next section). The goal of the Local Con-
text Detection Layer is then to identify the attributes and
their types for each symbol (see Figure 2f). In our system,
the attributes are identified by using an approach similar to
the one proposed in [7]. The approach is independent from
the method used to recognize symbols and assumes that the

Token Graphics Token
occurrences Constraints

BEGIN:
OUT

1 |OUT | = 1

END: IN 1 |IN | ≥ 1

STAT: IN ,
OUT

≥ 0
|IN | ≥ 1,
|OUT | = 1

IO: IN ,
OUT

≥ 0
|IN | ≥ 1,
|OUT | = 1

PRED: IN ,
FOUT ,
TOUT

≥ 0
|IN | ≥ 1,
|FOUT | = 1,
|TOUT | = 1

Table 1: Flowchart symbol specifications.

symbol has already been recognized.

3.4 The Diagram Recognition/Parsing Layer

This layer is composed of two modules: the Local
Context-based Recogniser and the Diagram Parser. They
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execute sequentially and in some uses of the framework,
when the language is fully specified by the local constraints
or in the case of fast prototyping, only the first module is
needed.

3.4.1 Local Context-based Recogniser

The output of the recogniser is the attribute-based represen-
tation of the diagram if the diagram is well formed. This
representation is constructed by giving values to the sym-
bol attributes identified in the previous layer while check-
ing for the well formedness of the diagram against sim-
ple constraints. In order to give values to attributes, the
module generates value ids and assigns them such that two
attributes have the same value only if the corresponding
graphical counterparts are connected (see Figure 2g). This
will then produce the attribute-based representation of the
diagram (shown in Figure 2h both in tabular and graph for-
mats). As for well formedness, constraint rules are given
at definition time together with the symbol specifications
and are intended to be easy to verify. In our example, the
third and fourth columns of Table 1 indicate how many
times a symbol may occur in a diagram and the number of
values that an attribute may have, respectively. The sym-
bol PRED may then appear zero or more times in a di-
agram and may have multiple input connections but only
one exiting connection for each output attaching point. In
our experience, simple constraints such as the ones above
are enough to completely describe a visual language. In
the case of the flowcharts as the one depicted in Figure
1, it is easy to verify that Table 1 together with the three
rules “each connection must be 1-to-1”, “each IN attaching
point must only be connected to an (F /T )OUT attaching
point” and “the attribute-based (graph) representation must
be connected” completely specify a set of flowcharts that is
Turing-complete.

The Local Context-based Recogniser takes as input an
XML specification file where all the rules about tokens
and connections are coded. Figure 3 shows the XML file
specification for the case described above coding the in-
formation in Table 1 and the three additional rules. In
the XML specification, each table row is defined through
a token element. The name of the token, the file con-
taining its graphical representation, and the number of its
occurrences in a language instance are defined through the
name, ref and occurrences attributes, respectively.
Each ap element defines one of the token attaching points
by specifying its type (type attribute), name (name at-
tribute), a reference to its position in the graphical represen-
tation (ref attribute) and the number of allowed connection
(connectNum attribute). The constraint “the attribute-
based (graph) representation must be connected” is speci-
fied by <constraint>connected</constraint>.

< language name=" f l o w c h a r t ">
< token name=" b e g i n " r e f =" t r i a n g l e D o w n . svg "

o c c u r r e n c e s =" ==1 ">
<ap t y p e =" e x i t " name=" o u t " r e f =" l o w P o i n t "

connectNum=" ==1 " / >
< / token >
< token name=" end " r e f =" t r i a n g l e U p . svg "

o c c u r r e n c e s =" ==1 ">
<ap t y p e =" e n t e r " name=" i n " r e f =" h i P o i n t "

connectNum=" ==1 " / >
< / token >
< token name=" s t a t " r e f =" r e c t a n g l e . svg "

o c c u r r e n c e s =" >=0 ">
<ap t y p e =" e n t e r " name=" i n " r e f =" h i L i n e "

connectNum=" >=1 " / >
<ap t y p e =" e x i t " name=" o u t " r e f =" lowLine "

connectNum=" ==1 " / >
< / token >
< token name=" i o " r e f =" p a r a l l e l o g r a m . svg "

o c c u r r e n c e s =" >=0 ">
<ap t y p e =" e n t e r " name=" i n " r e f =" h i L i n e "

connectNum=" >=1 " / >
<ap t y p e =" e x i t " name=" o u t " r e f =" lowLine "

connectNum=" ==1 " / >
< / token >
< token name=" p re d " r e f =" rhombus . svg "

o c c u r r e n c e s =" >=0 ">
<ap t y p e =" e n t e r " name=" i n " r e f =" h i P o i n t "

connectNum=" >=1 " / >
<ap t y p e =" e x i t " name=" f o u t " r e f =" l e f t P o i n t "

connectNum=" ==1 " / >
<ap t y p e =" e x i t " name=" t o u t " r e f =" r i g h t P o i n t "

connectNum=" ==1 " / >
< / token >
< connector r e f =" ar row ">

<cap t y p e =" e n t e r " r e f =" head " connectNum=" ==1 "
/ >

<cap t y p e =" e x i t " r e f =" t a i l " connectNum=" ==1 "
/ >

< / connector >
< c o n s t r a i n t > c o n n e c t e d < / c o n s t r a i n t >

< / language >

Figure 3: Flowchart specification.

The connector element describes how tokens are con-
nected. It defines its type (from a predefined list of imple-
mented types) and specifies that the head of the arrow must
be connected to an enter attaching point, while the head
must be connected to an exit attaching point. The predefined
type arrow together with the two connectNum="==1"
conditions guarantee that the property “each connection
must be 1-to-1” is satisfied, while the use of the type def-
initions enter and exit in the token elements guarantees that
the property “each IN attaching point must only be con-
nected to an F /T )OUT attaching point” is satisfied.

As a second example of application, let us now consider
the language of the binary trees. In this case, the sym-
bol specification shown in Table 2 and the three constraints
“each connection must be 1-to-1”, “each IN attaching point
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Token Graphics Token
occurrences Constraints

ROOT: IN ,
OUT

1
|IN | = 0,
|OUT | ≤ 2

NODE: IN ,
OUT

≥ 0
|IN | = 1,
|OUT | ≤ 2

Table 2: Binary tree symbol specifications.

< language name=" b i n a r y T r e e ">
< token name=" r o o t " r e f =" c i r c l e . svg " o c c u r r e n c e s

=" ==1 ">
<ap t y p e =" e n t e r " name=" i n " r e f =" hiSC "

connectNum=" ==0 " / >
<ap t y p e =" e x i t " name=" o u t " r e f =" lowSC "

connectNum=" <=2 " / >
< / token >
< token name=" node " r e f =" c i r c l e . svg " o c c u r r e n c e s

=" >=0 ">
<ap t y p e =" e n t e r " name=" i n " r e f =" hiSC "

connectNum=" ==1 " / >
<ap t y p e =" e x i t " name=" o u t " r e f =" lowSC "

connectNum=" <=2 " / >
< / token >
< connector r e f =" p o l y l i n e ">

<cap t y p e =" e x i t " r e f =" p0 " connectNum=" ==1 " / >
<cap t y p e =" e n t e r " r e f =" p1 " connectNum=" ==1 " /

>
< / connector >
< c o n s t r a i n t > c o n n e c t e d < / c o n s t r a i n t >

< / language >

Figure 4: Binary tree specification.

must only be connected to an OUT attaching point” and
“the attribute-based (graph) representation must be con-
nected”, as coded in the XML specification shown in Fig-
ure 4, completely describe the language. Here, ROOT and
NODE have the same graphical representation and are only
distinguished for the number of occurrences and the con-
straints on the IN attaching point.

3.4.2 Diagram Parser

This parser is built only if a syntactic interpretation of the
diagram is needed for further processing, such as translation
or execution, and/or if the language cannot be completely
specified by a set of simple constraints. This is similar to the
division of roles between the lexical and syntactic phases
for a traditional compiler. The diagram parser takes as input
the attribute-based representation produced in the previous
module and a visual grammar for the syntax specification.
Many visual grammar formalisms and corresponding pars-

ing algorithms may be found in literature and, even though
we adopt a parsing technique based on the principles de-
scribed in [10], the framework is not linked to any specific
type of visual parser technology. Moreover, it is important
to note that, since the input to the parser is already well
formed, the complexity of this module is simplified with
respect to other approaches.

In order to show a case when the local context recogni-
tion needs to be complemented by a syntax analysis phase
let us consider a structured version of the flowchart lan-
guage described in the previous section (see Figure 5). To
structure the language we introduce two more tokens with
names B BEGIN ad B END whose roles are the same as
the block delimiters “{” and “}” in the C language, re-
spectively. Each of the two tokens is specified similarly
to the token STAT with number of occurrences ≥ 0 and
two attaching points IN and OUT with types enter and
exit, respectively, and |IN | ≥ 1 and |OUT | = 1. As in
any structured language, the block delimiters B BEGIN ad
B END are to be used in pairs and then other rules should
be added. As already known, these are not constraints that
can be solved by locally looking at the properties of a sin-
gle token. As a consequence, the technique described in
the previous section cannot be used to capture the whole
structured flowchart language. We now provide a visual
grammar describing a limited structured flowchart language
including the flowchart in Figure 5. The grammar is com-
posed by a set of terminals given by the tokens as described
in Figure 3 in the format: TOKEN(attaching point1, at-
taching point2, ...), a set of non terminals in the same token
format: Nterm(attaching point1, attaching point2, ...), an
initial terminal FlowCh, and the set of productions shown
in Figure 6. In each production, the single letters x, y,
u, ... represent, when in the right part of the production,
connections between token and/or non terminal attaching
points. When in the left part of a production, they indicate
which attaching points of the subsentence are externally ex-
posed. The notation x]z indicates that the two attaching
points marked by x and z will be connected to the same
target attaching point. As an example, the subsentence in
Figure 2g matches and instantiates production 7 as follows:
Block(a, d)→ Block(a,b) PRED(b, c, d) Block(c, a) where
Block(a,b) comes from matching STAT1 with production
5 instantiated as Block(a, b)→ STAT(a, b) and Block(c, a)
comes from matching STAT2 with production 5 instantiated
as Block(c, a)→ STAT(c, a). As already pointed out, in the
literature there are many approaches that use visual gram-
mar formalisms, at least as powerful as the one above, to
generate visual parsers directly from a grammar.

It can be noted that, without a local context analysis, syn-
tax errors such as adding an extra connection between any
token in Figure 5, cannot be easily detected by only using a
grammar approach.
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Figure 5: A simple structured flowchart containing the
B BLOCK and B END tokes.

4 Instantiating the Framework

In order to instantiate the framework for a specific do-
main, it is necessary to provide input data. In particu-
lar, being mostly based on machine learning, the Symbol
Recognition Layer modules need a training phase, while the
higher level layers need formal definitions. The following
data must be provided:

1. Sample diagrams from the domain, with the following
annotations:

• Types of strokes (text, graphics);
• Strokes clustering/segmentation;
• Connector/symbols separation;
• Class names of the symbols;
• Attachment areas on the symbols;

2. The XML specification of the language and the refer-
enced files with the graphical definitions of the sym-
bols and attacching points;

3. The specification for the syntax interpretation of a dia-
gram (optional).

1. FlowCh→ BEGIN(x) Block(x, y) END(y)

2. Block(x, y)→ Block(x, z) Block (z, y)

3. Block(x, y)→ B_BEGIN(x, z) Block(z, u) B_END(u, y)

4. Block(x, y)→ IO(x, y)

5. Block(x, y)→ STAT(x, y)

6. Block(x, y]z)→ PRED(x, u, v) Block(u, y) Block(v, z)

7. Block(x]z, y)→ Block(x, u) PRED(u, v, y) Block(v, z)

8. Block(x]z, y)→ PRED(x, u, y) Block(u, z)

Figure 6: Visual grammar describing a structured flowchart
language.

4.1 Implementation

The framework is being developed in Java.
In addition to the development of the modules for the

recognition, we are working at the development of an envi-
ronment that facilitates the production of input data needed
to instantiate the framework for a particular domain. Specif-
ically, we’re providing a GUI for making quick annotations
on the sample diagrams and to define the constraints and the
syntax specification.

5 Conclusions

We described a local context-based recognition method-
ology whose final objective is the development of a frame-
work for multi-domain sketch recognition and interpreta-
tion. The diagrams may contain different types of graphic
elements (symbols, connectors, text). Future work will in-
clude the instantiation of the framework in different do-
mains. At the end of the development phase, we will per-
form tests to evaluate the effectiveness and efficiency of the
individual modules and of the overall framework. We will
make comparative evaluations with state-of-art techniques.
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Abstract— Serious educational games (SEGs) are a growing 
segment of the education community’s pedagogical toolbox. 
Effectively creating such games remains challenging, as teachers 
and industry trainers are content experts; typically they are not 
game designers with the theoretical knowledge and practical 
experience needed to create a quality SEG. Here, a lightweight 
approach to interactively explore and modify existing SEGs is 
introduced, a toll that can be broadly adopted by educators for 
pedagogically sound SEGs. Novice game designers can rapidly 
explore the educational and traditional elements of a game, with 
a stress on tracking the SEG learning objectives, as well as 
allowing for reviewing and altering a variety of graphic and 
audio game elements. 

Keywords—Serious Educational Games, Visualization 
Environment, Novice Game Designers  

I. INTRODUCTION 
Serious educational games (SEGs) are a growing segment 

of the education community’s pedagogical toolbox. There is 
increasing evidence for their efficacy in sustaining engaged 
learning [11][12][13][22]. SEGs allow for rapid feedback for 
individually customized educational experiences. Moreover, 
digital engagement is increasingly ubiquitous, with individuals 
of all ages growing adept at learning complex tasks online 
without the use of texts or self-contained tutorials. 
Nevertheless, the time, financial, and knowledge resources 
required to develop quality games are out of reach of most 
pedagogical stakeholders. This is all the more so for those who 
require a rapid role-out of games with up-to-date, just-in-time 
information for multiple groups, different grades, and varied 
subject matter. 

The development of a semi-automated game development 
platform is important because the vast majority of educators do 
not have the knowledge or time to code their own educational 
gaming experiences. Semi-automation can assist with two 
critical functions. First, it can greatly reduce the complexity of 
game generation, leaving much of the educational content 
elements to the instructor. Teachers and industry trainers are 
content experts; typically they are not game designers with the 
theoretical knowledge and practical experience needed to 

create a quality SEG. Without game design experience, 
instructors are left to storyboard an SEG effectively, determine 
variants for levels of difficulty, identify opportunities for 
challenges and then establish how results of the challenges 
affect subsequent game play.  

Second, semi-automated game development situates the 
learning experience for both instructor and students in a way 
that draws upon an established body of knowledge and 
structured modes of learning, thereby insuring an SEG 
experience that is directly tied to selected learning objectives. 
This latter part is where many SEG programs can fall short for 
educators. Instructors would need to outline, embed, and track 
learning objectives for each specific player choice and 
challenges for individual games. The quality of the SEG game 
play experience becomes overly dependent on instructors’ 
abilities to develop a quality game and too often puts the 
burden of game immersion on the player.  

In this paper, we introduce a lightweight modding 
approach, SEGMod, that can be broadly adopted by novice 
designers of SEGs. The approach is part of a larger, on-going 
project, SimSYS, which explores SEG research issues with a 
development platform for serious educational games, including 
Game Generation. To keep this proposed approach 
straightforward, the educational game designers are provided 
with a relatively modest set of functionality. They can load the 
game, browse the structure of the game, browse the learning 
outcomes of a game (from the top down to challenge levels of 
game play), modify visual and audio game elements, check for 
errors that may have been introduced, and save their tailored 
games. Our work is innovative in that the learning outcomes 
are consistently and explicitly present throughout the game 
design process and explicitly embedded in game play.  

The SEGMod approach has been investigated using a 
scenario based approach. First, a set of high level scenarios are 
defined. For example:  

Scenario 1. Amy, a 4th grade teacher, has just finished 
generating a game to teach her students math. She 
wants to review the learning objectives and confirm that 
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the game has the appropriate assets. Amy opens the 
game with the Interactive Environment and clicks 
through each of the screens to insure consistency with 
the prior week’s lessons. As she clicks on the first screen 
of the opening scene in Act Two, she notices that the 
protagonist character is too small and out of place. She 
moves and resizes the character to a suitable location 
and saves the game. 

A set of scenarios such as the one above is used to drive the 
requirements for the approach and the interface design. Our 
approach has been validated by developing a prototype tool. 
The design of the tool has two components and it has been 
programed using Java, open source tools, and standard 
libraries. Substantial testing (feature, performance) has been 
conducted as preliminary validation, demonstrating that the 
tool supports the outlined scenarios, thereby providing strong 
indicators the SEGMod is a promising research direction.  

The structure of the remainder of this paper is as follows. 
Section II presents background on the broader SimSYS project, 
to provide the context for this research. The proposed SEGMod 
approach and the validation are presented in Section III and 
Section IV, respectively. Related Work is in Section V. 
Conclusions and Future Work are in Section VI. 

II. SIMSYS PROJECT BACKGROUND 
SimSYS is an on-going project investigating the effective 
semi-automated development of SEGs [18]. This is an inter-
disciplinary project, which integrates three research areas: 
traditional game design, pedagogical methodologies, and 
software engineering methodologies. Here, we provide an 
overview of the SimSYS Game Development Platform (GDP) 
to provide the context of the new results reported in this paper. 

A. SimSYS Game Development Platform 
The SimSYS GDP is being systematically engineered so 

that it is well-modularized, extensible, and established on a 
meta-model foundation [4][7][18]. The overall architecture, 
illustrated in Fig. 1, is based on the repository style, which 
consists of a repository that stores knowledge with controlled 
access, and a collection of knowledge sources that directly 
interact with the repository (i.e., clients of the repository). This 
organization has been adopted to support the rapid evolution of 
content; we recognize there may be redundant storage of assets 
that increases the storage overhead of this approach.  

Here, the repository is organized into domain specific and 
domain independent sub-repositories. The domain specific sub-
repository stores game models (scripts), game play data, and 
re-usable game assets such as collections of domain specific 
Challenges (e.g., quiz questions/answers/feedback about 
software engineering, mathematics, physics, and so on) that are 
used in the games. The challenge content also captures 
relationships to educational standards (e.g., SWEBOK [15], 
[26]), Taxonomy of Learning standards (e.g., Bloom’s [1]) and 
the level of difficulty (defined by educators). Re-usable domain 
independent assets include the formal SimSYS game 
specification[17], defined in XSD [27], and a collection of 
game assets (e.g., sound effects, graphic images). A SimSYS 
game is organized into Acts, with learning objectives coupled 

to them. Each Act contains lower-level Scenes, Screens, and 
Challenges, marking advancing points in the game where 

learning objectives and game narrative play out. SimSYS 
games are represented in XML, as Game Scripts.  

The knowledge sources for the platform are modules that 
interact indirectly via changes to the repository: Game 
Generation; Game Play Engine; Game Play Assessment and 
Adaptation; Game Based Curricula Management; and 
Repository Management. These modules embody knowledge 
of related standards, including body of knowledge, 
accreditation, and certification. The stakeholder interacting 
with a module can work with the content in the repository from 
a particular view.  

The Game Generation module is being explored as a collection 
of three approaches: 1) a highly automated game generator [7]; 
2) a semi-automated game generator (interactive wizard to 
create and modify a game, guided by an experienced game 
designer), and 3) a preview visualization tool to provide a 
lightweight, easy to use tool support for exploring an existing 
game and making relatively minor modifications to it. The 
preview tool is a particularly appealing prospect because 
computer games are an inherently visual medium, and because 
a textual representation of the complex information encoded in 
an SEG would likely overwhelm all but the most dedicated 
novices in a design environment. Introducing the interactive, 
preview visualization approach, hereafter referred to as the 
SEGMod, will be the focus for the rest of this paper.  

III. SEGMOD : LIGHTWEIGHT INTERACTIVE MODDING 
The purpose of the SEGMod approach is to support designers 
who only need to review, affect small changes to an existing 
game, and to make simple edits. Games can be created using, 
for example, an interactive semi-automated game generation 
wizard; individual instructors can use our preview tool to 
contextualize and frame specific SEG scenarios by editing text 
in speech bubbles, adding information boxes, or modifying 
just-in-time hints and prompts. They can play or switch out 
sounds and background music, swap characters, and even tailor 
the organization of challenge components. An instructor can 

Fig. 1. SimSYS Game Development Platform 
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check and adjust relatively minor details within an SEG 
environment, or build new SEGs out of existing games stored 
in a file directory. For example, a fantasy-themed reading 
comprehension game with a castle backdrop for 6th grade 
language arts might not be appropriate for adult learners of 
English. In another situation, a community college instructor 
teaching a department’s common U.S. History course might 
switch out game props that are contextually relevant to his 
specific class discussions. Likewise, there will be times when 
an instructor will want to add, delete, highlight, move, or resize 
game elements without having to build an entirely new game.  

Experienced game designers can use the SEGMod approach 
as part of the process for creating a game from scratch. These 
designers can use the interactive, semi-automated game 
generation wizard to create a game. The SEGMod approach can 
be used to quickly visualize the overall structure and content of 
the game, in addition to making limited modifications to it, as 
the design progresses. The experienced designers can 
iteratively design, visualize, and make minor modifications to a 
game. The lightweight SEGMod is envisioned to provide a 
complimentary alternative to loading and playing the game in 
the game play engine. 

Error detection and a feature for automatically correcting 
some specific kinds of errors is part of the preview tool. For 
example, if one instructor drags an asset off-screen rather than 
deleting it and saves the game, subsequent users of that game 
would have difficulty addressing that asset, so the automated 
error correction would reset off-screen assets back onto the 
interactive display. Likewise, if the game engine did not find 
appropriate knowledge data associated with learning objectives 
or is unable to call items from the game asset repository, these 
errors would be flagged visually in an error report of the 
preview welcome display as well as on the relevant lower level 
screens in the interactive display. 

The SEGMod approach is not intended to be a full 
audio/visual SEG development solution, which would need to 
support major changes to learning objectives or game structure. 
For that, the SimSYS game development framework provides 
the game development wizard, wherein an instructor, lab 
coordinator, supervisor can input data, learning objectives, 
general assets and assessment parameters for the SEG. This 
approach differs from other researchers [8][20] in that 
alternative tools provide different levels of design engagement, 
which creates a more flexible game development platform. 
Moreover, the development of SEGMod will allow for easier 
scalability and adaptations across institutions. 

A. Scenarios 
A collection of high level scenarios have been defined and 

refined requirements provide the scope of functionality in the 
lightweight approach. Several example scenarios are: 

Scenario 1. We already have mentioned Amy, the 4th grade 
teacher above who uses the SEGMod approach to move and 
resize characters to more suitable locations and saves the game 
(refer to Section I). 

Scenario 2. George, a high school physics teacher, has 
generated a game to teach his students about kinematics and 
has opened the game with the SEGMod approach to see what it 

will look like. Previewing the game, he decides, based on 
previous weeks’ experience, that his students would benefit 
from the addition of more instruction. He then adds a new 
character with a speech bubble to provide more information to 
his students. He also adds hints that remind his students what 
they have been working on in class that will help them in the 
game. Further on, he sees an opportunity in character 
conversations to add some humour to the game, and make the 
game more personal for his students. He finds the rest of the 
game acceptable and saves the game. 

Scenario 3. Pat, a corporate human resources educator, will 
use a pre-developed game in her training program for the 
company’s ethics reporting procedure. She wants to preview 
the game first so that she can make references to it in her face-
to-face session with her staff later in the week. After loading 
the game in the SEGMod approach she runs through the screens 
in the game. She observes how the game plays out for 
participants, noting particular scenarios that she thinks will be 
good for a longer discussion with her class. Furthermore, she 
sees an opportunity to update some content that will align the 
game with more recent developments in corporate relations. 
She adjusts some text, but then also changes out visual assets 
like logos from the asset repository as well as adjusting 
elements of game characters’ ethnography to be more 
representative of the company. She edits some of the text and 
saves the adjusted game. 

B. Requirements 
The scenarios have been refined into requirements. The 

core functional requirements are capabilities to: 
• Browse the organization of the game. 
o Act – the largest organizational unit of the game, in which 

the parameters of the game context, characters and 
learning objectives are all contained. 

o Scene – a collection of screens that establish the narrative 
arc and pedagogical goals for the player.  

o Screen – an individual page that contains information for 
the player and may or may not require player input. 

o Challenge – the exercise by which a player demonstrates 
proficiency towards a learning objective. 

• Browse game learning objectives at any point of game 
organization, (i.e. Act, Scene, Screen, and Challenge). 

• Preview the content of the game (Screen and Challenge). 
• Add and edit the text of speech bubbles, hints, and feedback. 
• Add, Move, Delete, and Resize game elements (characters, 

props) in the game (Screen). 
• Change the backdrop (Scene). 
• Toggle the display of hints and sound effects associated with 

visual elements (Screen and Challenge). 
• Add, preview, and change sound effects (Screen). 
• Add, preview, and change background audio (Scene). 
• Save changes to the current or new game.  
• Detect, report, and recommend corrections to errors in the 

game. 

C. Interface Design 
A screenshot of the interface design is provided in Fig. 2.  

As one part of the Game Generation module (Fig. 1), the 
preview and visualization capabilities are provided under the 
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Preview tab with an Interactive Display area, Browser, and 
Toolbar. A main Menu provides common features, such as 
file management (load, save, save as, and error checking). 

Using the Toolbar, in the lower left of the interface, a 
designer can add a character, a prop (e.g., furniture, coffee 
cup), or a user interface button. He or she can choose to create 
an information box, hint, conversation bubble, or replace the 
backdrop for a Scene. The toolbar allows one to show/hide the 
icons that indicate a sound effect is present for a game element, 
the learning objectives associated with a Scene or Challenge, 
or any hints that are present. For example, clicking the 
“Character” button in the Toolbar opens the Character Select 
Window, where the user can browse through a collection of 
character options and add one to a Screen or Challenge.  

To guide the designer, access to the toolbar buttons changes 
with the level of game currently being viewed. For example, in 
a Scene, the designer can edit the background. At the Screen 
level, however, changing the background is not an option, so 
that button is disabled and greyed out. All buttons offer a 
similar selection wizard with varying categories for each asset 
type. 

In the Interactive Display area, on the right side of the 
interface, a designer can use the mouse to select a game 
element (character, props) and move or resize it; these same 

selected elements can also be deleted using the delete key. A 
designer can edit the text of generic interaction elements, 
including speech bubbles, information boxes, and game hints. 
A designer can also add, delete, play sound effects. The 
browser is on the upper left of the interface. The designer can 
use the Browser to conveniently and quickly explore the game. 
The tree display allows the user to navigate between the Game, 
organized into Acts, Scenes, Screens, and Challenges. Each 
Act displays its title along with Learning Objectives that are 
included in the underlying Scenes/Screens. The challenge 
screen displays questions as the player would see them, as well 
as the view revealing hints and the intended learning 
objectives.  

Using the main Menu, the designer can manage files (load, 
save, save as) and access the error checking feature. The game 
error checker runs following either loading a game, or clicking 
the “Check XML Errors” menu item. This feature checks the 
game for 63 kinds of errors and presents the results in the 
Interactive Display Panel. Each game error consists of a 
classification, a textual description, and its location in the game 
structure. Depending on its classification, an “Autocorrect” 
button may appear enabled to the right of the error text. 
Clicking this button saves the user from manually editing XML 
to make corrections. 

IV. VALIDATION

The preliminary validation of the SEGMod approach includes a 
prototype tool, which has undergone substantial feature and 
performance testing. Here, we provide a summary of the 
validation effort using Scenario 1 (Amy the 4th grade teacher, 
Section I). The results are presented in two parts, in order to 
simplify the presentation. The first part focuses on interactions 
to explore the learning objectives (Fig. 3); the second to adjust 
some of the play aesthetics (Fig. 4). Both parts begin after the 
designer opens a game and is shown a splash screen with a 
high level summary of any errors found checking it (Fig. 2); 
the designer is offered the “autocorrect” option for errors that 
can be handled by a default operation.  These illustrations are 

  

 
 

 

 

Fig. 2 Interface Design: Menu, Browser, Toolbar, and Interactive Display areas.  

(a) Amy reviews the math game’s 
organization using the tree browser 

(b) Amy checks the summaries of the Learning 
Objectives on an Act by Act basis. 

(d) Amy explores the first Challenge in Act 2, 
Scene 2, Screen 1. 

(e) Amy then looks at the Hints and Learning 
Objectives of the Challenge. 

Fig. 3 Scenario 1 Amy Explores the Game’s Learning Objectives 

Fig. 2.

(f) Amy finally previews two different 
Challenge summary outcomes. 

(c) Amy examines Act 2, Scene 2 to observe 
what learning objectives are entailed. 
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not exhaustive; they are intended to provide a sense of the 
approach and the prototype tool. 

A. Learning Objectives Focus  
In Fig. 3, Amy explores the overall organization of the 

game using the Browser (Fig. 3a), then progresses to explore 
the learning objectives covered in Act 2 (Fig. 3b) and scene 
level (Fig. 3c). She then decides to take a look at the first 
challenge (Fig. 3d), to see the description, question, and 
answer options. Amy then takes a more detailed look checking 
the hints and the learning objectives for the challenge, by 
hovering the mouse over the challenge in the Interactive 
Display area. (Fig. 3e), followed by the feedback options 
presented to the students when they are correct or incorrect 
(Fig. 3f). 

B. Traditional Aesthetics and Game Content Focus 
 In Fig. 4, Amy explores the overall organization of the 

game using the Browser Fig. 4(a) and notices a speech bubble 
looks out of place. She mouse selects the speech bubble in the 
Interactive Display area and drags it closer to the character 
(Fig. 4b and Fig. 4c). Amy prefers the character to be bigger, 
so she mouse selects the character and resizes it in the 
Interactive Display area by dragging the corner of the image 
(Fig. 4d). She then decides to take a look at alternative 
character s and poses by selecting the Character button in the 
toolbar. A wizard is presented, where she has the option to 
select and add a new element (Fig. 4e). She decides to stay 
with the current character by cancelling; then continues on to 
save the work as a new game file (Fig. 4f). 

V. RELATED WORK 
Recent research into the efficacy of SEGs has ranged 

across the spectrum of applications from corporate training [2] 
to human anatomy courses [19]; in some cases this prior work 
has also evaluated corresponding tools for SEG development 
in teaching non-computing students relevant concepts, or in	
  

using SEGs to monitor student learning [6]. In many contexts, 
SEGs have been shown to sustain engaged learning [12], and 
improve users' feelings of competence [24]. 

 Tools such as ARGILE [10] can help domain experts to 

collaboratively develop and annotate the rules of knowledge-
intensive SEGs. Recent Domain Specific Visual Languages 
(DSVL) have proven useful in programming abstract tasks 
ranging from algorithmic behavioral specifications (Vibes 
[14]) to home automation design (Pantagruel [9]). SimSYS 
combines advantages from both of these bodies of work to 
allow experts in other domains (besides SEG development) to 
work with an SEG in a visual programming language. 

A wide variety of development environments for SEGs 
have been proposed [3][8][16][21][25], which focus on 
serious computer science education through the process of 
developing games. The eAdventures Project [20] has produced 
a DSVL for developing serious educational games in other 
fields of study. This is closest in spirit to our own work, 
targeting educators and domain-experts as primary users of the 
tool. Aspects of eAdventures that we consider to be 
predecessors of our own tool include the chapter/section 
structure for previewing story flow, the use of hints as game 
elements, and the ability to transform the visual description 
automatically into a playable game. 

SimSYS differs from eAdventures in the incorporation of 
learning outcomes as an integral part of the game structure, 
rather than as optional annotations. The SimSYS tool 
generates and previews game variants based upon an existing, 
defined knowledge base with explicit learning outcomes and a 
repository of applicable game elements, rather than focusing 
on authoring complex narrative control flow choices from 
scratch. Our goal from the outset is to equip an educational 
tool with a DSVL, as opposed to making a game design tool 
become educational. As a result, assessment is more explicit, 
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Fig. 4  Scenario 1 Amy Explores the Aesthetics and Traditional Game Content 

(f) then Amy saves the updated Math Game 
as a new game.  

(a) Amy happens upon an out of place 
speech bubble in Act 2, Scene 1, Screen 1 

(e) Amy uses the Character Wizard to browse 
and size alternative characters, poses… 

(b) Amy clicks the intended element… (c) …and drags the element to the correct 
spot, releasing the mouse to place it. 

(d) Amy also resizes the on screen 
character. 
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and learning standards are more easily tracked on an 
institutional basis. 

VI. CONCLUSIONS AND FUTURE WORK 
In order to take advantage of the many instructional 

benefits of SEGs, instructors require powerful, flexible 
solutions that can help them to effectively navigate the 
complexity of game development. This then frees them to 
concentrate on the pedagogical goals of the game. The Game 
Generation module, part of the SimSYS Game Development 
Platform, aims to be such a solution, providing a collection of 
approaches to generate and preview SEGs. Unlike other tools, 
our system begins with an educational foundation, and helps 
the instructor to build a high-quality game upon it.  

In this paper, we present SEGMod, a lightweight approach 
for interactively modding SEGs that allows a domain expert 
(but novice game designer) to explore, visualize, listen to, and 
tune specific elements of a game. For example, the designer 
can browse the existing organization and learning objectives of 
a game, in effect its infrastructure, but cannot modify them as 
this requires substantial expertise to maintain the consistency 
of the game. They can, however, modify the aesthetics and 
traditional game play elements, such as changing the backdrop 
or background music for a scene; add, modify, or delete the 
display of characters, props and their sound effects. It is not 
intended to be a broad, comprehensive solution that supports 
modifying every aspect of the game design. Instead, to keep it 
simple and easy to use, we have proposed an approach with a 
relatively modest subset of functionality.  

A prototype tool has been developed as part of the 
validation work; its features and performance have been tested 
and the results are encouraging. A comprehensive usability 
study is needed to fully to evaluate the set of functionality 
proposed, quantifying its strengths and limitations.  
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Abstract— Information and communication technologies might 
help to emergency communities of volunteers to both empower 
community participation and improve their capacity to respond 
to unexpected events. However, designing technology to support 
these benefits places unique visualization challenges that go 
beyond the current state of research on public participation tools 
and related technologies. Empowering these communities 
requires developing representations that enable collaborative 
reflection, promote mutual visibility of volunteers’ efforts and 
sustain a shared view of the community. Similarly, it is necessary 
to create visualization methods that facilitate sense making of 
large, simultaneous and distributed pieces of heterogeneous 
information of different priority levels and with different levels of 
credibility. Accordingly, this paper analyzes these challenges and 
proposes a multi-view, multi-abstraction-level visualization 
approach to address them. In particular, it combines time-
oriented visualizations, space-filling visualization techniques, 
interaction mechanisms and coordinated maps to support 
community participation as well as collaborative and individual 
sense making. The application of these visualization techniques is 
discussed through the development of a set of design prototypes.  

Citizen participation; communities of volunteers; emergency 
management; sense making; visualization techniques 

I.  INTRODUCTION 
The field of emergency management has been evolving 

over time to adapt to the complexity of disasters associated to 
modern societies. Originally, emergency management was 
based on rigid and bureaucratic command-and-control 
approaches in which responsibilities were exclusive of experts 
and governmental actors. Nowadays, emergency management 
is gradually moving from this traditional model to a more 
collaborative and social one that recognizes the importance of 
the participation of other actors such as non-profit 
organizations, volunteer groups or even citizens [32]. In this 
context, communities of volunteers are considered a 
fundamental asset to face crisis situations within this field [4]. 
Communities of volunteers are groups of individuals who 
altruistically collaborate with official emergency organisms and 
corps and who have accredited skills and knowledge valuable 
in specific crisis situations. 

Current technological advances on mobile and social 
computing might empower these communities of volunteers to 

participate more actively and to receive additional information 
from external sources of data [19]. Communities are not 
isolated structures [33]; they need to complement their 
perspective with other sources and including citizen-generated 
data in their perspective might contribute to take profit from the 
potential of citizens as natural information seekers [24]. For 
this to be possible, some design challenges need to be 
addressed, which can be classified into: (1) community issues – 
emergency communities are complex social structures that 
require to deal with difficult concepts such as membership [23], 
collaborative discussions [30], or awareness [10]; and (2) sense 
making issues – emergency communities need to make sense of 
the emergency information to make well informed decisions. It 
brings to the forefront the need of enable collective reflection, 
promote mutual visibility of volunteers’ efforts, and sustain a 
shared view of the community. It also highlights the necessity 
of integrating multiple, large-scale data, including citizen-
generated data as well as simultaneous pieces of information of 
different priority levels and at various geographic locations. 
Furthermore, each piece of information may come from many 
different roles of citizens according to their level of credibility 
[12]. 

To address these challenges, this paper presents a multi-
view, multi-abstraction-level visualization approach aimed at 
assisting both community participation and sense making 
activities. We utilize visualization because it can provide varied 
and richer ways to perceive the community activity and, 
contribute to improve emergency awareness. In particular, this 
approach combines time-oriented visualizations, space-filling 
visualization techniques, interaction mechanisms, and 
coordinated maps as main visualization mechanisms. This 
approach provides a flexible, interactive way for volunteers to 
explore both community and emergency information.  

The remaining of the paper is structured as follows. Next 
section first provides an overview of the areas of communities 
of volunteers, citizen participation, and information 
visualization. Then, it discusses related work on public 
participation tools across application domains. Section four 
analyzes these design challenges and proposes different 
visualization techniques to address them. It illustrates the 
application of these techniques through a set of design 
prototypes. It also presents a usage scenario of these prototypes 
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and the insights that they can afford. Finally, some conclusions 
are drawn.    

II. BACKGROUND 
As it has been previously identified, the design of 

technologies that assist community activities involves design 
challenges related to both community features and citizen 
participation. Accordingly, this section first reviews literature 
on communities and citizen participation in emergency 
management. Secondly, it examines the role of visualization as 
a potential tool to support community participation and sense 
making. 

A. Communities: a Structure to Empower Citizen 
Participation 

A community is defined as a group of people who share 
common concerns, interest or practices, and who interact 
frequently becoming socially interdependent [6]. Community 
members evolve into a social unity whose goals rely on the 
cooperation with other members. A community emerges 
around a communal identity that includes “common values, 
norms, rules, goals, and so on” [17]. Furthermore, community 
members need to share a feeling of membership and attachment 
with the community and its identity. This is what is being 
conceptualized as “sense of community” [23], which has a 
positive influence in volunteer’s involvement and participation 
[7]. The sense of community defines a community using four 
dimensions:  

• Membership. This dimension refers to the feeling of 
identification with the community. It involves 
boundaries that determine who is part of the 
community. 

• Influence. This bidirectional dimension is defined as 
the sense of having influence or being influence by the 
community. 

• Integration and fulfilment of needs. This dimension 
corresponds to the feelings of being supported by 
members of the community while also supporting 
them. 

• Shared emotional connections. This dimension refers 
to the interactions between community members that 
conform a shared history in the community [23]. This 
history is considered an important source of cohesion 
for community members.  

Similarly, Carroll and Rosson [10] propose another 
conceptual model of community composed by three facets: 
identity, participation and awareness, and support networks. 
Identity is built through shared experiences and it enables the 
feeling of membership and belonging to a community. 
Participation and awareness transform identity into visible 
activities. Staying aware of community activity is considered 
also a form of participation. Finally, participation and 
awareness requires multiples forms of supporting network in 
which members with different roles can interact between them. 
Due to all these complicated social and psychological facets, 
building communities a non-trivial issue.  

Communities are considered powerful structures to channel 
and empower citizen participation [15]. They provide spaces 
for interaction that contribute to develop a sense of purpose and 
belonging, a feeling of being part of something [23]. In this 
way, citizens could feel that their participation counts and has 
an influence beyond their role of information seekers, moving 
upwards in the participation ladder [2]. This helps thus to foster 
community participation [7] and transforms isolated citizens 
into work partners that exert a real participation. 

B. Citizen Participation in Emergency Management 

Citizens from local and surrounding areas are the first 
responders in case of an emergency warning or disaster [24]. 
Participation of citizens in these situations can take a variety of 
forms such as providing first relief, helping in searching and 
rescuing activities, etc. Citizens, who have been characterized 
as information seekers [24], are a valuable source of 
information [25], particularly now that social networks and 
mobile computing allow them to capture and disseminate 
information quicker and broader than ever.  

However, citizens are a heterogeneous crowd composed by 
people with diverse skills and capabilities to inform about and 
evaluate the situation. Keeping with this reality, a model of 
ecology of participants in emergencies has been defined in [12] 
as the basis to design technologies adapted to different roles of 
participation. This model conceptualizes citizen participants in 
five different roles: citizen, sensor, trusted sensor, node, and 
agent. As an example of this conceptualization, while a citizen 
who sends a tweet on a warning is considered a sensor, a 
volunteer enrolled in an organization, who has accredited 
experience, is considered a trusted sensor. This latter means 
that his data can be directly processed because is reliable from 
the point of view of the authorities in charge of the emergency 
management protocol. 

C. Visualization for Sense Making and Community 
Participation 

Visualization is formally defined as “a graphical 
representation of data or concepts, which is either an internal 
construct of the mind or an external artifact supporting 
decision-making” [31]. Considering its external nature, 
DiBiase [13] distinguished two purposes of visualization: 
assisting sense making in the private domain and facilitating 
visual communication in the public domain. Sense making is in 
turn defined as “the cyclical process in which humans collect 
information, examine, organize and categorize that 
information, isolate dimensions of interest, and use the results 
to solve problems, make decisions, take action, or communicate 
findings” [21]. Visual communication has been defined as “the 
conveyance of ideas and information in forms that can be read 
or looked upon” [29].  

He also pinpointed the important role of visualization tools 
as a medium to enhance group communication. Studies in 
collaborative intelligent analysis have shown that visualization 
techniques can help people to rapidly comprehend complexly 
tangled information in emergency situations. More recently, 
Convertino et al. [11], have studied that these techniques can 
increase the quality of the group reasoning by reducing 
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judgment bias in collaborative conditions. The use of 
visualization can influence the level of participation of the 
members and the information sharing process during 
community decision-making [35]. As an example, shared 
visualizations can help working groups to communicate more 
effectively by externalizing the communication process [14]. 
We posit that proper visualization techniques can be used to 
enhance the capabilities of communities of volunteers in 
emergency management. On the one hand, they can provide 
varied and richer ways to perceive the community activity and, 
on the other, they can contribute to improve emergency 
awareness particularly when heterogeneous and multiple 
sources of information are combined. 

III. RELATED WORK

Emergency management is not the only application domain 
in which visualization mechanisms have been used to empower 
public participation. This section reviews this application not 
only within the emergency management domain but also within 
other application domains such as policy-making, law or 
education. 

Due to their capability to facilitate complex human 
activities involving the use and organization of geo-spatial 
information, geo-visualization tools have been the most applied 
instruments for representing citizen information in emergency 
management. This application has lead to the concept of Crisis 
Mapping [22], which can be defined as "the display and 
analysis of data during a crisis, usually a natural disaster or 
social/political conflict”. Examples of crisis mapping tools can 
be found in most phases of emergency management such as 
The Wired1 for the preparedness phase, Usahidi Project2 as a 
very well known tool for the response phase, or OCHA3 (Office 
for the Coordination of Humanitarian Affairs) for the 
recuperation stage. Fig. 1 shows the Usahidi map used during 
the Haiti Earthquake in 2010. One benefit of these crisis-
mapping tools is that they can increase the situation awareness 
of a crisis situation, since they display interactive maps of 
public information reported by citizens either remotely or from 
the site of the crisis. However, as a downside, they do not make 
any distinction between roles of citizens according to their 
level of credibility. 

CSAV (Computer-supported Argument Visualization) 
mechanisms have been used successfully in the domains of 
policy-making, law or education. They can be defined as 
“visualization applications for helping people to participate in 
various kind of goal-directed dialogues in which arguments are 
exchanged” [1]. Well-known examples of CSAV tools are 
Carneades [16] or Araucaria [27], which aim to help both 
citizens and government officials take part more effectively in 
dialogues for assessing claims. Fig. 2 shows an example of an 
argument displayed as a directed graph on the Carneades user 
interface. They provide services for constructing arguments 
from formal models of legal concepts, and for evaluating and 
comparing arguments, through node-link graph views. They are 
mainly focused on presenting complex information in an 
organized and easily accessible way. 

1 The Wire, http://www.depiction.com/ 
2 Usahidi Project ,http://www.ushahidi.com/ 
3 OCHA, http://www.unocha.org/ 

Figure 1.  The Usahidi map of Port-au-Prince during the Haiti Earthquake in 
2010 

Figure 2.  Example of an argument displayed in Carneades 

The above summary shows that although visualization is 
regarded as a powerful tool for empowering citizen 
participation, most existing tools mainly focus on displaying 
citizen information in a comprehensible way. There is still very 
limited support for both encouraging the involvement of 
citizens through communities and considering the 
heterogeneous nature of citizen’s information. Moreover, these 
tools still have limitations when high volumes of information 
are considered. For example, in the case of CSAV tools, they 
face overlapping issues if large-scale argumentation maps need 
to be displayed.  

IV. ASSISTING COMMUNITIES OF VOLUNTEERS THROUGH
VISUALIZATION 

Keeping with the potential of visualization to support sense 
making and community participation, this section proposes a 
visualization approach to enhance the capabilities of 
communities of volunteers through visualization mechanisms. 
The scenario to illustrate this approach is the participation of 
communities of volunteers in early warning activities that is a 
typical contribution in this domain. Communities of volunteers 
make up a monitoring network that tracks emergency warnings 
declared by emergency managers in an early stage. Volunteers 
act then as human sensors, collecting and sharing information 
about their evolution, the so-called Volunteered Geographic 
Information (VGI). As communities, volunteers can also 
collectively reflect upon this information, thus emerging a 
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collective picture of the warning that will be analyzed by 
emergency managers and corps to understand the situation and 
give a better response. Examples of this type of communities 
are the “Australian Early Warning Network” (EWN), the 
“Amateur Radio Emergency Service”, or the Spanish 
“REMER” (Red Radio de Emergencias). 

The following subsections describe both the core design 
challenges to be addressed; and the visualization and 
interaction techniques used by our visualization approach 
through design prototypes implementation. Finally, a usage 
scenario of how these prototypes might be used to assist 
volunteers in early warning activities is provided. 

A. Design Challenges 
Based on the previous characterization of both citizen 

participation and communities in emergency management, a set 
of design challenges can be identified. These challenges can be 
classified into two main categories: community issues and 
sense-making issues.  

Regarding community issues, the following design 
challenges have been determined analyzing the literature and 
studying communities of volunteers in Spain [20].  

DC1. Shared view of the community history. Sharing a 
history is a fundamental source of cohesion for community 
members. Indeed, being aware of the activities performed in 
the community space is also a form of participation. For this 
reason, it is important to provide a comprehensive and 
understandable view of the community that allows members to 
navigate across its history over time. 

DC2. Community reflection. Communities are social 
structures that need to collectively reflect upon shared ideas, 
resources or situations. Reflection involves participating in the 
community discourse not just by contributing but also by 
commenting or evaluating existing contributions. Therefore, 
supporting community work should assist the collaborative 
exchange of information and facilitate collective reflection.  

DC3. Mutual visibility. A community achieves real 
participation when member’s contributions become visible and 
thus are taken into account. Making clearly visible this 
investment contributes to increase engagement and generate 
reliability. Accordingly, it is required to ensure visibility of 
volunteer’s participation and investment within the community. 

The design challenges regarding sense-making issues are 
the following. 

DC4. Scalability. The volume of community and citizen 
participation can vary across crisis situations: the numbers of 
tweets published, the number of messages sent through 
smartphones, etc. Therefore, visual representations for 
community information are required to scale from low volumes 
of information to very high ones. 

DC5. Role distinction. People with diverse skills and 
capabilities compose the crowd of citizens who can provide 
different types of information through different technological 
platforms and with different level of credibility. Thus, it is 
necessary to allow the distinction of information across roles of 
participants.  

DC6. Spatio-temporal interrelationships. Community 
volunteers need to track emergency warnings and foresee their 
evolution across both time and geographical locations in order 
to support a better response to a situation. Accordingly, 
enriching community information with citizen participation 
should allow extracting spatio-temporal interrelationships 
between these two sources of information. 

DC7. Details-on-demand. Not all emergencies require the 
same degree of response or attention, and each incident should 
be evaluated on a case-by-case basis. Therefore, it is required 
to provide flexible navigation and interaction to volunteers 
across information. 

B. Design Prototypes 
The following subsections describe the implications of our 

visualization approach in terms of visualization techniques 
according to the design challenges previously defined (DC1 to 
DC7), grouped in community issues and sense-making issues. 
In order to better illustrate our approach, a set of design 
prototypes was implemented using WPF 4  technology 
(Windows Presentation Foundation). 

1) Supporting Community Issues 
In order to support community issues, it is required that 

volunteers can access and collective reflect upon the 
information and items handled at the community scope. As 
shown the design prototype of Fig. 3, with the purpose of 
providing a shared view of the community history (DC1), an 
interactive-annotated timeline is proposed. Through the use of 
this technique, community volunteers can navigate among 
different records that describe the community activity across 
time, therefore assisting a temporal understanding of the 
community activity. These records are represented as labels. 
Trying to facilitate distinction across records, each of these 
labels is framed with different colors according to the nature of 
the record including warnings, events, resources, discussions, 
etc. Hovering the mouse over a label provides an extended 
summary of the most interesting information about the record. 
By clicking on it, a volunteer can access to the entire 
information about the record. In this way, community 
volunteers can progressively narrowing down the information 
and focusing on those records of interest. 

 
Figure 3.  Interactive-annotated timeline for assisting community history

                                                             
4 WPF, http://msdn.microsoft.com/es-es/library/ms754130.aspx 
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Figure 4.  Treemap-based visualization for community reflection 

Community reflection (DC2) must allow volunteers to 
initiate topics for collective discussion. This is mainly 
supported by a combination of diverse visualization and 
interaction techniques. First of all, volunteers can classify 
initiated discussions by using tagging mechanisms. These 
discussions are then displayed in a treemap-based visualization 
[34] in order to easily identify which of them are having more 
impact on the community (see Fig. 4). This treemap can be also 
adjusted by using direct dynamic filtering controls in order to 
allow determining the discussion topics of interest according to 
the number of discussions topics classified under such tag. 
Each tag is then divided in smaller rectangles, which represent 
the discussion topics, sized according to the number of 
comments associated to the discussion. Once a discussion is 
selected, all the comments of this discussion topic are displayed 
in detail on a list view. In this view, volunteers can explore 
these comments and contribute not only by sending multimedia 
or textual comments but also by rating existing contributions. 
This rating mechanism will help to identify relevant 
contributions [8] and promote a sense of efficacy [26]. In 
particular, each tag is then divided in smaller rectangles, which 
represent the discussion topics, sized according to the number 
of comments associated to the discussion. Once a discussion is 
selected, all the comments of this discussion topic are displayed 
in detail on a list view. 

Figure 5.  Individual performance bar for mutual visibility 

In this view, volunteers can explore these comments and 
contribute not only by sending multimedia or textual comments 
but also by rating existing contributions. This rating 
mechanism will help to identify relevant contributions [8] and 
promote a sense of efficacy [26]. 

Finally, supporting mutual visibility (DC3) involves 
making visible member’s identity for the community. It is 
supported by a design prototype divided into two views: a 
general list of members and a detailed profile area. The list of 
members goes over the community members by displaying his 
name, last personal state, and an individual performance bar 
(see Fig. 5). This bar represents a summary of the quantity and 
quality of member contributions based on the collective rating 
of his community partners. The length of the bar depicts the 
quantity of contributions of each member, while the color 
indicates the quality of these contributions. More specifically, 
the green color represents the proportion of contributions rated 
mostly positively; the red color encodes those contributions 
rated mostly negatively; and the white color those contributions 
that cannot be classified because either there is not a minimum 
agreement with their quality or they have been not rated yet by 
sufficient number of members. By clicking on a particular 
member on the general list, the detailed profile area displays all 
the information related to the selected member. Content of 
these profiles is grouped into personal information such as 
name, age or interests; professional information including 
experience, skills, and background; and community 
information such as community investment and trajectory. 

2) Supporting Sense-making
In order to achieve a better understanding of the 

emergencies tracked by the community, volunteers can take 
advantage of the information provided not only by other 
volunteers but also by citizens.  
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Figure 6.  Design prototype for supporting sense-making divided into two main views: Overview (framed in purple) and Detail (framed in orange) 

Aiming at assisting this purpose a design prototype have 
been developed. As shown in Fig. 6, it is divided into two main 
views: Overview (framed in purple), and Detail (framed in 
orange). Overview and detail interfaces have been recognized 
as effective for coping with scale and complexity (DC4). They 
allow the user to explore the content methodically, jump 
around, compare, and contrast [9]. Following paragraphs 
describe the main constituents of these two views. 

The Overview view provides an overall representation of 
the geographical distribution of warnings and responses 
provided by volunteers and citizens, as well as their evolution 
in time (DC6). In particular, this information is provided by 
means of a combination of a variety of visualization and 
interaction techniques. A geographical map displays warnings 
and responses in their geographical position. As it was 
mentioned before (see Section III), geographical maps facilitate 
complex human activities involving the use and organization of 
geo-spatial information. In this geographical map, warnings 
declared by official agencies are encoded as areas. Responses 
to these warnings are represented in the map making use of 
different visual marks to distinguish between roles of citizens 
including icons for volunteers’ responses and colored circles 
for citizen information (DC5). For volunteers’ responses, it 
also uses a three-color scale for encoding different levels of 
priority according to damages. Three or four priority levels are 
generally recommended [28]. Using too many priority levels, it 
might lead to situations where higher-priority problems could 
be delayed too long. This color scale allows assessing response 
priorities, and therefore developing a better coordination of 
resources. In particular, it applies red for the highest level of 
priority, orange for the middle level, and yellow for the lowest 
one. For citizens’ responses, blue circles are used for encoding 
citizen information reported through mobile applications such 

as SafetyGPS5. Green circles are used for citizen information 
reported from social networks such as Twitter or Facebook. 
This map also provides a set of layers that organizes the 
previous information in categories and supplies additional 
information (DC7). These layers thus can be turn on and off by 
interest and are divided into two main groups: community 
information, which classifies all the previous warnings and 
responses; and contextual information such as weather 
forecasting or traffic levels. Layering seeks to avoid 
overloading the available space on the map as well as the user’s 
cognitive abilities. Furthermore, aiming at avoiding 
overlapping issues to high volumes of simultaneous citizen 
information, it sets the size of circles to show the aggregate 
value of the citizen participation (DC4). Finally, a double time-
slider is provided in this map in order to allow understanding 
the temporal evolution of warning and responses. To high 
volumes of community information, it allows to delimit the 
information range at will supports the experience of 
exploration (DC7). 

The second graphical element is a heatmap-based table that 
shows an overview of the level of participation of both 
volunteers and citizens over time. In this table, higher levels of 
participation are represented by darker colors on each cell and 
lower levels of participation by lighter ones. It facilitates the 
visualization and comparison of participation at a certain time 
interval. It is also highly coordinated with the geographical 
map through both the double time-slider and brushing and 
linking mechanisms [5]. According to previous research in 
information visualization [3], showing several coordinated 
views provide useful high information density in context. In 
this way, it allows to extract spatio-temporal interrelationships 
between sources of information, without letting lose track of 

                                                             
5 SafetyGPS, http://www.safetygps.com/ 
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the current position of the data (DC6). In particular, the 
horizontal axis represents a time interval, which can be 
adjusted by using the double time-slider. Consequently, the 
information displayed on both elements, the geographical map 
and the heatmap-based table will be the same. The vertical axis 
represents different roles of citizens including community 
volunteers and citizens reporting information through different 
platforms such as mobile applications or social networks. In 
order to keep consistent across views; the same previous colors 
are used in this visualization excepting for volunteers’ 
information, which is represented by a gray-scale to sum up the 
three levels of priority. Accordingly, icons and colored circles 
on the geographical map are clickable, which form dynamic 
queries whose matching set is immediately shown in the 
heatmap-based visualization. This heatmap-based visualization 
will be updated each time new relevant responses come. 

In order to support a flexible navigation and interaction 
across information, the Detail area provides additional views, 
tightly coupled with the geographical map (DC7). According 
to the item selected through this map, a different detailed view 
is displayed (see Fig. 7 and 8). Therefore, this map can be 
characterized as a visual index to navigate through several 
levels of detail. Showing both several coordinated views and 
different levels of detail provide useful high information 
density in context. Each detailed view resides in a separate 
panel. In particular, a bar graph (shown at Fig. 7) is displayed 
if citizen information reported through applications, encoded as 
a blue circle, is selected. It shows comparisons among types of 
citizen responses. The horizontal axis shows a set of types of 
responses, which can inform about fires, accidents, need of 
emergency care and so on. The vertical axis represents the 
quantity of responses of each type. Selecting on a particular bar 
shows text lists of responses classified under the type selected. 
The rest of the bars are adjusted by substituting their color with 
a gray scale fill. It helps to focus on a subset of interest, while 
the general context of the data is preserved.  

A streamline graph [18] is displayed (shown at the Detail 
view in Fig. 6) if citizen information provided from social 
networks, encoded as a green circle, is selected. This graph 
reveals the most relevant topics reported by citizens through 
social networks over time. The total participation is shown by 
the varying heights the stripes reach over time. The horizontal 
axis represents time and each stripe represents a relevant topic. 
The thickness of a stripe shows the number of messages related 
to this topic in the given time period. The color encodes a 
topic. When a stripe is selected, messages related to the topic 
are shown below the graph. As in the bar graph, the rest of the 
stripes are adjusted by substituting their color with a gray scale 
fill. 

Finally, if a specific community volunteer response, 
encoded as a colored icon, is selected, it displays a textual view 
of the response information (shown at Fig. 8). In particular, it 
includes a summary of the respondent, textual and multimedia 
information related to the response, rating information from 
other volunteers, and the set of comments sent by other 
members. Both rating information and comments pursue 
generating reliability on the response. 

 
Figure 7.  Detailed view for citizen information reported through applications  

 

Figure 8.  Detailed view for a specific volunteer response  

C. Usage Scenario 
Consider the case of a community of volunteers tracking a 

heavy rain emergency warning declared for the Madrid area.  
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Figure 9.  Inspecting the interactive-annotated timeline 

Given these circumstances, a volunteer would like to 
understand relevant information to the situation in order to both 
make well-informed decisions and inform authorities 
facilitating a better response. 

The volunteer begins by navigating through the interactive-
annotated timeline (see Fig. 9). Upon visual inspection, he 
notices that a warning has been active for the past few days. By 
hovering the label corresponding to the warning record, he can 
characterizes it as a high-level priority one. Similarly, he can 
perceive that there have been several recent contributions to 
this warning by other volunteers of the community. For this 
reason, he decides to get further information about both its 
spatial and temporal context and the magnitude of the situation. 
With this purpose, he clicks on such label in order to display a 
geographical map that represents warnings and responses in 
their geographical position. As mentioned before, a warning is 
represented in the map as a circular area. Within this area, he 
can explore both community responses, displayed as colored 
icons, and external citizen-generated information, displayed as 
colored circles (see Fig. 10). He also can make use of the 
double time-slider in order to understand their temporal 
evolution. In particular, the time period of interest is configured 
to the last twelve hours. Thanks to this mechanism, he can 
understand that both other volunteers and several citizens at 
Madrid center have reported several responses related to the 
warning. Moreover, given the coordination between the time 
slider and the heatmap-based table, he is able to perceive that 
participation levels have been higher in the last two hours. In 
particular, he can characterize social networks as the most 
active channel of participation (see Fig. 11). 

Figure 10.  Understanding warning evolution through the Geospatial map. 
(Time-slider comprises last twelve hours of the warning) 

Figure 11.  Perceiving levels of participation by using the Heatmap-based 
table. 

Figure 12.  Understanding warning evolution through the Geospatial map. 
(Time-slider comprises last two hours of the warning) 

However, prior to analyze these high volumes of information 
coming from social networks, he decides to explore the 
information provided by the community volunteers. In contrast 
to the information provided by social information coming from 
social networks, these responses can be characterized as more 
structured and reliable information. For this end, he updates the 
time-slider period from the last twelve hours to the last two 
hours. Similarly, he makes use of the map layers in order to 
specify the display on the map of just volunteers’ responses 
(see Fig. 12). Based on this customized view of the warning-
related information, he can perceive that during this two-hours 
period most of responses have been reported from Madrid 
southwest area. In particular, he identifies a set of high-level 
priority responses referred to personal injuries. He decides 
consequently to focus on one of them by clicking on the 
corresponding icon. As a result, a more detailed view is 
displayed, which shows a summary of the respondent’s profile, 
a textual and multimedia description of the report information, 
and a set of comments provided by other members. The textual 
description explains that several pieces of a building cornice 
fell down, causing injuries to citizens passing by the building. 
The multimedia description includes different pictures that 
display the current state of the building. Aiming at knowing the 
reliability of the respondent, he decides to access to the 
respondent’s profile. According to the individual performance 
bar (see Fig. 13), it seems that most of the contributions of this 
respondent have been rated positively. Consequently, the 
volunteer can characterize this response as a reliable piece of 
information. Similarly, by exploring the comments associated 
to this response, he perceives that some members have been 
discussing about the number of injured citizens provoked by 
this event. According to these comments, the number of 
slightly injured citizens varies from ten to fifteen citizens and 
none of them is severely injured. He therefore gets a better idea 
of the seriousness of this situation. Nevertheless, given the 
previously identified high-level of citizen participation through 
social networks, he wants to explore further such information 
and identify if there are relationships with the volunteers’ 
responses. 
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Figure 13.  Checking realiability of the respondent through his Individual 

performance bar 

With this goal in mind, the volunteer makes use again of 
the map layers in order to specify the addition to the map of 
citizen-generated information. In this new view of the map, he 
can observe that there exists a big green circle, located at 
southwest Madrid, which represents a high volume of citizen-
generated messages. Given the geographical proximity to the 
previous high-level priority volunteers’ responses, he clicks on 
this circle in order to get a more detailed view. This action 
displays a streamline graph that shows the discussion over time 
for the topics most relevant associated with the warning (see 
Fig. 14). By clicking on the widest stream of this graph, 
encoded in green and tagged as “power outages”, he can 
explore the messages and multimedia content associated to this 
topic. After exploring them, he discovers that the cornice 
falling has lead to electrical damages in such street. The risks 
associated to an extended loss of electrical power in that area 
makes this information particularly relevant to be 
communicated to authorities.  

 
Figure 14.  Understanding most relevant topics in Social Networks channels 

by using the Streamline graph 

 

V. CONCLUSIONS 
Visualization has proven its worth over time as a relevant 

instrument to assist sense making and enhance group activities. 
In keeping with this importance, this paper envisions a 
visualization approach aimed at empowering communities of 
volunteers focused on early warning activities. The techniques 
here proposed seek to enhance community participation and 
facilitates sense making of emergency situations by integrating 
external citizen information. The design prototypes show how 
using elements such as space-filling or interactive time-
oriented techniques could assist collective reflection and 
community visibility. In terms of facilitating sense making, this 
solution must deal with large pieces of information from a 
variety of sources with different levels of credibility. The 
proposed visual approach copes with these issues by utilizing 
coordinated maps and different levels of information 
abstraction. It also provides a number of design ideas that could 
be employed by others working on similar problems or even in 
different domains containing similar design issues. 

Further work will be focused on evaluating the design 
prototypes proposed in this paper. However, it has to be 
considered that technologies for EM cannot be tested in 
complex real situations where agencies and corps are not 
willing to try new technologies but to be as efficient as possible 
applying the procedures they are familiar with. For that reason, 
an evaluation under controlled settings could prove valuable. 
Volunteers of communities supporting early warning activities 
could interact with the design prototypes on a set of pre-
defined and realistic scenarios. Afterwards, we would like to 
explore their perception about the usability of the design 
prototypes as well as the usefulness as an instrument to support 
community activities. 
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Abstract

In this paper we exploit a volunteer-based information
paradigm for archaeological aims. In particular, we present
PetroAdvisor, a system supporting several fundamental ac-
tivities to digitally preserve petroglyph sites. The system
also uses a rewarding strategy in order to stimulate people
participation to the project, so that those entering useful in-
formation gain free archaeological data, tips on excursions
and tours, opinions and rating from previous tourists, and
so forth. User provided information typically consists of
petroglyph pictures, descriptions, and several useful meta-
data, such as geo-referenced information, petroglyph con-
tours, and so forth, empowering the work of the archaeol-
ogists, and enabling them to tackle technology shortfalls.

1. Introduction

In the last years, the World Wide Web has been used as
a means to stimulate knowledge sharing and collaborative
work, also letting people launch new models for developing
services. This paradigm is generally referred to as “crowd”
followed by a term identifying the aim of the service, e.g.,
crowdsourcing and crowdfunding. Moreover, a crowd ser-
vice permits to gain information, money, or other services
by leveraging the strength of the participating web commu-
nity.

The World Wide Web has become one of the most pow-
erful medium to start collaborations and to tackle prob-

lems that would otherwise be simply unmanageable. Nowa-
days, there are already meaningful examples of services
provided by means of people combining their resources
on the Web. These include the world’s largest knowledge
base Wikipedia1, several complementary services for GPS-
assisted navigation, such as Waze2, and the emergency co-
ordination platform Ushahidi-Haiti, which has been used to
coordinate disaster response after the 2010 Haiti earthquake
[14]. This new way of providing services is commonly re-
ferred to as crowdsourcing [9, 16], and it may be adapted
to gather information while solving real problems in sev-
eral application domains. One of the problems that may
arise in crowdsourcing is due to possible conflicts among
the data provided by the crowd. Moreover, there are con-
texts in which few people have the knowledge necessary
to provide reliable data. As an example, this happens in
the context of geographic information, where the process of
gathering information from users is known as volunteered
geographic information (VGI) [12].

The aim of this work is to exploit the volunteered geo-
graphic information paradigm for several archaeology ac-
tivities. In particular, we address issues related to the explo-
ration of archaeological sites, in order to derive a complete
map of carvings, and digitally capture their images. Indeed,
rock carvings represent an invaluable cultural and natural
heritage, since they are often located in wonderful natural
sites and represent an irreplaceable resource for understand-
ing our history [6, 11]. Unfortunately, they are constantly
exposed to weathering and vandalism, and it is up to hu-

1https://www.wikipedia.org
2https://www.waze.com
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manity to preserve them for future generations [2]. More-
over, site exploration and carving cataloguing is a complex
and expensive work, which cannot always be completely
supported only by domain experts, such as the archaeolo-
gists. For this reason, VGI appears to be a promising road
to explore [1]. In fact, the growing will of people to partici-
pate in this kind of projects, together with the capillarity of
smartphones, tablets, and wireless connections promises to
increase the possibility of having fully mapped sites [10].

In this paper, we present PetroAdvisor, a system support-
ing archaeologists in the digital preservation of petroglyph
sites. In particular, the user provided information gathered
by PetroAdvisor consists of petroglyph pictures, their con-
tours, descriptions, comments, ratings, geo-referenced in-
formation, and so on. This way of collecting data not only
reduces the necessity of man power, but it also allows ar-
chaeologists to tackle several technology shortfalls, such
as the automatic segmentation and identification of petro-
glyphs within pictures [27].

However, in order for a VGI-based strategy to be suc-
cessful, it is necessary to stimulate the participation of peo-
ple in the data collection process. To this end, we use a
rewarding strategy based on a “do ut des”: users entering
useful information gain free tourist services, e.g., archaeo-
logical data, tips on excursions and tours, opinions and rat-
ing from previous tourists.

Finally, the main objectives of PetroAdvisor are (i) to
map, collect, and analyze carving data for digitally preserv-
ing petroglyphs, also yielding new research opportunities,
(ii) to collect user provided information useful for automat-
ing petroglyph recognition, and (iii) to reward tourists with
information guiding them during their visits to petroglyph
sites.

The remainder of the paper is organized as follows. Sec-
tion 2 introduces background information on rock art ar-
chaeology and provides motivations of this research. Suc-
cessively, Section 3 shows some details about PetroAdvisor
system design and architecture, with particular emphasis on
the actors and their functionalities. Some examples of us-
age scenarios from both user and archaeologist points of
view are described in Section 4. Section 5 provides a dis-
cussion of works related to the proposed system. Finally,
conclusion and future works end the paper in Section 6.

2. Context and Motivations

Our work falls in the domain of rock art archaeology,
where we worked with prehistorian archaeologists involved
in the study of rock carving sites. In what follows we intro-
duce basic knowledge about rock art and the motivations of
this work.

2.1. Rock Art Archaeology

Rock art is a term coined in archaeology for indicating
any human made markings carved on natural stones [4].
Most of the symbols concerning rock art are represented
through petroglyphs, which are created by removing parts
of a rock surface by incising, picking, carving, and abrad-
ing. They are among the oldest forms of art known to hu-
mans. Indeed, although early petroglyphs have traditionally
been related to the appearance of modern humans in Eu-
rope, recent work has shown that they were created much
earlier, that is, about 77,000 years ago in South Africa [15].

Usually the archaeologists working on a rock art site col-
lect petroglyphs, classify them based on shape, and define
dictionaries. Although it is not possible to give precise in-
terpretations to petroglyphs, archaeologists have proposed
many theories to explain their meaning, e.g., astronomical,
cultural, or religious [26]. For example, Figure 1(a) and
1(b) show the pictures of two petroglyphs interpreted as a
Christ [2] and the stellar cluster of Pleiades [11], respec-
tively, while Figure depicts a digitalized relief interpreted
as a priest making water spout from the water basin [6].

In order to digitally preserve, study, and interpret these
artifacts, the archaeologists have created repositories con-
taining heterogeneous information, like pictures, 3D im-
ages, textual descriptions, GPS coordinates, black and white
reliefs, and so on. The exponential growth of these reposi-
tories and the high dimensionality of the stored data chal-
lenged rock art archaeologists to make deep analysis on
them [8]. However, such analysis would never be complete
without the contributions of volunteers, due to the amount
of necessary work, and to technological limits, especially in
the image processing domain. Indeed, although in the re-
cent years several image recognition approaches have been
proposed for automating the segmentation and classification
of petroglyphs [7, 23, 27], their accuracy is not satisfactory.

To witness the relevance of the above mentioned prob-
lems, the European Community, together with other fund-
ing agencies, are financially supporting several research
projects in this domain, such as Prehistoric Rock Art Trail3

and 3D-Pitoti4. Among them, the IndianaMAS project
[20], supported by Italian Minister of Education, involving
our computer science research groups from Universities of
Genoa and Salerno, together with archeologists from Lab-
oratoire dpartemental de Prhistoire du Lazaret in Nice and
from the Italian Superintendence of Cultural Heritage. The
project aims to promote the awareness and the preservation
of rock art, and to support archaeologists in their investi-
gation activities. To this end, we are developing a plat-
form that integrates and complements the techniques usu-
ally adopted to preserve cultural heritage sites. The plat-

3http://www.prehistour.eu
4http://3d-pitoti.eu/
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form exploits ontologies to provide a shared and human-
readable representation of the application domain [13], in-
telligent software agents to analyze the digital objects anal-
ysis and to perform reasoning and comparison activities on
them [17], together with standard tools and technologies for
Digital Libraries to manage and share digital objects. Indi-
anaMAS provides the means to organize and structure pet-
roglyph data in a standard way, supplying domain experts
with facilities for issuing complex queries on the data repos-
itories, making assumptions about the lifestyle of ancient
people.

2.2. Motivations

Archaeologists and interested tourists frequently visit
prehistoric rock art sites. By exploiting the advances in
digital photography they can examine and investigate the
petroglyphs without traveling, e.g., by highlighting the pet-
roglyphs in the image and analyzing their locations, sizes,
and orientations.

Unfortunately, there is no robust, automatic segmenta-
tion algorithm capable of determining the exact shapes and
spatial locations of petroglyphs from rock art pictures [27].
In particular, the exact boundaries of petroglyphs are hard
to identify also due to the direction of the light [23]. There-
fore, rather than solely relying on developing new and bet-
ter algorithms to handle such tasks, we propose to exploit
volunteered-based solutions, so as to benefit from the con-
tributions of an external community of people. In particular,
with respect to petroglyph segmentation, we ask humans to
trace the petroglyph contour by means of a touch-screen.
This allows us to determine the exact shapes and spatial po-
sitions of petroglyphs in pictures, and to successively clas-
sify them based on their shapes, which enables retrieving
similar petroglyphs from different archives.

Another limitation in the study of petroglyphs comes
from the existence of many different repositories, even for
a single rock art site. As an example, the Bicknells legacy
collection and the ADEVREPAM database are two reposi-
tories of Mt. Bego petroglyph site. Thus, in order to support
archaeologists in the study of correlations between petro-
glyphs, it is necessary to create a centralized repository stor-
ing all information about rock art sites. Such a repository
should contain information provided by archaeologists, like
interpretations and reliefs, and those provided by tourists,
like pictures and comments.

Finally, in order to motivate the participation of tourists
to the previous tasks, it is necessary to implement rewarding
services, such as providing them with means for calculating
the most appealing visiting paths.

3. PetroAdvisor System Design

In this section we present the PetroAdvisor system de-
sign. First of all, we identify the actors, namely the users
interacting with the system, including their roles. Then, we
present a set of system functionalities defined based on the
above mentioned issues, and on archeologist suggestions.
Finally, we provide details of the PetroAdvisor architecture.
In particular, we show the layers and the modular parts of
the system.

3.1. Actors and Functional Requirements

During the requirement analysis phase performed with
the archaeologist assistance, we identified three user cate-
gories: Generic User, Archaeologist, and Moderator. In
the following, we describe each category together with its
functional requirements.

The Generic User represents the majority of the peo-
ple who will use the system. A user adds new pictures
upon finding petroglyphs during walks, looks for descrip-
tions about already managed petroglyphs, adds comments,
and generates new itineraries when planning the site visit.
Moreover, s/he should be able to communicate with other
users, exchanging information. As a result, we identified
the following User Functional Requirements (UFRs):

• UFR1: inserting a new picture

• UFR2: showing petroglyph information

• UFR3: adding comments to petroglyphs

• UFR4: rating petroglyphs

• UFR5: searching petroglyphs through custom queries

• UFR6: managing itineraries.

The user’s comments contain information about the ex-
perience they had during the visit of the archaeologic site,
their opinions about the beauty of the photographed pet-
roglyphs, and further details that can foster or discourage
other users to visit the site. Such comments are also sum-
marized by the user with a rate, in the range [1-5], for the
quality and the beauty of the petroglyph.

The second system actor is the Archaeologist. S/he is
in charge of verifying the quality of the user provided data,
and of making them available to Generic Users. To this end,
other than the previous UFRs, we identified the following
additional requirements (AFRs):

• AFR1: creating new petroglyphs

• AFR2: updating petroglyph information

• AFR3: writing comments
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(a) (b) (c)

Figure 1. The picture of a petroglyph supposed to represent a Christ (a) [2], a picture interpreted as
the stellar cluster of the Pleiades (b) [11], and the relief depicting priests making water spout from
the rock (c) [6]

• AFR4: identifying territories to explore.

The involvement of users in the data acquisition process re-
quires an actor in charge for monitoring user behavior and
the quality of their contributions. For this reason, we in-
troduced the role Moderator, whose task is to control the
provided information, and to manage user accesses. More
specifically, for the moderator we identified the following
requirements (MFRs):

• MFR1: managing users

• MFR2: removing comments

• MFR3: managing discussion groups

• MFR4: removing pictures.

3.2. Architecture

Figure 2 shows the web service-based PetroAdvisor ar-
chitecture. It consists of some third-party software manag-
ing communication and development, a web service agent
and manager handling requests and responses, an authenti-
cation module, two specific interfaces: one for generic users
and another for archaeologists, several modules for manag-
ing requests, and a database storing information regarding
the digital objects.

Third-party software. Apache Tomcat is a popular ap-
plication server. Its native support for the SOA architecture
makes it appealing for our purposes.

Less popular is the Titanium SDK used for building the
Titanium Layer5. In particular, Appcelerator Titanium is a
platform for developing mobile applications based on the

5www.appcelerator.com

Figure 2. The PetroAdvisor architecture.

Eclipse SDK. Titanium supports the development of appli-
cations for iPhone, Android, iPad, and BlackBerry. One of
the most interesting features is the ability to develop mo-
bile applications using well-known web technologies, such
as HTML and Javascript.

Web Service modules. Web service is a communica-
tion paradigm between electronic devices over a network.
In particular, it consists of a software function provided at a
web address, which is always on like in utility computing.
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Web services have been particularly useful in the develop-
ment of the PetroAdvisor system, since they allowed us to
focus our attention on the definition and implementation of
the system functionalities, relieving us from presentation is-
sue concerns.

The combination of Web services and the Spring tech-
nology allowed us to exploit the AOP (Aspect Object Pro-
gramming) for the management of security. In fact, we only
needed to declare the permissions for each functionality in
order to restrict their access.

Image Recognition Module. this module aims to rec-
ognize petroglyph symbols from petroglyph contours. The
recognition process uses a petroglyph symbol classifier
based on a flexible image matching algorithm. The idea is to
measure the similarity between petroglyphs by using a dis-
tance function derived from the image deformation model
(IDM) [18], which has been successfully applied to hand-
written character recognition [18]. Such a distance mea-
sures the displacements of single pixels from the two com-
pared images within a warp range, also taking into account
the surrounding pixels (local context). This method is well-
suited for petroglyph reliefs since it is less sensitive to lo-
cal changes often occurring in the presence of symbol vari-
ability, making our method tolerant to the types of visual
variations. In particular, the IDM model yields a distance
measure that is tolerant with respect to local distortions. In
fact, in case two images have different values for few pixels,
possibly due to noise or artifacts irrelevant to classification,
the distance between them is compensated by specifying a
region in the matching image where it is allowed to detect a
best matching pixel.

The IDM performs a pixel-by-pixel value comparison
between the query and the reference images, determining
the best matching pixel within a region surrounding the cor-
responding position in the reference image, for each pixel
in the query image. The IDM has two parameters: warp
range (w), and context window size (c). Figure 3 illustrates
how the IDM works and the contribution of both parame-
ters, where the warp range w constrains the set of possible
mappings, whereas the c× c context window computes the
difference between the horizontal and vertical gradients for
each mapping.

The algorithm requires each pixel in the query image to
be mapped to a pixel within the reference image not more
distant than w pixels from the place it would take in a lin-
ear matching. Over all these possible mappings, the best
matching pixel is determined using the c× c local gradient
context window, by minimizing the difference with respect
to the test image pixel. In particular, the IDM distance D
between two symbols S1 (the query input) and S2 (the tem-
plate) is defined as:

D2 =
∑
x,y

min
dx,dy

||S1(x+ dx, y + dy)− S2(x, y)||2

                             

corresponding pixel 

Query image Reference image 

Warping area 

Figure 3. Example of areas affected by the
comparison of pixels with IDM, where w = 3
and c = 2. The query pixel context (indicated
by the orange area in the query image) is com-
pared with each equal-sized rectangle within
the warping area (dark-green rectangle of the
reference image).

where dx and dy represent pixel shifts and Si(x, y) repre-
sents the feature values in Si from the patch centered at x,
y.

Itinerary module. This module generates personalized
tourist route on the basis of several requirements, which can
be either of the user or the archaeologist. Basically, users
parameters may be alphanumeric or geographical. As an ex-
ample, one parameter is the available time to walk through
the path. The calculated path also depends on the users
trekking ability, which can be customized through the in-
terface. Instead, the geographical parameters correspond to
the places that the user wants to mandatorily visit. The lat-
ter might also be set by the archaeologists, which in some
cases need to explore new regions, and/or want to invoke
volunteers assistance.

The algorithm used to calculate personalized tourist
route is an extension of the single optimal route computa-
tion algorithm for transit networks [22]. In particular, the
extension concerns the generation of multiple routes for a
given departure and arrival point [24]. The generation pro-
cess consists of three steps. First, the system creates a list
of recommended Points of Interest (POIs) by combining the
tourist information with the user prole. Then, the routing
algorithm combines this information with users constraints
(available time, starting POI, trekking ability, and so on),
POI data, and itinerary properties (slope degree, kind of
track, and so on) to generate personalized routes. Finally,
users have the opportunity to customize the proposed route
to better fit their needs.

Archaeologist Module. The aim of this module is
twofold: (i) manage petroglyphs, their information, descrip-
tions, keywords, dating, and so on; (ii) analyze the user
provided information. The latter is very important for the
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research phase. Basically, PetroAdvisor aims to support ar-
chaeologists in the exploration of wide portions of territory
by leveraging the volunteers community. In this sense, the
module is the final phase of this exploration, when experts
analyze the collected data and, in some way, make them
available to tourists.

4. Usage Scenario

In this section, we propose three user scenarios, aiming
to show the main functionalities of the PetroAdvisor sys-
tem. Basically, they are described by following a hypothet-
ical mental action road, which starts from the itinerary se-
lection, expects the insertion of a petroglyph, and ends with
its check and validation.

This meta scenario is particularly significant for two rea-
sons: it has been proposed by some archaeologists, meaning
that the scenario satisfies the specific requirements in terms
of data collection quantity and quality. In terms of quantity,
because the system takes advantage of the tourists for ex-
ploring large parts of a territory in a short time, and in terms
of quality, because every information must be checked and
validated by an archaeologist.

The first scenario, also described in Figure 4, concerns
with the itinerary selection. As previously stated in the
functional requirements, the system should be able to pro-
pose new itineraries on the basis of information provided by
the user and/or the archaeologists. The user can specify the
trekking ability or the time available for walking through the
itinerary. Instead, the archaeologist can specify the regions
of interest like for example those not explored yet, or those
that do not require further effort to be explored. S/he can
also assign a score for indicating which petroglyphs should
be visited. Such a score is mediated through the scores as-
signed by the users who visited them.

In what follows, we describe the scenario in Figure 4,
which represents the user point of view. The first frame
(Figure 4(a)) shows the map of the site indicating the pet-
roglyph locations and the region of interest. Notice that
petroglyphs are differently colored based on the score they
achieved. Here, the user may see comments, descriptions,
and any other information related to the petroglyphs. Based
on such information, users may choose those to mandatorily
see, those to optionally see, and those to absolutely avoid.
The next step allows users to set own parameters (Figure
4(b)). Finally, the itinerary will be generated and submitted
to the user, who can either accept or request the generation
of a new one.

Figure 5 shows the second scenario, which corresponds
to the main task a generic user should perform. After se-
lecting an itinerary, like the one highlighted in the previous
scenario, the user walk can start. During the excursion the
user can see his/her position on the map, as shown in Figure

(a) (b) (c)

Figure 4. The itinerary selection scenario. (a)
petroglyph locations and the region of inter-
est, (b) itinerary parameter settings, and (c)
the generated itinerary (white colored line).

5(a), and tap the screen to see information about the reached
petroglyphs. In case the user identifies a new petroglyph, or
if s/he wants to add a description or comment to an exist-
ing one, s/he can access its properties. A workflow guides
the user during the accomplishment of this task, where the
first step is to add a new picture of the identified petroglyph
(see Figure 5(b)), which can be accepted or rejected. Once
completed this step, the user is enabled to insert the infor-
mation: descriptions, comments, scores, and so on (Figure
5(c)), and the petroglyph contour (Figure 5(d)). After de-
picted the latter, the user can also search for similar petro-
glyphs, and look for ones elsewhere (Figure 5(e)). Finally,
s/he can submit the form and the data to complete the task.

The final scenario is shown in Figure 6. It does not in-
volve Generic Users, but Archaeologists. The latter can
check and validate the user provided information. Initially,
the archaeologist sees a map where the validated petroglyph
and those to be validated are highlighted by using different
colors. By clicking on each of them, the archaeologist ac-
cesses the mask where s/he can modify the submitted in-
formation, associate it to an existing petroglyph, or create a
new one.

5. Related Work

In the recent years, several systems involving human par-
ticipation have been developed in the context of cultural her-
itage. CAPTCHA-ROCK is a system for helping archaeol-
ogists to extract data from petroglyph images [27]. In par-
ticular, it is a CAPTCHA system where users have to trace
petroglyph images with the mouse pointer for access con-
trol purposes. The collected contours are exploited by a data
mining algorithm for classifying petroglyphs. PetroAdvisor
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(a) (b)

Figure 6. Petroglyph check and validation
scenario. (a) map of petroglyph location high-
lighting those to be validated by archaeolo-
gists, (b) form through which the archaeol-
ogists can view and modify tourist provided
information.

provides a similar contour collection feature, but with an
increased usability, since it is conceived for mobile devices,
hence it provides touchscreen based interaction modality.

The Wicklow Rock Art Project6 aims to explore the po-
tential of photogrammetry in rock art recording, and to ex-
amine ways of protecting and promoting prehistoric open-
air rock art in a sustainable fashion. Moreover, the project
has the goal of creating a public engagement and interaction
environment based on the crowdsourcing model. The latter
should encourage people to identify with the rock art in their
area, and cultivate a sense of guardianship and protection of
such a fragile resource.

Heritage Crowd7 is a project providing participants with
tools for defining the cultural heritage of their place by us-
ing sms messages, voicemail, and other channels. In par-
ticular, through the use of a number of technologies, con-
tributors have the possibility of creating a database of local
history knowledge, which are accessible through a public
website.

MicroPasts8 is a community platform for conducting, de-
signing, and funding research on human past [3]. In par-
ticular, it aims to provide an online space, where mixed
groups of archaeologists and other volunteers collaborate

6http://www.ahiddenview.com/
7http://www.heritagecrowd.org/
8http://micropasts.org/

to produce innovative open datasets, develop new research
projects on archaeology, history and heritage, and micro-
fund those new collaborative projects via crowdfunding.

Ancient Lives9 is a system that helps researchers tran-
scribe Greco-Roman texts recovered from fragments of pa-
pyrus found in Egypt to better understand the periods cul-
ture. This is accomplished by involving people in transcrib-
ing items from the Oxyrhynchus Papyri and determining if
they are parts of already known texts or if they are new
texts. After transcriptions have been digitally collected, the
system combines human and computer intelligence to iden-
tify known texts and documents. Similarly, the Transcribe
Bushman10 project aims at preserving the extinct |xam and
endangered !kun languages of the Bushman people. Peo-
ple can contribute to the project by transcribing some pages
of materials, which include rock art painting, drawings, and
notebooks.

The Portable Antiquity Scheme11 is a project to encour-
age volunteers in recording archaeological objects found in
England and Wales. Every year many thousands of objects
are discovered, many of which through metal-detectors, but
also by people whilst out walking, gardening, or going
about their daily work. As a consequence, the project has
also the aim of stimulating public involvement and promot-
ing best practice.

The Valley of the Khans12 project aims to identify the
site of Genghis Khans Tomb using noninvasive technologies
ranging from aerial and satellite imaging, human compu-
tation, and non-invasive geophysical surveying. Users can
join the research team by examining the satellite images and
searching for clues guiding in the discovery of the lost tomb
of Genghis Khan. Within a year, the participants created
more than two million notes in about 6.000 km2, which in-
clude lakes, rivers, and potential archaeological sites.

In 2008 British Library started the BL Georeferencer13

research project for geo-referencing historical maps [21].
In particular, volunteers scanned and georeferenced maps of
the 17th, 18th, and 19th century from England and Wales.
The results of this work led to the digitization and distri-
bution of more maps via Internet [19]. Similarly, the New
York Public Library’s MapWarper project14 aimed at cor-
recting historical maps through an environment enabling
volunteers to browse and correct old historic maps from the
collection of the New York Public Library. Another rele-
vant and successful collaborative geo-referencing project is
eHarta15, which focuses on historical series maps of Roma-

9http://ancientlives.org/
10http://boinc.cs.uct.ac.za/transcribe bushman/
11http://finds.org.uk/
12http://www.nationalgeographic.com/explorers/projects/valley-khans-

project/
13http://www.bl.uk/maps/index.html
14http://maps.nypl.org/warper/
15http://earth.unibuc.ro/articole/eHarta
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(a) (b) (c) (d) (e)

Figure 5. Submission of petroglyph info scenario. (a) visualization of tourist info, (b) tourist picture
of a candidate petroglyph, (c) form through which tourists enter the petroglyph info, (d) petroglyph
contour traced by a tourist, (e) petroglyphs with a contour similar to the one highlighted in (d).

nia [5].
MayaArch3D has the goal of creating virtual models of

the Maya archaeological site of Copan in Honduras [25].
Among its research program objectives, there is the creation
and visualization of three-dimensional models of cities and
landscapes by volunteers provided information.

The HEIR16 (Historic Environment Image Resource)
project aims at digitalizing and keyword indexing old pho-
tos of monuments, landscapes, and environments taken
across the world, and to re-photograph their modern set-
tings. It is a crowdsourcing initiative for creating a world-
wide accessible, interdisciplinary research resource, which
can potentially provide a greater understanding of all as-
pects of the society and of the environment.

The above-mentioned projects have similar goals and ob-
jectives with respect to PetroAdvisor. In particular, all of
them share the spirit of involving volunteers to raise aware-
ness of cultural heritage, to increase identification of new
archaeological information, and to bridge the gap in cur-
rent technology. The originality of PetroAdvisor resides
in the adoption of a rewarding strategy, which stimulates
tourists to submit information to the system. In particu-
lar, the tourists are rewarded with information guiding them
during their visits to petroglyph sites, such as visiting route
based on user abilities.

6. Conclusion and Future Works

We have presented PetroAdvisor, a volunteer-based sys-
tem supporting archaeologists in the digital preservation of

16http://www.arch.ox.ac.uk/HEIR.html

petroglyph sites. In particular, PetroAdvisor provides a cen-
tralized repository containing both archeologist and tourists
provided information. The system also collects user pro-
vided petroglyph contours, which are particularly useful
due to the limits of the current image recognition algo-
rithms.

To stimulate tourist involvement, PetroAdvisor rewards
tourists with information useful to visit archaeological sites,
such as comments from previous petroglyph visitors, the
recommendation of personalized tourist route, and archae-
ological information.

In the future we plan to perform massive experiments
to evaluate the system usability, and the quality of the ser-
vices it provides. Moreover, we would like to experimen-
tally evaluate the usefulness of the whole approach from the
archeologist point of view. Another important issue that de-
serves to be investigated is the detection of diverging com-
ments on the same petroglyph, as those shown in Figure 5(c)
and 6(b). Currently, we rely on the archeologist to accom-
plish this task. However, this task might result overwhelm-
ing for the number of available experts. Thus, other than
devising volunteer-based strategies, it would be interesting
investigating the natural-language processing approaches to
partially automate this task.

In terms of implementation, we also plan to integrate the
system within the IndianaMAS software platform so as to
benefit from the availability of a repository storing a broad
collection of petroglyph site and, access more sophisticated
functionalities for searching and classifying petroglyphs.

Finally, we would like to add social network services in
order to further stimulate system usage and active participa-
tion to information provisioning.
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Abstract— Information is today recognized as a major source of 

benefit/profit, for those who are able to properly create and 

manage it. With the advent of new computing, storing and 

networking technologies, transforming data into useful, 

‘marketable’ information has become a major business goal. The 

myriads of data available today may be profitably aggregated 

into information, and effective information management is 

critical to gain competitive advantage. The healthcare domain 

makes no exception. Governments and healthcare companies are 

paying increasing attention to patient-centred care and to its 

positive effects on business metrics such as finances, quality, 

safety, satisfaction and market share. The term patient-centred 

care is referred to health care that respects and satisfies the 

preferences, needs and values of patients. Appropriate 

information sharing and communication is recognized to be one 

of the key factors for patient-centred care. In this paper, we 

propose a software framework for the development of special-

purpose applications meant to improve care experience of 

diabetic patients while creating public value for services. This is 

achieved by a profitable combination of territorial knowledge 

with personal data and events.  

Keywords-c spatio-temporal metadata collection; mobile 

application development; patient-centred services for patient 

empowerment 

I.  INTRODUCTION 

A. Premise 

Information is today recognized as a major source of profit, 
for those who are able to properly create and manage it. In the 
last decades we have progressively assisted to a shift from the 
industrial age, where technology was the key to increase 
efficiency in production, to the capitalistic age, where 
investments towards the most profitable markets were 
considered as important as production rates, and lately to the 
modern information age, where information is the core of any 
production or business activity. With the advent of new 
computing, storing and networking technologies, transforming 
data into useful, ‘marketable’ information has indeed become a 
major business goal for many companies. The chain 

Data  Information Profit 

expresses the shared idea that the myriads of data available 
today may be profitably aggregated into information, and that 
effective information management is critical to gaining 
competitive advantage.  

In recent years, the explosive growth of mobile devices 
such as smartphones or tablets has radically changed the way 
people communicate, access, share and modify information. 
One of the key factors behind the success of these devices is 
represented by the wide availability of third-party applications 
that allow users to perform several different tasks, from 
checking emails on-the-go to remote management of the whole 
back-end of a company.  

A great support for the development of innovative solutions 
derives from the combination of the unique features of mobile 
devices and the mobile operating systems that let developers 
fully exploit those features, including the growing number of 
sensors, that are usually not available on traditional personal 
computers. Some statistics about the increasing number of 
mobile applications that take advantage of the data coming 
from such sensors to accomplish their main tasks can be found 
in [1]. A concrete example of the use of sensors-related 
information is represented by the context aware applications 
that provide users with new types of services or user interfaces 
able to adapt to the ongoing situation .  

B. Motivation 

According to Dey, "context is any information that can be 
used to characterize the situation of an entity. An entity is a 
person, place, or object that is considered relevant to the 
interaction between a user and an application, including the 
user and applications  themselves." [2].The increasing number 
of sensors available on a mobile device facilitates the 
development of context-aware, user-adaptive solutions. 
However, probing or making sense of all the information that 
can be retrieved from the available sensors can be a challenging 
task [3]. Usually, only a small subset of such information is 
exploited for the development of new types of applications, 
also due to technical difficulties. In fact, in order to adapt 
contents to user's needs, some form of external middleware is 
often required and, more important, such information is 
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collected and used only when it is actually needed, hence 
affecting the overall performance. 

Yet, there are a number of sources of user-generated 
data/information, whose potentials are today underestimated. 
These need to be analyzed and combined to be useful for a 
wider set of application fields. 

C. Contribution 

In this paper, we propose a software framework that allows 
to leverage personal data and events captured by a smartphone 
for the development of (third-party) mobile applications 
supporting users’ daily activities. This is achieved thanks to the 
continuous background collection of metadata produced by the 
hosting smartphone device and of those directly generated by 
user’s interaction with the smartphone. Within the framework, 
developers are allowed to access, manage and combine spatial 
and temporal metadata in order to provide end-users with 
special purpose geographical and temporal information. A 
spatio-temporal database has been designed to collect, 
aggregate and manage both the metadata generated by user-
performed activities and those captured through the sensors 
available on the smartphone device. The framework also 
provides a library, which includes high level methods by which 
third party developers can effectively exploit the data collected 
through the background module. Thus, for example, the 
metadata related to the camera settings could be exploited by a 
third-party advanced photo editing application. Similarly, the 
combination of the last visited shopping center with the list of 
IT products saved in the browser's favorites could be exploited 
by a recommender system, and so on.  

 

II. RELATED WORK 

The importance that the contextual information and related 
metadata assume for the proper management and use of 
growing types of data is well recognized both in the scientific 
and in industrial communities and is well discussed in 
literature.  

In this section we will focus only on that works which show 
how metadata content can be usefully exploited in software 
systems supporting everyday activities. The description of 
papers that analyze in detail actual metadata standards or 
describe how to efficiently structure a context-aware 
middleware is outside the purposes of our discussion. 

All the papers discussed here share, some underlying ideas 
on the need to classify user-generated information reducing as 
much as possible tedious, error-prone and time-consuming 
operations like the manual insertion of labels. In particular, for 
what concerns the user generated contents (particularly 
multimedia files) there is a general agreement that, besides the 
acquisition of the actual multimedia object, also the greatest 
amount of contextual related metadata should be acquired. 
Such type of additional information can then be analyzed and 
used, as an example, to automatically add cataloging labels to 
the multimedia objects. 

In [4] Graham et al., the authors recognize the importance 
of exploiting time information to automatically generate 
collection and summaries from a set of photos. They propose 

two photo browsers for collections with thousands of time-
stamped digital images, which exploit the timing information to 
structure the collections and to automatically generate 
meaningful summaries. Users are provided with multiple ways 
to navigate and view the structured collections. Having 
structured the set of images into clusters, various 
summarization schemas can be created. In addition such 
schemas can be specialized whenever additional metadata 
information become available (such as the location or in 
presence of a face recognition algorithm).  

Davis and Sarvas [5] insist on the need to manage the 
growing number of media files produced by final users and 
address the use of metadata as a feasible solution. Moreover 
they recognize the need to exploit the spatio-temporal context 
and social community of media capture to deduce media 
content. They propose a client-server system that combines the 
features of a traditional camera phone with a remote web 
server. It gathers all the available information at the point of 
capture, and uses such metadata to find similar media 
previously annotated. 

In [6] Lahti et al. again the importance of using metadata to 
describe the content of mobile data is recognized. The authors' 
proposal consists of a search engine that is able to analyze 
image and audio content, which supports two types of search 
methods. Both methods rely on an automatic metadata 
extraction done for new files. 

A detailed analysis of the importance of annotating 
personal multimedia files with context-related information was 
also performed by Viana et al. [7]. They categorize research 
about multimedia annotations into context-based and content-
based approaches. They propose a two-step method which 
leverages the collection of the largest amount of available 
information about user’s context when a multimedia document 
is created. It then enriches that information through ontologies 
and semantic reasoning. 

Also Kim et al. [8] deal with the problem of effectively 
managing the photo libraries stored on mobile devices. Even in 
this case it is recognized that the manual annotation of all the 
information needed for an efficient retrieval and management, 
is unfeasible mainly due to the huge amount of time required. 
They proposed solution is to automatically gather such 
information from the metadata directly stored on the mobile 
device. Therefore, they designed a mobile Android application, 
Photo Cube, which extracts several metadata from photos, 
combines them with mobile device metadata and uses them to 
improve their management and searching. The application 
provides also hierarchical search and browsing facilities using 
parameters such as address or date/time. 

Lee et al. propose a mobile prototype which recommends 3 
applications to best match the user’s context [9]. An adaptive 
mobile interface is created, based on five parameters 
characterizing the user’s context of use, namely time, location, 
weather, emotion and activities. The state of such variables and 
the history of past context information are input to a 
probabilistic learning and inference algorithm, which derives 
the 3 recommendations.  

Identify applicable sponsor/s here. (sponsors) 
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In [10], the metadata management issues are analyzed from 
different point of view. The authors observe that usually 
different mobile applications operate on the same aspects of the 
whole user context and manage the same types of data but they 
store information in private databases. As a direct result, this 
lack of interoperability represents a common source of 
information redundancy. Therefore they argue that on mobile 
platform there is the need of a greater interoperability at the 
data management level. Moreover, they observe that on 
modern mobile device a large amount of data usually owns also 
a spatial component. A greater interoperability at the data 
management level could result in a join criterion for several 
resources (CIT). Exploiting interoperability of data 
management is useful not only on the single device but also 
across devices. For example, suppose that a group of users 
shares information about a meeting; when a certain user add 
information about the meeting location, such data could be 
easily exchanged among the other participants. In order to 
address the interoperability issue, the authors present and 
discuss an architecture for interoperability between installed 
application, co-located devices and web application. Their 
approach is based on a central data repository on mobile 
devices that all applications use cooperatively. 
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Abstract

The recent availability of datasets on transportation net-
works with high spatial and temporal resolution is enabling
new research activities in the fields of Territorial Intelli-
gence and Smart Cities. Within these domains, in this paper
we focus on the problem of predicting traffic congestion in
urban environments caused by attendees leaving a Planned
Special Events (PSE), such as a soccer game or a concert.
The proposed approach consists of two steps. In the first
one, we use the K-Nearest Neighbor algorithm to predict
congestions within the vicinity of the venue (e.g. a Stadion)
based on the knowledge from past observed events. In the
second step, we identify the road segments that are likely
to show congestion due to PSEs and map our prediction to
these road segments. To visualize the traffic trends and con-
gestion behavior we learned and to allow Domain Experts
to evaluate the situation we also provide a Google Earth-
based GUI. The proposed solution has been experimentally
proven to outperform current state of the art solutions by
about 35% and thus it can successfully serve to reliably pre-
dict congestions due to PSEs.
Keywords: traffic prediction, planned special event, event
analysis

1. Introduction

In times of ongoing urbanization and steady growth of
mobility demands, traffic congestions cost billions of dol-
lars to the society every year [12]. Within the last years,
thanks to the advances in sensor technologies (like Smart-
phones, GPS handhelds, etc.) and storage capabilities,
datasets about traffic with high spatial and temporal reso-
lution have become available. This has led to advanced in-
vestigations on the impact of different influencing factors,
as traffic lights, daily rush hour, construction zones, etc,
on traffic congestions (i.e. [2, 7, 9]). Most of these factors
are either recurring on a regular base (i.e. rush hour), ex-
ist only once for limited time (i.e. construction zones) or

their occurrences are unpredictable (i.e. accidents). Current
state of the art commercial solutions are able to work well
with recurring traffic situations as it’s behavior can easily
be learned from historical data [18]. On the other hand,
also non-periodic events with an expected large attendance
(known also as Planned Special Events, or PSE as intro-
duced in [6]), such as concerts, soccer games, etc., play
a major role for delays in everyday transportation [9]. As
example, the concert of Rihanna in Johannesburg (South
Africa) in October 2013 caused people to sit in traffic for
as long as five hours, trying to reach the stadium. Simi-
larly, the concert of Robbie Williams in London, in 2003,
caused tailbacks up to 10 miles on the highway A1 towards
the stadium. An interesting aspect is that the traffic due to
PSEs has a quite typical behavior, having two subsequent
waves of congestion [10]. The first one is caused by peo-
ple going to the event, while the second one is due to peo-
ple leaving the venue, and may be even bigger that the first
wave. Very few research attention has been devoted to pre-
dict the congestion due to a PSE. At the same time, even
the most advanced available commercial systems are inca-
pable of predicting this kind of non-recurring traffic ahead
of time.

To address this open issue, in this paper we describe a so-
lution we developed to predict the spatio-temporal impact of
the second wave of traffic due to a PSE around its venue. In
particular, the proposed approach is meant to be executed
while the event is happening, and takes as input the cate-
gory of the PSE, like Concert, Entertainment, etc., and the
information on the first wave of traffic, coming from tra-
ditional traffic providers. Then, using an adaptation of the
K-Nearest Neighbors (K-NN) algorithm, we look for the
most similar past PSEs (cases) among historic observations,
in order to derive a prediction of the impact of the second
wave of traffic. Such a prediction is done in terms of av-
erage delay over the road segments around the venue that
have been found to be highly correlated with the conges-
tions due to PSEs. To graphically visualize the results, we
provide a Google Earth-based tool 1, recalling the one de-

1http://earth.google.com
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veloped in [4] or in [13]. Thanks to this tool, it is possible
for Decision Makers to understand how the traffic situation
is influenced by a PSE.

To assess the proposed approach, we used data about
traffic and events from June to December 2013 in the in-
ner city of Cologne, Germany. The traffic data has been
provided by one of the most prominent traffic providers in
Europe. It comes mainly from Floating Car Data, i.e. data
collected from GPS sensors in vehicles, and it covers most
of the streets within the inner city. As for the PSEs, we con-
sidered all the 29 events hosted in the Cologne LANXESS
arena, in the same temporal span. By performing a leave-
one-out cross validation on the event dataset, we compared
our proposal with current state of the art, intended as real
time traffic informations, and with a baseline consisting
simply of replicating the impact of the first wave as pre-
dicted second wave. Results show that our proposals out-
performs both the alternative solutions, providing predic-
tion that are better up to 41%.

The remainder of the paper is structured as follows: sec-
tion 2 presents related work within the field of traffic pre-
dictions and PSEs and some background terminology. In
section 3 we present the approach to predict the conges-
tions caused by outbound traffic after an event, plus the GUI
to visualize the results. In section 4 we describe the Re-
search Questions and the evaluation protocol to assess the
proposed approach. In section 5 the results of the empirical
assessment are presented and discussed. Finally in section 6
conclusions are outlined, together with some future research
directions.

2. Background and Definitions

Since years, traffic congestion predictions have been
widely studied within the research communities of ITS,
Smart Cities and Territorial Intelligence, leading to a rich
body of literature on these topics. Indeed, by knowing in
advance the traffic patterns it is possible to optimize mo-
bility. For instance, route calculation engines can compute
more energy efficient routes, able also to save time for the
drivers.

In general, predicting traffic congestion in urban envi-
ronments is a highly complex task. Early approaches for
traffic predictions used simulations and theoretical model-
ing (e.g. [2, 3]). Nowadays thanks to the availability of new
massive datasets on traffic, several different statistic and
data driven approaches have been presented to the commu-
nity. Examples include generalized linear regression ([21]),
nonlinear time series ([8]), Kalman filters ([11]), support
vector regression ([20]), and various neural network models
([11, 17, 19]). A combination of some of the latter kind of
approaches is used also by current commercial navigation
solutions, able to predict recurring congestions by identi-

fying characteristic traffic flow patterns for street segments
from historical data. On top of that, these commercial sys-
tems can also optimize the route planning based on the real-
time traffic situation [18]. In general, traffic congestion can
be divided into recurring congestions, usually caused due to
a mobility demand that exceeds the capacity of the road net-
work (e.g. due to rush hour), and congestions that are non-
recurring (e.g. due to incidents or special events) [9]. The
effects of nonrecurring traffic congestions and their predic-
tion is a widely investigated topic within the research com-
munity (e.g. [14–16]). Although these approaches showed
a significant improvement in prediction they use data from
stationary loop sensors that are not always capable of re-
flecting the traffic state in a granularity required for urban
scenarios. In addition, their focus lies on one-directional
street segments as highways whereby usually in the inner
cities the impact is a multidimensional problem, evolving
in a 2D, more complex route network.

Previous researches have highlighted that also PSEs are a
possible influencing factors [7,9], since they may lead thou-
sands (or even hundreds of thousands) of people to travel
towards the same destination in a very limited time interval,
and then to leave the venue again in a very short time span.
To the best of our knowledge, the only work available that
has its focus on the influence of PSEs on traffic is presented
in [10]. The authors report a generic overview about the in-
fluence of PSEs on the road network, derived from an event
classification defined by the Chinese State Council. They
also introduce management plans for the different types of
events, but there is no quantifiable solution for the predic-
tion of the traffic.

2.1. Definitions

A PSE may have an impact on the traffic behavior in a
specific region over time. Such an impact region can be de-
fined as the list of congested segments of the road network.
A congested segment is a piece of road network where the
difference between expected and actual traffic speed is big-
ger than a certain threshold. The expected traffic velocity on
a given segment can be obtained from a number of historical
observations, coming from special sensors in the infrastruc-
ture and/or Floating Car Data. In this way it is possible to
learn the typical traffic behavior for a given road segment
on a certain day of the week, at a given time. If a segment
is congested it takes more time to pass by it. This additional
time is defined as delay time and is measured in seconds. As
an example, Figure 1 shows the summed up delay time in a
circular impact region, with a radius of 500 meters around
the LANXESS Arena in Cologne, Germany for all Tues-
days in our considered dataset, where no events happened.
The red line presents the model that is derived from his-
torical observations as the average delay time on all Tues-
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Figure 1. Average historic congestion around
the LANXESS arena on Tuesdays
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Figure 2. Additional delay due to the concert
of Mark Knopfler on top of the historic trend
line for Tuesdays

days. From this trend line it is possible to detect the rush
hour behavior in the morning and in the evening. As stated
above, the graph only contains Tuesdays without events and
the generated trend line can therefore be seen as the regu-
lar pattern around the venue on Tuesdays. As described in
the Introduction, a PSE leads to two waves of traffic. An
example can be seen in figure 2. It shows the traffic behav-
ior around the LANXESS Arena on Tuesday the 2nd of July
2013, when Mark Knopfler gave a concert in the arena. The
figure shows the difference between the observed delay time
at that day and the trend line for that day of the week. From
the figure we can clearly see the two peaks of congestion,
between 18:00 and 20:00, and between 22:00 and 23:00.
Since the concert started at 20:00 and ended around 22:00,
the assumption arises that the two peaks are caused by peo-
ple going to the event (inbound traffic) and leaving after its
end (outbound traffic). To quantify the impact of PSEs on
traffic, we focused on the traffic data happening before and
after the events. From the 29 events we analyzed, and for
this specific location, we found out that the inbound traffic
is always contained in a time frame within two hours before
the scheduled begin of the event. As for the outbound traf-
fic, in our dataset the time frame starts two hour after the be-
gin of the event and lasts for two hours. These time frames
ensure that the entire event-caused traffic is captured. For
both time frames, we define a normalized timescale, using
the difference to the planned begin of the event as scale. In

this way, we can compare traffic situations happening in the
same relative time corridor, for events that start at different
times. For both time frames we observe the average delay
time, defined as avgdelay (measured in seconds) as measure
for the impact of the PSE on traffic.

3. The Proposed Approach

In this section we define two different approaches to
predict the outbound traffic, namely the Category-Based
Modeling Approach (CBMA) and the Category Specific
Inbound-Based Prediction Approach (CIPA). Afterwards,
we introduce a tool to visualize the results of the predic-
tions.

3.1. Impact of event category

The LANXESS arena hosts different events of different
categories. During the time span of our study, we observed
18 concerts, 6 entertainment events, 3 comedy events and 2
sporting events. The naming of the categories is taken from
the official arena schedule.
Although most of the considered events started roughly at
the same time (between 19:00 and 21:00) the different cat-
egories show significant differences in their impact on traf-
fic. In total, 12 out of the 18 concerts showed significant
inbound congestions and 11 of these events showed also
strong outbound congestions. While comedy events did not
account for any significant raise in congestions, entertain-
ment events caused congestions in 2 out of 6 times for the
inbound and 1 time in the outbound traffic period. The only
events that differed significantly in their start time were the
sporting events (in the time span of our research the sport-
ing events were two handball games). Both of them showed
a comparable congestion behaviour for in- and outbound
traffic. To further illustrate the correlation between event
category and congestion behaviour, we report in figure 3
the behavior for each category using the avgdelay observed
as congestion measure. The boxplot highlights the different
behavior of the different event categories.

These differences motivated us to develop a first ap-
proach that focuses on the typical congestion behavior for
different categories that we named Category-Based Model-
ing Approach (CBMA).

3.2. Category-Based Modeling Approach (CBMA)

The CBMA is aimed at detecting the specific congestion
patterns of each observed category and uses these patterns
for predictions. We learn the behavior of each category by
accumulating the congestion behavior during the outbound
traffic for all events of that category in our training set.
From that, we consider the average of all observations and
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Figure 3. Outbound congestion behavior for
the different observed categories

use the generated trend line for predicting the outbound traf-
fic congestion behavior for all events in the test set. Since
the only information CMBA uses for predictions is the cat-
egory of the events, it can be used without any knowledge
about the traffic situation on the specific day of the targeted
event. Thus, it can be applied early ahead of time.

3.3. Impact of Inbound Traffic Congestion

While each category of events shows a different pattern,
some events of the same category also vary a lot in their con-
gestion behavior. For example, the Rihanna concert on the
26th of June 2013 and the concert of Barbra Streisand on the
12th of June 2013 are both of the same category (concert)
and start almost at the same time. Thus, one would expect
that they have a similar impact on traffic. However while
the outbound congestion after the Rihanna concert shows an
avgdelay of around 4600 seconds, the outbound congestion
after the Barbra Streisand concert only shows an avgdelay
of 2100 seconds. A likely explanation for the phenomenon
lies in the different amount of people going to these two
concerts. Although the actual number of attendees is not
available, we were willing to explore if the inbound con-
gestion of an event is a good indicator of how severe the
outbound congestion is going to be. In other words, we ex-
pect the congestion during the inbound traffic to describe
the ”hype” about the event by serving as an indicator about
how many people are going to the event. This motivated
us to develop a second approach, named Category Specific
Inbound-Based Prediction Approach (CIPA) that includes
this information into the prediction model.

3.4. Category Specific Inbound-Based Prediction
Approach (CIPA)

The CIPA is based on the idea that both category and
inbound traffic are explanatory variables for the expected
outbound traffic. One possible way to incorporate these in-

formation into the prediction process lies in applying Ma-
chine Learning techniques on an adequate dataset of his-
toric data to automatically learn the correlations between
these variables. For CIPA, the dataset contains information
about the category of an event and the observed avgdelay
during the inbound traffic. We use these features as predic-
tors of the avgdelay during the outbound traffic. In our case,
we applied the K-Nearest Neighbor regression [1] Machine
Learning technique. In order to do a prediction, this tech-
nique aggregates the values the k ”closest” examples in the
training set, where k is an input parameter to the algorithm.
To compute the distance among observations we used the
Euclidean distance function, while as aggregation formula,
we used the mean of the observed values. Further details
on K-NN can be found in [1]. A drawback of this approach
compared to CBMA lies in the fact, that it can only be used
for predictions on the event day, after the inbound traffic has
already been observed.

3.5. Mapping Delay on the Road Network

In order to use the generated predictions in Advanced
Driver Information Systems, the resulting delay time needs
to be mapped onto the street network. We identify road seg-
ments that are likely of being congested due to outbound
traffic from historic data by selecting all segments that were
affected in at least 1/3rd of all PSE caused congestions.
Then we spread the predicted outbound delay time for an
PSE over the segments, assuming a normal distribution.
From the results, we calculate the delay per meter DM
index (in seconds) for that specific event, which gives an
overview about the severity of congestion in the area. The
index is also used in the GUI we describe in the next sec-
tion, to allow Domain Experts to get an overview about the
expected impact of the PSE.

3.6. The proposed interactive GUI

Once the results are produced by the one of the previ-
ous prediction engines, they can feed a visualization layer.
To this aim, we have developed a Graphical User Interface,
shown in figure 4, that embeds Google Earth to render in
3D the predicted spatio-temporal impact area, over a geo-
referenced satellite image, optionally also enhanced by ad-
ditional informative layers. The goal is to facilitate Domain
Experts and Decision Makers to visually understand spatial
relationships among the datasets and their spatial context.
The proposed GUI contains a main frame that holds the cur-
rent representation of the predicted traffic severity level in
Google Earth. On the left side, the user can pick a loca-
tion from a list of available data. After selecting a location,
the set of scheduled PSEs for the venue is shown in the left
panel. If the information is available, the inbound traffic of
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the event will be represented in a graphic way at the bottom
of the left panel. By selecting one of the developed algo-
rithms (CBMA or CIPA) the prediction process starts and
the user gets a visual representation of the predicted con-
gestion area as a new layer on the map. The severity level
can be manually adjusted by the settings tab, allowing Do-
main Experts to easily customize the representation of the
results.

4. Experiments

This section describes the setup of the experiments con-
ducted to assess the validity of our proposals.

4.1. Dataset Description

The traffic information used in this research is collected
by one of the most prominent traffic providers all over Eu-
rope. It covers the main road network within the inner city
of Cologne. The information is generated from a combi-
nation of various different sources. These include Float-
ing Car Data (originated from millions of vehicles equipped
with GPS sensors), GSM probe data and data from station-
ary sensor (e.g. loop detectors, camera sensors) obtained
from local traffic management centers. More information
about the different sources and their aggregation can be
found in [18]. From these combined sources, an accurate
description of detected traffic congestions can be derived.
Specifically, for each detected congestion, the data contains
the resulting delay time on a segment of the road network
(in seconds) and the congestion level, on a scale from 1 to 5,
where 1 means no relevant traffic congestion, 4 is the high-
est level and 5 means that the congestion level is unknown.
We received data from June the 1st 2013 until December the
31st, 2013. The dataset we used in this research accounts
for about 50 Gigabytes which leads to a favorable coverage
of the area around the arena in Cologne. All measurements
presented in this section show the accumulated values of
all road segments within an area of 500 meters around the
stadium. As for the events, we collected all the PSEs hap-
pening in the LANXESS arena in the same time span cov-
ered by the above described traffic information. In these
seven months, 29 events were scheduled. Regarding these
observed events, 16 showed congestion due to inbound traf-
fic. For these events, the observed an accumulated avgde-
lay on the considered road segments varied from very minor
with 420 seconds (Andreas Gabalier, 17th of October 2013)
to severe traffic congestion with accumulated 9422 seconds
(Rihanna, 27th of June 2013), that is a delay of almost 3
hours in the considered area. The outbound traffic caused
congestion in 17 of the 29 events whereas the avgdelay var-
ied from 124 seconds (Cirque du Soleil, 25th of October
2013) up to 4632 seconds (Rihanna, 26th of June 2013).

4.2. Baseline Approaches

As stated before, to the best of our knowledge, there is
no research that has studied the impact of PSEs on traffic in
a similar manner before. Therefore, we introduce two ap-
proaches that serve as baseline for our proposed CBMA and
CIPA, named the Zero approach and the Start approach.

Zero approach: In the Zero approach, we simply as-
sume that there is no traffic in the area during outbound traf-
fic. While this approach seems fairly simplistic, it actually
reflects the current state of the art in navigation solutions,
and is therefore suitable for comparing newly developed al-
gorithms against it. As matter of fact, by relying just on
historic data, current navigation solutions are unable to pre-
dict congestions due to nonrecurring events.

Start approach: While the Zero approach simply as-
sumes no additional traffic at all above the historic model,
the Start approach goes one step further. It is based on the
idea that the amount of people going to the event is the same
as the people leaving the event. Consequently, the outbound
traffic could be estimated as the same as the inbound traffic.
Thus, we could use the exact information about the inbound
avgdelay as a prediction for the outbound avgdelay.

4.3. Research Questions (RQ)

Given the above described approaches, the research
questions underlying this paper can be formulated as fol-
lows:

1. Are the predictions of expected delay due to outbound
traffic using CBMA better than those obtained with the
Zero and the Start approaches?

2. Are the predictions of expected delay due to outbound
traffic using CIPA better than those obtained with the
Zero and the Start approaches?

3. Are the predictions of expected delay due to outbound
traffic using CIPA better than those obtained with
CBMA?

For these research questions, the performance of the dif-
ferent approaches is measured using the root mean square
error (RMSE) defined as:

RMSE =

√√√√ 1

N

N∑
i=1

(yi − ŷi)2 (1)

where yi and ŷi represent the actual and predicted delay
time respectively and N is the number of predictions.
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Figure 4. The Google Earth-based GUI for the visualization of the results

5. Results

To evaluate the validity of the proposed approaches, and
thus to answer the Research Questions, we applied the four
solutions described in the previous section on the dataset of
29 events by means of a cross-validation, that is splitting the
data set into training and validation sets. Training sets are
used to build models, while validation sets are used to val-
idate the obtained prediction models. In particular, we ex-
ploited a leave-one-out cross validation, which means that
the original data set is divided into n=29 different subsets
of training and validation sets, where each validation set has
just one event.

As for the use of the K-Nearest Neighbors algorithm, one
of the issue is the optimal choice of the parameter k, that is
the number of closest training examples to be considered
in the feature space. This choice usually depends upon the
data. It is outside the scope of this research to investigate
hyperparameter optimization techniques (e.g. as in [5]). In
our case we investigated the use of k=3 and k=5, obtain-
ing very similar results. Consequently, in the following we
report only on the use of k=5.

Figure 5 shows the RSMEs of the predicted outbound
traffic avgdelay for each approach separately. The figure
shows, for the entire dataset of PSEs, the prediction perfor-
mance for each method in terms of the RMSE values ob-
tained from the cross validation. The data shows, that the
baseline which uses the avgdelay from the inbound traffic
as predictor has the highest RMSE of 2095 seconds. The
Zero approach, which has no a-priori information about the
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Figure 5. RMSE of the four approaches

PSEs or the traffic information at all, shows an RMSE of
1918 and therefore slightly outperforms the Start approach.

To answer the RQ1, we can see that the RMSE for the
CBMA is 1364, outperforming both the Zero- and the Start
approach by far. Indeed, the proposed approach has a pre-
dicted delay error that is 28% lower than current state of the
art, and 35% lower than the Start approach. Consequently,
we can positively answer the RQ1, since CMBA outper-
forms the two baselines.

As for RQ2, the RMSE for the CIPA, which incorpo-
rates the most information about the situation, is 1230. This
reflects a reduction of the prediction error of around 41%
percent compared to the Start approach and still 35% per-
cent compared to the Zero approach. Consequently, we can
positively answer the RQ2, since CIPA outperforms the two
baselines.

As for the RQ3, we can see from 5 that CBMA and CIPA
provide quite similar results. This motivated us to further
investigate the performances, splitting the results for each
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Figure 6. RMSE per category of events

category of events. The results are shown in figure 6. We
found that for very homogeneous categories (as for Sport
and Comedy in our examples), the CIPA was outperformed
by the CBMA. For instance, CBMA showed an RMSE of
80 seconds for the Sport category while the RMSA for CIPA
is 418 seconds. At the same time, for high fluctuating cat-
egories (as for the categories Concert and Entertainment in
our examples), the CIPA shows much better results of for in-
stance an RMSE of 1441 seconds for the concert category,
compared to 1621 using CBMA. Consequently we cannot
provide a definitive answer to RQ3, since CIPA and CBMA
have comparable performances.

5.1. Mapping results on the Road Network

We identified a set of 52 street segments that showed
high correlation of the congestion with PSEs, which ac-
count for a total distance of 2105 meters. For these links,
calculating the delay per meter index DM shows the differ-
ent severity levels of the events. As an example, the CIPA
predicted a delay time of 2129 seconds during the Mark
Knopfler concert, that, given the total length of the consid-
ered road segments, leads to an severity index of around
1s/m. In a future integration with a route calculation en-
gine, this means that the travel time of each route passing in
the vicinity of the arena, in the considered timeframe, takes
about 100 additional seconds per 100 meters of the route.
Consequently, the route calculation engine has now new
travel times for each segment, and can reroute the driver
on the most efficient path.

6. Conclusion and Future Work

Improving mobility is a paramount issue due to the
huge environmental and social impact of vehicular traffic.
Thanks to the recent availability of high quality spatio-
temporal datasets coming from Floating Car Data and other
data sources, new and unprecedented research opportuni-
ties are arising in the direction of smarter solutions for mo-
bility. Within this topic, to the best of our knowledge, a

very limited attention has been dedicated to the prediction
of the impact of Planned Special Events, such as concerts
or sport games, on urban traffic, even if some researches
highlight that they are a significant fraction of the total traf-
fic. PSEs have a very specific impact on mobility, inducing
two waves of traffic. The first one is due to the incoming
spectators while the second one is due to the people leaving
the event. In this paper we have proposed an approach to
predict the impact of the second wave of traffic due a PSE,
given information on it’s category and on the first wave of
traffic. To this aim, we have defined a two-step solution,
where at first we created models able to predict the out-
bound congestion based on historic data about past events
and, in the second step, mapped these congestion prediction
on to the route network by identifying the road segments
that are most likely of being congested due to PSEs. The
approach is complemented by a GUI that allows Decision
Makers to visualize on an interactive 3D map the dynamic
extension of the impact area and the severety of the expected
congestions. An empirical assessment has been done using
floating car data covering 7 months of mobility information
in the city of Cologne, Germany, and using all the PSEs
hosted in the LANXESS arena in the same period.
The results show that our proposal can positively identify
the influence of the PSE on the traffic, being up to 35% bet-
ter than actual state of the art solutions. Consequently it
can be a viable module to be integrate in any navigation de-
vice, in order to reroute drivers away from the location of
the event and optimize urban mobility.
As future work, the next obvious step is to predict also the
first wave of traffic, but our experiments showed that rely-
ing only on the time schedule is not sufficient, since there is
no way to predict the amount of people that will attend the
event. The idea we are starting to investigate is to use social
networks, such as Facebook or Twitter, to understand what
is the popularity of a specific event or artist, considering
also the geographical and age distribution of the support-
ers.
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Abstract—Multiple cartographic providers propose services 

displaying points of interests (POI) on maps. However, the 

provided POIs are often incomplete and contradictory from one 

provider to another. Previous works proposed solutions for 

detecting correspondences between spatial entities that refer to 

the same geographic object. Although one can visualize the result 

of the integration of corresponding entities, users do not have any 

information about the quality of this integration. In this paper, 

we propose a solution to visualize the uncertainty inherent to a 

spatial integration algorithm. We present an integration process 

that identifies three degrees of confidence for spatial and 

terminological integration results. A prototype has been 

implemented to present the benefits of our proposal in an use-

case scenario. This work has been realized within the framework 

of UNIMAP1 project.

Keywords: Visual uncertainty; Spatial integration 

I. INTRODUCTION 

Location-based services (LBS) are daily used in various 
applications, and cartographic providers play an essential role 
in displaying points of interest (POI) such as restaurants, 
hotels, and tourist places. A POI can be defined as a geographic 
object that has a point geometric shape. A POI has spatial 
attributes longitude and latitude, and terminological (non-
spatial) attributes such as name and type (e.g., restaurant, 
hotel). Some providers may supply additional terminological 
attributes such as address, phone number, Web site, customers' 
ratings, etc. A provider usually represents a POI on a map with 
a specific symbol or icon. Due to lack of completeness, noisy, 
inaccurate and contradictory data, it is interesting to propose 
solutions for detecting corresponding entities (i.e., which refer 
to the same POI) from different providers. This challenge aims 
at improving the quality and the relevance of information, 
which has a significant impact in tourist applications.  

The integration of spatial information issued from different 
sources has been studied [10]. Earlier works so called "map 

1
 UNIMAP: http://liris.cnrs.fr/unimap (July 2014) 

conflation" were specifically devoted to vector objects such as 
roads [23]. In the last decade, the integration problem mainly 
refers to the "entity matching" research domain, enhanced by a 
spatial aspect. The discovery of corresponding entities is 
performed either by exploiting only spatial information [26] or 
by computing and combining terminological similarities for 
selected attributes (e.g., name, type) [22]. Machine learning 
algorithms may be applied for tuning the parameters (e.g., 
weights) of a matching process [28]. When corresponding 
entities have been detected, an interesting use case aims at 
displaying a merged entity, i.e., to use a crafted algorithm to 
fusion the attributes' values of these corresponding entities. 
Such merging algorithms are not 100% confident. For instance, 
two corresponding entities may have a different location and 
the algorithm needs to determine the correct position. 
Similarly, the names or the phone numbers of two 
corresponding entities may differ, and the choice of the correct 
values relies on the merging algorithm. A merged entity may 
therefore include at different levels some uncertainties, which 
have to be presented to end-users [19]. 

In this paper, we are interested in visualizing the 
uncertainty resulting from the merging process of spatial 
entities. Our contributions can be summarized as follows: (i) 
identifying the "dimensions" which have to be taken into 
account for uncertainty, i.e., the POI type, the spatial attributes 
and the terminological (non-spatial) attributes; (ii) measuring 
the confidence level for each dimension as well as a global 
confidence score; (iii) modeling the visualization of a merged 
entity and its uncertainty; and (iv) implementing a prototype to 
demonstrate in a scenario the benefits for end-users. 

The next section describes the related work, both in spatial 
integration and visualization. Section ‎III provides a detailed 
explanation of our solution to represent and visualize various 
criteria about a merged entity.  In Section ‎IV, we demonstrate 
the benefits of our approach in a scenario, and we conclude in 
Section ‎V. 
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Figure 1. Visual variables proposed by [19] 

Figure 2. Smiley, Filled bar with Slider, and Thermometer icons proposed 

by [19] 

II. RELATED WORK

This section covers the existing works in two domains: the 
methods for integrating spatial data and the visualization of 
uncertainty in a spatial context. 

A. Spatial Integration 

The same reality is described with a multiplicity of 
geographical information. This information growth rapidly 
over the Internet, some may be incomplete, inaccurate or 
contradictory. Integration of several sources of geographical 
information is necessary in order to update information that 
changes daily [13] or to produce a more complete and accurate 
information [8]. In [33], authors define three categories of 
imperfection that occurs when integrating several spatial data 
sources, namely (i) inaccuracy, which concerns wrong spatial 
information that do not correspond to reality, (ii) imprecision, 
which deals with spatial information that corresponds to reality 
but is not sufficiently precise and (iii) vagueness, which is 
about ambiguity of spatial information (e.g., boundaries 
heterogeneity). Geospatial integration has been widely studied 
under the term "map conflation" where two whole maps are 
integrated. Integration of maps consists in identifying the 
corresponding entities and to fuse them [6]. In [23], authors 
describe existing works in map conflation regarding their 
formats (raster and vector) and their criteria such as spatial 
data, terminological data and topological relationships between 
entities. Some works have been proposed in map conflation 
using points [24, 7, 31], lines [25, 11, 32] and polygons [1, 12, 
20]. 

In [2, 26], the authors use only the spatial information 
(location) to detect the corresponding entities with a similarity 
measure based on probabilistic consideration. The probability 

that two entities are corresponding is estimated using the 
Euclidean distance between them. In order to improve the 
quality of integration, some works propose to combine 
similarity measures that use spatial information with similarity 
measures that use terminological information to identify 
correspondences. In [27], three algorithms were proposed using 
a first similarity measure to filter the entities and a second to 
detect the corresponding entities. For example, a string 
similarity measure can be applied on the name of the POI, then 
for each pair of entities that are not considered as 
corresponding, the distance between them is increased. The 
final step is to apply a similarity measure on spatial information 
with the new distances. Note that increasing the distance 
between two entities lowers the probability that they will be 
considered as corresponding entities when we apply a 
similarity measure on spatial information. A variety of 
learning-based methods including logistic regression, support 
vector machines and voted perceptron has been proposed to 
find out how to combine and tune several similarity measures 
in order to identify the corresponding entities [28]. 

The "Theory of Evidence", also called "Dempster-Shafer 
theory" [29], combines an evidence measure of different 
sources and finds a degree of belief that takes into account all 
the available evidence. That is, a belief mass represented by a 
belief function, is associated to each evidence, then the 
Dempster's rule is used to combine them. The "Theory of 
Evidence" is proposed to integrate geospatial databases [22] 
and to match geospatial entities of several LBS providers [15]. 

Kang et al. propose a visual interface to detect the 
corresponding geospatial entities based on a neighborhood 
similarity [14]. It takes two sources of entities as input, then the 
user chooses a similarity measure to apply on terminological 
information or on spatial information. Detected entities are 
considered as potentially corresponding. Then each pair of 
entities are visualized on the screen. Their shared neighborhood 
of entities are placed between them and non-shared neighbors 
on the sides. Finally, the user has to make a decision for each 
pair to be considered as corresponding or not.  

B. Spatial Uncertainty Visualization 

 [30, 18] define nine categories of uncertainty paired with 
three "components" of geographic information: space, time and 
attribute. On this basis, [30] makes an empirical study to 
characterize the kind of visual signification that is appropriate 
for representing those different categories of uncertainty. The 
authors use a set of visual variables corresponding to the visual 
variables defined by [4, 21, 17]: Location, Size, Color Hue, 
Color Value, Grain, Orientation, Shape, Color Saturation, 
Arrangement, Clarity, Resolution and Transparency. Their 
symbol sets are points and for each visual variable, three 
degrees are specified coming from high to low certainty (Fig. 
1). They add iconic/pictorial symbols to compare their 
efficiency according to abstract/geometric symbols such 
as Smiley, Filled bar with Slider, and Thermometer (Fig. 2). 
Two tests are realized to judge the suitability of different 
symbol sets for representing variation in uncertainty by 
manipulating one single visual variable for all the categories of 
certainty in all the components of geographic information or 
for one specific category of certainty (accuracy, precision, 
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trustworthiness) in each component of the geographic 
information. 

III. REPRESENTING UNCERTAINTY 

This section covers our contributions for representing 
uncertainty in spatial integration. We first introduce an 
overview of our approach. Next we focus on the integration 
process, which produces confidence scores, and on uncertainty 
visualization on maps.  

A. Approach Overview 

A (semi-)automatic integration process does not achieve 
perfect results. Depending on data quality of providers, an 
integration process may have to deal with various kinds of 
uncertainty and to take decisions. In our geospatial context, the 
quality is strongly variable from one provider to another, and 
we need to take into account the uncertainty inherent to the 
process. Besides, this uncertainty should be represented, 
especially on a map. Our integration approach consists of three 
consecutive processes, namely "mediation process", 
"integration process" and "visualization process".  

 Mediation process: it is in charge of processing and 
rewriting a spatial query. For each LBS provider, the 
initial query is rewritten to comply with the schema or 
model of each provider. In addition, the mediation 
process performs a blocking process, which reduces 
the set of returned entities based on the location (within 
a radius) and the POI type specified in the query. As an 
example, let us imagine that a user is interested in 
finding the hotels in Pittsburgh. This query may be 
rewritten as "accommodations in Pittsburgh" for a first 
provider, and as "hotels in Pittsburgh, PA" for another 
provider. The output of this process is a sets of entities 
returned from each provider to the mediator that are 
ready for the integration part. Note that the mediation 
is not further discussed in this paper, since the schema 
heterogeneity of the providers has been beforehand 
manually solved and that the blocking processes are 
performed using the providers' querying systems. 

 Integration process: it aims at detecting and merging 
spatial entities which refer to the same POI 
(corresponding entities). It takes the sets obtained from 
the mediation process to produce a single set of 
entities, in which corresponding entities from different 
providers are merged into a single entity. Our 
integration process produces various confidence scores 
between the attributes of corresponding entities (see 
Section ‎III.B). The lower the uncertainty, the higher 
the confidence levels. Note that any spatial integration 
system, which takes the same inputs, could be used in 
replacement.  

 Visualization process: its main objective is the 
transformation of the confidence scores into visual 
representation of confidence levels (see Section ‎III.C). 
In this process, the merged entities resulting from the 
integration are displayed on a map. 

B. Integration and Uncertainty Computation 

The challenges in entity integration traditionally deals with 
the selection of data and transformation functions to be used for 
merging. In our context, we can add the computation of 
relevant and useful confidence scores for spatial and 
terminological attributes. In this part, we describe a simple 
solution for detecting and matching corresponding entities and 
for computing confidence levels. 

 Many generic approaches for "entity matching" have been 
proposed [16]. Getting inspired by these generic approaches, 
we propose a simple entity matching process based on 
sophisticated  similarity measures. The matching process is 
performed between all entities resulting from the mediation 
process. Given two entities from different sets, we compute 
confidence scores between their attributes. A score close to 0 
means that two entities are totally dissimilar. Conversely, a 
score equal to 1 indicates that both entities are equivalent. The 
coordinates of two entities are compared according to the 
Euclidian distance. The shorter the distance between both 
entities, the closer to 1 the similarity value for coordinates is. 
All terminological attributes (e.g., name, phone) are compared 
using the Levenshtein measure. This measure is the most 
effective with regards to other string similarity measures [28]. 
Using several metrics to match the same attribute involves a 
new problem for combining the different similarity scores. 
When all the individual scores have been computed, we may 
also compute a global score. A weighted average is 
traditionally used for combining the individual similarity 
scores. A decision step is finally required to select the 
correspondences. Various methods such as a threshold or the 
top-K enables this automatic selection [3]. In our context, 
proposing the corresponding entities with the highest global 
score is sufficient. To select which attributes of corresponding 
entities should be merged, we apply statistics (mainly value 
frequency). This simple proposition of entity matching and 
merging aims at illustrating our uncertainty visualization 
solutions. Note that any integration algorithm, which takes the 
same inputs, can replace our proposition. 

Concerning the output of the confidence scores, they are 
deduced from the similarity scores computed during the entity 
matching. The score computed between the coordinates 
constitutes the spatial confidence score. All terminological 
scores (between names, phones, etc.) are averaged to become 
the terminological confidence score. The global confidence 
score aims at evaluating the global confidence about a merged 
entity. For instance, the integration process produces a high 
score of spatial confidence when two providers locate the same 
POI at the same place and a low score of terminological 
confidence when two providers provide the user with totally 
different names, addresses, telephones, websites, etc. At the 
end of the integration process, corresponding entities have been 
merged and three confidence scores have been computed for 
each merged entity. The next step consists in visualizing these 
scores on a map. 

C. Visualization of Uncertainty 

Visualization of integrated information may be insufficient 
in various cases. For instance, a user needs to check original 
information when observing strange outcome from the 

367



Figure 3. Visual variables chosen for our study 

integration process. Therefore, the user requires to estimate 
himself the confidence of integration process visualizing (i) the 
spatial and terminological uncertainty for each integrated POI 
and (ii) the whole providers’ source information. This 
requirement generates a large amount of information that might 
become an issue to visualize. To meet this requirement, in our 
approach, we first convert the spatial, terminological and global 
scores output from the integration process into three confidence 
levels (similar to the three uncertainty levels in [30, 19]): 
uncertain (low confidence level), moderately certain (medium 
confidence level), certain (high confidence level). The first 
range [0, 0.5] is associated to the uncertain level. The middle 
range (]0.5, 0.75]) includes the moderately certain values. And 
the certain level stands for highest values in the range ]0.75, 1]. 
These ranges have been fixed according to experiments 
performed with similarity measures [9]. In the future, we intend 
to learn the best ranges for each level. 

We are interested in monitoring uncertainty of two 
dimensions: the confidence level of spatial attributes (the 
spatial confidence score from integration process) and the 
confidence level of terminological attributes (the 
terminological confidence score from integration process). 
Moreover, to create a map easier to read and understand for a 
tourist, we propose to group these two dimensions of 
confidence to display one global confidence level. Then, a POI 
has a global (spatial and terminological) high confidence level 
when the data of the providers are consistent and complete 
between them. On the contrary, a POI has a global low 
confidence level when the providers are not consistent and/or 
not complete between them. 

An analysis of the results obtained by [19] leads us to select 
the most relevant data useful in our context. Location, Size and 
Fuzziness variables are relevant to portray spatial uncertainty. 
Smiley, Filled bar associated with Slider and Thermometer are 
interesting to portray terminological uncertainty. Finally, 
Fuzziness, Location and Color Value are well suited to portray 
global uncertainty. 

We define various cartographic proposals to portray 
confidence levels of POI that are oriented in two directions: 
first the choice of the visual variables, second the choice of the 
dimension(s) of the geographic information (the attributes) to 
display on the map. 

1) Visual Variables to Portray Confidence Levels
On the basis of conclusions made in Section ‎II.B, we 

propose two alternative visual variables to portray the 

confidence level of each dimension of geographic information 
(spatial, terminological, global). Fig. 3 illustrates them. 

Concerning the spatial attributes, we decide to compare 
Location with Size associated to Fuzziness. We choose 
Location because it is intuitively connoted to space. We 
aggregate Size and Fuzziness. The taller the sign, the fuzzier 
the sign. We do this combination because independently, an 
order would be created between the signs with large or distinct 
signs seen before the others. This combination reduces this 
perception of order. 

Concerning the terminological attributes, the proposals of 
[30, 19] have been investigated. For our application, Smiley is 
too connoted to a score relative to the quality of a POI obtained 
from the opinions of different users. Then if the smiley is 
happy, it will be interpreted as a good POI for the public (e.g., 
a "good" restaurant) and this is not what we want to represent. 
Concerning Filled bar associated with Slider, we think it is 
difficult to correctly perceive the differences between its three 
degrees because only one small element of the slider is 
modified. For the previous reasons, the Thermometer icon is 
selected and is compared to a new visual variable: Frequency, 
based on graphic representations created to show uncertain 
chaotic behaviors of signals in Electronics Science.   

Finally, for the global confidence level (spatial and 
terminological attributes together), we choose to combine 
Fuzziness with Color Value. We eliminate Location because it 
is too connoted to the spatial dimension. 

2) Dimensions of the Geographic Information to Display

on Map 
Portraying whole uncertainty information may overload the 

interface. Our approach proposes instead to portray the 
confidence levels with a cartographic interactive application 
that gives the advantage to provide the user with only main 
confidence information and get more confidence details on 
demand opening a tool-tip to display complementary 
information. The user can also interact with the map (zoom 
in/out, move around, etc.). In such an application, various 
visualization strategies can be proposed depending on various 
confidence information we can highlight on the map. In the 
first two proposals, we make the assumption that spatial 
(respectively terminological) dimension of geographic 
information is estimated as the most important for the user. In 
this case, for each POI, we portray only the confidence level of 
this more significant dimension whereas the other one is shown 
in its tool-tip (Fig. 4). 

In three other proposals, geographic information 
dimensions are both considered important for the user. In Fig. 
5, spatial and terminological confidence levels are both 
portrayed on each POI using two signs. In Fig. 6, a global 
confidence level is displayed for each POI, corresponding to 
the confidence combination of spatial and terminological 
attributes. In this case, the tool-tip of each POI shows the 
spatial and terminological confidence levels. Finally, global, 
spatial and terminological confidence levels are all portrayed 
together for each POI (Fig. 7). 

The next section illustrates some of our proposals by 
describing a use-case navigation scenario of a prototype we 
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Figure 4. Spatial (top) or terminological (down) confidence level displayed on 

the map 

 
 

 

 

 

 
 

Figure 5. Spatial and terminological confidence levels are both portrayed 

 

 
 

Figure 6. Global confidence level is portrayed, spatial and terminological 

confidence level are displayed in the tool-tip  

 

 
 

Figure 7. Global, spatial and terminological confidence levels are all 

portrayed together 

 

have implemented. The proposals are Color Value for global 
confidence levels and in the tool-tip of each POI: Location, 
Size and Fuzziness to portray spatial confidence level and 
Thermometer to portray terminological confidence level. 

IV. PROTOTYPE 

Our proposal has been integrated in a LBS prototype. The 
POIs of this service are the result of the integration of the POIs 
from several LBS providers. This prototype implements the 
choice of solution presented above for visualizing uncertainty 
of integrated spatial data. 

The prototype runs on an ad-hoc POI database that has been 
created collecting POIs of several types from three real 
providers using their Application Programming Interface 
(API). The integration process is pre-performed on the whole 
POI database and the prototype interface navigates through the 
result. The prototype interface is composed of three 
components as shown in Fig. 8: 1) POI types selector: a list that 
the user check/uncheck to display or hide, 2) legend: the 
visualization solution used to portray global, spatial and 
terminological confidence levels and 3) map inheriting 
OpenStreetMap background and features (zoom in/out, 
satellite/map view, etc). The user can choose two modes for the 
map, the former denoted as "Integrated mode" displays 
integrated POIs with their global confidence levels. The latter, 
denoted as "Source mode", portrays the POIs of the source 
providers of an integrated POI with full information. 

When the user starts navigating, the prototype detects and 
centers the map at user location, and the "Integrated mode" is 
set by default. The user selects the POI types from the selector. 
All the POIs of the selected types that are near the user location 

are collected from the integrated dataset and displayed on the 
map. The map window of Fig. 8 illustrates the POIs of type 
Restaurant, Color Value variable indicating global confidence. 
Two deep colored restaurants have a high global confidence 
level (top and bottom), two light colored restaurants have a low 
global confidence level (in the center) and the three remaining 
have a medium global confidence level. The user can click on a 
POI to display the tool-tip that contains the full POI 
terminological information, spatial confidence and 
terminological confidence of the integration as shown in Fig. 8. 
At the right top corner of the tool-tip, the Thermometer icon 
indicates that the terminological confidence is medium while 
the Location, Size, Fuzziness icon indicates that the spatial 
confidence is low for the selected POI. 
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Figure 8. The prototype interface is composed of three components: 1) POI types, 2) legend and 3) map (here in Integrated mode). 

Figure 9. Comparison of terminological information offered by 

several providers for the same POI 

As well, the user can check the source providers of an 
integrated POI by switching to the "Source mode" where all the 
integrated POIs are hidden except the checked one. In this 
mode, the user can consult the full POI information delivered 
by all the source providers. This mode shows the location of 
the integration result and of all source providers that the user 
can compare. The user can also check out terminological 
information of every source and compare them all. A table that 
contains POI terminological information delivered by each 
provider can be displayed (Fig. 9). Also, the distance between 

each source POI and the integrated one is indicated at the 
bottom of the table for each provider. 

V. CONCLUSION 

In this paper, we have proposed and studied different 
representations of uncertainty in a spatial integration context. 
Our approach is generic and the simple integration process that 
we have presented can be replaced. The integration process 
merges corresponding entities and produces confidence scores 
at spatial, terminological and global levels. These confidence 
scores are converted into confidence visualization solutions. 
Solutions have been implemented into an application prototype 
to demonstrate the feasibility and the benefits in a scenario. 

One of our future objectives is to customize the visual 
representation and the navigation process according to user 
profiles. To reach this goal, we plan to test our proposals to 
select, for each dimension of the geographic information 
(spatial, terminological and global), the most efficient visual 
variables. Quantitative tests (e.g., A/B testing) are used to 
evaluate alternative choices while qualitative tests (e.g., user 
observation, interviews) explore how end-users (tourists) 
navigate with interactive maps. These tests should allow us to 
select the solution that is both best perceived and the most 
useful for the end-user according to her expectations. They 
could also demonstrate how such uncertainty representation is 
partly user-dependent. In that case, learning automatically the 
best representation for a new user could be an interesting 
challenge. For instance, a dynamic prototype which allows 
users to customize the mode of representation would allow us 
to evaluate the preferred solutions and to identify their 
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correlations with various criteria such as user profile and 
device type (e.g., computer, smart phone). 
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Abstract—In this paper we analyze the current situation of 
education in universities, with particular reference to the 
European scenario. Specifically, we observe that recent 
evolutions, such as pervasive networking and other enabling 
technologies, have been dramatically changing human life, 
knowledge acquisition, and the way works are performed and 
people learn. In this societal change, universities must maintain 
their leading role. Historically, they set trends primarily in 
education but now they are called to drive the change in other 
aspects too, such as management, safety, and environment 
protection. The availability of newer and newer technology 
reflects on how the relevant processes should be performed in the 
current fast changing digital era. This leads to the adoption of a 
variety of smart solutions in university environments to enhance 
the quality of life and to improve the performances of both 
teachers and students. Nevertheless, we argue that being smart is 
not enough for a modern university. In fact, universities should 
better become smarter. By “smarter university” we mean a place 
where knowledge is shared between employees, teachers, 
students, and all stakeholders in a seamless way. In this paper we 
propose, and discuss a smarter university model, derived from 
the one designed for the development of smart cities. 

Keywords-Smart cities; smart applications; collaborative 
systems; technology enhanced learning. 

I.  INTRODUCTION 
At times, technological innovations have contributed to the 

creation of neologisms by introducing novel buzzwords such 
as, e.g., micro, cyber, virtual, which are used to identify the 
latest cutting-edge solutions. As an example, let us consider the 
prefix “e-”. The massive adoption of Internet and web-based 
solutions has suddenly given birth to e-mail, e-commerce, e-
banking, e-learning, and many other modern terms. In many 
cases, the “e-” has been replaced by the suffix “2.0” to move 
the attention to a further evolutionary step of the same product. 
Now we have entered the smart-something era, in which the 
prefix “smart” is attached to devices with computing and/or 
network capabilities. Moreover, such devices offer some form 
of smartness since they are easy to use and designed to 
improve users experience in common operations. Hence, we 
make a daily use of smart-phones, smart-TVs, smart-fridges, 
and so on. Riding this wave, the prefix smart has also been 
applied to places (e.g., smart-city, smart-building, smart-
museum), and concepts (e.g., smart-work, smart-power, smart-
grid). In this context, the design of a smart-system should 

follow the human-centered design approach and exploit all 
available technologies to improve sustainability, environmental 
friendliness, reliability, mobility, and flexibility. In conclusion, 
smart systems and smart solutions are green, robust, 
personalized, responsive, interactive, and adaptive as well as 
accessible anytime, anywhere, from any device, according to 
the ubiquitous Internet paradigm. 

In this scenario, we consider the concept of smart-
university too. First of all, we notice that a commonly accepted 
definition is lacking in the literature. In particular, a tentative 
interpretation is given in [1], describing smart university as “a 
platform that acquires and delivers foundational data to drive 
the analysis and improvement of the teaching & learning 
environment,” by retrieving sensor-data, and using linked 
(open) data and formalized teaching knowledge. However, this 
is a merely technological approach and we observe that 
technology is just one among the many variables to take into 
account. In fact, recent modifications in laws and policy, also 
driven by economics and market analysis, are influencing 
universities’ learning environments and processes as well. 
Moreover, social issues, more recent innovations, and enabling 
technologies have been changing the way humans learn and 
thus are reshaping the relationship between learners and 
teachers.  

These changes must be reflected in the university 
organization, which is asked to supply high quality services in 
order to stay competitive in a global scenario. This leads to the 
need for many modifications including the way in which 
teachers should work and in the creation of new models of 
students’ evaluation and assessment. As an example, one of the 
main changes recently observed in university teaching is the 
decrease in the amount of time for face-to-face lectures and 
accordingly, an increase in the amount of time for individual 
study, which is carried on by students mainly over the Internet. 
This new independent learning ability must be empowered by 
supplemental resources such as, e.g., video lessons, and 
scheduling of individual learning activities followed by self-
evaluation. Moreover, the globalization process has 
dramatically accelerated the dynamics in production techniques 
and methodologies, thus requiring a more flexible education 
model, able to react quickly to unexpected changes whilst 
maintaining a high level quality. In addition, there are many 
human factors affecting the whole educational process. Among 
these, one of the most influential factors is that today’s students 
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have different attitudes and learning styles, derived from the 
highly interactive world they live in. Furthermore, the advent 
of social-media has influenced the way people use their 
knowledge across a distributed environment in a new 
collaborative fashion. 

To cope with this reality, technology is no longer sufficient. 
We suggest that a paradigm change is necessary to transform a 
smart university into a smarter university, hence more efficient, 
more effective, and with a higher participation of both students 
and teachers, collaborating to achieve the common objective of 
better learning. In this respect the smarter university offers rich, 
interactive and ever-changing learning environments by 
exploiting the suite of technologies and services available 
through the Internet, by empowering individuals’ abilities and 
attitudes, and by encouraging them to interact and collaborate 
in a framework in which people are co-responsible for raising 
and appraising the inclination of everyone. To achieve this 
objective, in this paper we analyze the issues of the current 
reality and, finally, we propose a model for the smarter 
university. 

The remainder of this paper is organized as follows: Section 
2 is a review of smart education including users’ perspectives 
and a look at current and future trends; in Section 3 we outline 
the issues and the challenges of a smart educational ecosystem 
with reference to technologies, competences, and processes; in 
Section 4 we propose the model of a smarter university. 
Conclusions follow in Section 5. 

II. SMART EDUCATION

Education in a smart environment supported by smart 
technologies, making use of smart tools and smart devices, can 
be considered smart education. In this respect, we observe that 
novel technologies have been widely adopted in schools and 
especially in universities, which, in many cases, exploit cloud 
and grid computing, Next Generation Network (NGN) services 
and portable devices, with advanced applications in highly 
interactive frameworks. Thus, we can say that smart 
universities are already here. Nevertheless, smart education is 
just the upper layer, though the most visible one, and other 
aspects must be considered such as:  

• communication;

• social interaction;

• transport;

• management (administration and courses);

• wellness (safety and health);

• governance;

• energy management;

• data storage and delivery;

• knowledge sharing;

• IT infrastructure;

• environment.

In this respect, six key areas are identified [2] for the design of 
an iCampus, where “i” stands both for integrative and 
intelligent. Namely, these areas are: learning, management, 
governance, social, health, and green. Other researchers focus 
on the Knowledge Management (KM) aspects, stating that KM 
is the foundation of a smart university, since it is the corner 
stone to fulfill business goals. Reference [3] describes a smart 
university as composed of five entities: smart people, smart 
building, smart environment, smart governance, and, last but 
not least, a knowledge grid. Other works address only 
technological solutions by outlining a smart space based on the 
use of RFID (Radio Frequency IDentification) technology [4] 
or providing NFC (Near Field Communication) support [5], 
[6]. To carry on with the overview of enabling infrastructure 
solutions, we must mention cloud computing as a resource for 
improving efficiency, cost, and convenience in the educational 
sector. Traditionally, cloud computing has been a convenient 
tool used in research laboratories for the optimization of 
computing resources. Today an increasing number of 
educational establishments are adopting cloud computing for 
economic reasons too [7]. 

A. Users’ Perspective 
From the users’ perspective, smart education is mainly 

related to the use of mobile web technology, which fosters a 
new conceptual model of mobile education in which teaching 
and learning activities are performed using ubiquitous 
computing. As an example, we mention the model proposed in 
[8], which deals with issues related to the usability of mobile 
applications and communication power among students and 
teachers. The paper refers to the FRAME model [9] and also 
includes a rich literature review that covers important concepts 
for the definition of new conceptual models, such as: the 
Transaction Distance Theory (DTD) [10], the Social 
Information Processing Theory (SIPT) [11], mobile web 
usability principles, cloud computing, and mobile web 
technology. 

B. Current and Future Trends in Education 
To conclude this brief analysis of related works, we 

mention the reports published by the New Media Consortium 
(NMC) 1 , which contain interesting outlooks on trends in 
education and a perspective timeline for their adoption. For 
example, the 2012 edition [12] forecasted the success of mobile 
apps and tablet computing within one year or less, game-based 
learning and learning analytics adoption was indicated on a two 
to three years horizon, while gesture-based computing and the 
Internet of the Things (IoT) on a four to five years horizon. We 
still need time to see whether these estimates will be fully 
realized or not. In the 2013 edition [13], the main focus was on 
the success of Massive Open Online Courses (MOOC) in one 
year and new issues are 3D printing and wearable technology 
on a four to five years horizon. The current 2014 edition [14] 
highlights the key trends that are driving changes in higher 
education in the next years. Among these is mentioned the 
growing ubiquity of social media, the integration of online, 
hybrid and collaborative learning environments, the rise of 
data-driven learning and assessment, the shift from students as 
consumers to students as creators (a shift that will mark the 

1 http://nmc.org 

Identify applicable sponsor/s here. (sponsors) 
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definitive evolution of online learning). It is worth noting that 
in this work, the authors indicate the “low digital fluency of 
faculty” and the “lack of rewards for teaching” as challenges 
to be solved. 

This general scenario and these last statements confirm the 
thesis at the basis of this paper: there is a need for the change of 
the current model of the modern university from smart to 
smarter. 

III. ISSUES AND CHALLENGES IN SMART EDUCATION 
According to the above situation, the university faces 

challenges to cope with novel learners’ needs, and to provide a 
seamless integration between the education production system 
(i.e., the education of the future workforce) and jobs, firms, 
industries, and organizations, which are requesting a multi-
disciplinary education with complementary competencies and 
skills ranging from humanities to technologies. It is not unusual 
to find job searches demanding experts in humanities with 
technology skills, as well as technicians with good 
communications skills. This reflects the need for a novel profile 
of professionals and experts, which are required to have “T-
shaped” skills, where the T denotes a solid basic knowledge on 
a specific, even narrow, area, complemented by a wide, yet 
shallow, knowledge of common topics. 

Unfortunately, today most graduates only have a deep 
knowledge in a specific discipline. In fact, on the one hand, 
humanities courses disregard education in technology and, on 
the other hand, technological curricula (e.g., engineering, 
computer science, and physics) do not take into account social 
matters and writing skills. This prevents young graduates from 
having immediate success in the global market, which is 
focused on services, human interaction, and activities 
performed in teams. In this scenario we need to foster 
collaboration among all the parts involved in education. 
Students should have the opportunity of interacting with 
companies and industries during their studies, so as to be able 
to orient themselves towards specific applications. Moreover, 
the tight collaboration between the university and the business 
world can provide multiple advantages, such as having classes 
based on up-to-date programs and the most advanced 
technologies, and facilitating the technology knowledge 
transfer from university research laboratories straight to 
industry. 

To overcome these problems, we can rely on most recent 
evolution in Information and Communication Technologies 
(ICT), which offers technological infrastructures, suited 
services, and platforms. Internet, grids, and cloud computing 
provide technologies for the restructuring of traditional 
education environments by supporting the more effective 
paradigm of a university with distributed resources: a 
university in which everyone (i.e., students, teachers, IT and 
administrative personnel, etc.) is provided with a rich set of 
functionalities that help to perform her/his activities through 
ubiquitous devices either via mobile services or in an 
unstructured environment. In addition to this, the Web 2.0 has 
among its most common functionalities, the ability to enable 
people to fully exploit communication. Therefore it supports 
the implementation of the paradigm of collaborative work and 
collaborative learning. From the students’ point of view, 

collaborative learning can promote the generation of 
communities of practice and group activities, which can 
represent a advance look at the organization of the work field 
they will encounter in their forthcoming job, which, probably, 
will be asynchronous and geographically distributed. 

A. Smart Technologies 
In an ecosystem where learners, teachers, technicians and 

administrative personnel work together to improve the quality 
of their job results, technology plays a fundamental role, along 
with the individuals involved in the process. The most 
important points that we have identified are the following: 

• The popularity of social network sites is dramatically 
changing interpersonal communication and the 
adoption of social media and networks in education is 
highly debated, especially in the community of 
pedagogy [15]. Social networks can become an 
alternative to traditional learning environments, and 
leverage a new generation of Learning Management 
Systems (LMS), especially for independent learning 
and communities of practice. Furthermore, social 
network sites are naturally related to the use of portable 
devices, thus fostering innovative mobile learning 
strategies as well. 

• Cloud computing is changing software distribution and 
usage and its adoption deeply impacts on technological 
solutions. From the e-learning perspective, cloud and 
distributed computing support virtual laboratories [16] 
and extensive simulations, thus reducing machinery 
costs. Moreover, a mobile cloud-computing 
environment is the enabling technological framework 
for achieving effective functionalities for learning in 
mobility [17], [18]. 

• The use of smart devices fostered a new dimension in 
learning, especially from the students’ side, due to the 
continuous availability of network resources and 
advanced software programs. Modern mobile devices, 
especially tablets, make available a large number of 
applications in education. However this introduces 
problems from the providers’ side, especially due to 
privacy and security issues [19]. 

• Contactless technologies (e.g., Bluetooth, Quick 
Response Code, RFID, NFC) and modern network 
solutions are giving rise to novel interactive and 
immersive environments, some based on the IoT 
paradigm. Using interconnected smart objects results in 
multiple possibilities to design technology-enhanced 
learning activities [20]. Moreover, IoT can be exploited 
to deliver services to students within the university 
boundaries based on their position. In addition, 
location-based services coupled with contactless 
technology can be used to implement augmented 
reality systems. 

• The evolution of the Web towards the Semantic Web 
(SW) is changing information retrieval techniques and 
content management. SW technology influences the 
way knowledge is organized and distributed. As an 
example, consider the adoption of a linked data-based 
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infrastructure in an Educational Semantic Web [21] to 
achieve a more efficient discovery of learning objects 
[22]. From an educational point of view, we mention 
an activity based on the use of semantic wiki [23] and 
more details on the scenario of SW in e-learning can be 
found in references therein. 

• Peer-to-peer (P2P) has changed computer-to-computer 
communication and implements, at a technical level, 
the basic principle of sharing and collaboration. P2P is 
at the basis of file sharing systems, which can be used 
to circulate documents among people involved in the 
learning process, and to foster collaboration among 
peers by generating student-to-student relationships, 
thus facilitating the collaborative-learning model [24], 
[25], [26]. 

• The wide availability of network connectivity and its 
broad diffusion is stimulating interactions among 
people and fostering the adoption of collaborative 
paradigms. In education as well, collaborative learning 
is assuming new aspects, especially through the 
adoption of specific collaborative environments 
designed to make the most of students’ teams effort 
(see, e.g., [27], [28], [29] and references therein). 

We emphasize that smart education solutions must deal with 
most, if not all, of these topics. For example, social networking 
involves the use of mobile devices and introduces mobile 
learning, which relies on a cloud-computing distributed system. 
Moreover, using personal devices in an interactive environment 
implies the use of networked objects within the IoT, and so 
forth. 

B. Smart Competences 
In todays’ historical context, there is an additional force 

accelerating the evolution process of education, that is the 
requirement of new competencies in the ICT area. This force is 
generated by the advent of smart cities, which results in the 
creation of new jobs for new professionals. An expertise is a 
proven ability in applying knowledge, skills and attitudes to 
achieve measurable objectives. The European countries have 
been discussing in recent years the need for the creation of such 
competencies, and have produced: (i) a document titled 
“European Competence Framework (ECF)”, (ii) a website for 
the publication of the workforce [30], and (iii) a tool for 
building such competencies. The proposed approach is similar 
to the one already experienced in the European universities 
scenario with the introduction of the ECTS2 (European Credit 
Transfer and Accumulation System). The ECTS represents a 
sort of “currency” of knowledge in a given area and provides a 
measure of the contents acquired, guaranteeing the portability 
across European universities. 

In the same way, ECF represents the currency for the 
relevant competencies, allowing large public and private 
companies, small and medium-sized enterprises, local and state 
administration offices, career schools, workers, and 
professionals to share the same language for supply and 

                                                             
2 http://ec.europa.eu/education/tools/ects_en.htm 

 

demand. Many vendors and big players too are currently 
mapping their certifications on the ECF requirements. ECF 
provides them with a tool to access a standard reference set of 
skills to apply for recruitment, placement, career paths, 
training, certification, etc. In other words, ECF provides a 
common European (and national) language to express the ICT 
skills. 

This means that a person with a bouquet of skills can be 
identified through standard professional profiles that will be 
recognized across the European countries and, therefore, 
portable in terms of job opportunities. Hence, a smart 
university should have tools similar to the ECF framework to 
build educational profiles and, consequently, curricula and 
courses that both adhere to the standards required by the 
scientific and professional communities (e.g., IEEE, ACM), as 
well as to the platforms and agreements identified by the 
institutions. Some examples of platform creation are beginning 
to appear [31] but, at present, are mainly limited to experiences 
in single universities and, therefore, not ready to be exported. 
We need platforms that ensure the construction of courses of 
studies whose contents are fresh and relevant. Unfortunately, 
the construction of course contents does not follow this process 
very often and this situation increases the gap between 
education and companies’ needs. 

C. Smart Processes 
Smart courses and smart universities are like two sides of 

the same coin: one cannot exist without the other. In other 
words, smart courses can promote smart universities and smart 
universities can promote smart courses. From the 
organizational standpoint a university becomes smart when (i) 
it contains less bureaucracy, (ii) facilitates the creation of smart 
human social capital, and (iii) supports innovative investments 
fostering synergy between teaching and research. These aspects 
of university life have been measured over and over inside each 
university system. However, those measures have not always 
been an effective tool for modifying the process model fast 
enough. Therefore they did not help universities to evolve in a 
reasonable amount of time. Those metrics have not often 
helped in maintaining fresh and updated course contents, in 
building networks of supports of local and non-local companies 
or in creating new companies, and in promoting the direct 
participation of companies in terms of input acquisition to use 
in educational choices. Those measures have not increased the 
participation in scientific and social responsibilities of new and 
existing enterprises. 

To conclude, a smart course can help turn a university into 
a smart-university with its ability to form talents and, 
indirectly, to develop innovations that can become the startup 
for something new. A smart course creates jobs since it 
promotes a vision that is not limited to the simple acquisition of 
knowledge, but aims to create culturally qualified personnel by 
anticipating users’ demands. 

IV. THE MODEL OF A SMARTER UNIVERSITY 
The starting point to define the model of a smarter 

university is represented by a shared vision among the various 
stakeholders (i.e., teachers, students, administration, nonprofit 
organizations, research institutions, citizens, industries, etc.) 
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derived from the analysis of the territory (i.e., industrial reality, 
colleges and universities in close distance, types of schools, 
etc.), from the type of cultural areas that require intervention, 
and, above all, from the university strengths that can be applied 
in the territory in terms of social, economic, and cultural 
instances  (both real or virtual).  

During this preliminary phase of “opinion mining”, which 
can also be conducted using a “jam session” within social 
network sites (e.g., Facebook, Twitter, etc.), the active 
participation of citizens is fundamental. Their involvement 
must start at an early stage so as to ensure the consensus 
throughout the implementation of the entire operational plan 
and to guarantee that the plan is derived from a real need 
expressed by the territory. This procedure resembles the 
process of consensus building adopted for the development of a 
smart city. 

Based on the above consideration, the definition process of 
a smarter university is derived from the model commonly used 
for the design of smart cities [32]. The proposed model is 
sketched in Figure 1 and the relevant components and their 
roles are described in this section. 

Figure 1.  The model of a smarter universty 

• Opinion mining – The first step of the process is
collecting different opinions, which will be later
organized and structured. This approach is similar to
the one used by the Coventry City Council in an
experiment conducted by IBM. The trial aimed to
produce the vision of a smart city and started by using

participation from the bottom up3. This step is a very 
delicate one and should be treated with particular care, 
because the vision of a smarter university produced 
will have a medium-long term impact on the future of 
an entire area. At the same time, the same vision must 
produce a return even in the short term. Research 
organizations and industries in the considered area, due 
to their competencies, should also participate in this 
phase and help drawing a clear roadmap. 

• Needs collection – The second phase of the proposed
model corresponds to an in-depth analysis of the needs
emerging from the area, the communities and the
organizations. In this step, the collected views are
organized and structured according to their sources
(stakeholders). These views are then translated into
specifications and constraints of the system. The
system generated in this phase is complex and has
multiple input variables (both dependent and
independent) as well as many constraints. A simulation
of the system model at this stage is a challenge since it
requires the study of a non-linear system, which
provides a complex solution, assuming that a feasible
solution exists. Nevertheless, the production of a
simulation should not be dismissed.

• Vision – The presence of multiple variables and
constraints encourages the creation of a “strategic”
vision that must be translated into clear objectives,
ambitious yet realistic. The objectives should clearly
state the expected achievements in the medium and
long term. Therefore, the strategic vision is structured
with measurable objectives, a set of goals G = {Goal1,
Goal2, ..., GoalN}, whose reach is measured through the
set K= {KPI1, KPI2, ..., KPIN} of relevant Key
Performance Indicators (KPIs). The goals are to be
constantly monitored and the associated KPIs allow
measuring the degree of achievement of each goal.
This activity of monitoring and measurement is
accompanied by a parallel corrective activity used to
steer the objectives of the system, if necessary. A
metric plan similar to the Goal/Question/Metrics [33]
can be used at this stage.

• Priorities – The above mentioned objectives are then
ordered as a two-dimensional array according to their
priority and their measure of urgency. Specifically,
higher priority goals are implemented first; lesser
priority and less urgent ones follow. Goals with low
priority and non-urgent goals are excluded. At this
point, it is necessary to train dual thinker individuals
(i.e., students). Dual thinkers have an ample and
complete knowledge in one sector, but a general and
broad knowledge in multiple domains. To achieve this
objective the model identifies, on one hand, contents
common to multiple domains and, on the other hand,
contents specific to each domain in consideration.

• Common contents – The model extracts common
contents, knowledge and skills that an individual must

3 https://www.collaborationjam.com 
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have in multiple scientific areas, corresponding to the 
transverse part of T-shaped people. 

• Domain specific contents – The vertical part of the T 
is represented by the knowledge and the skills that 
individuals must possess in a specific domain. For 
these domain-specific contents suited vertical courses 
are identified. In practice, at this stage the creation of 
multi-domain contents should be taken into account as 
well. These multi-domain contents may not be directly 
derivable from the previous step and might not be even 
vertical. For example, let us assume we are interested 
in forming the non-existent figure of an e-leader. In 
which domains should we seek the knowledge and 
skills for such a figure? Probably, those domains will 
include ICT, business, and leadership. In other words, 
this step is crucial for the formation of T-shaped skills, 
for both the vertical part and the completion of the 
horizontal one of the T shape. 

• Competences, standards and policies – On the right 
side of the model depicted in Figure 1, the 
competencies are described in the ECF and teachers’ 
skills are taken into account. In regard to the ECF, it is 
worth noting that in Italy the government agency, 
“Agency for the Digital Italy”, not only has adopted the 
ECF 3.0 standard but it has also made it UNI 11506. 
This means that all the regional digital agencies must 
align to this standard. Italy is one of the first countries 
in Europe to adhere this revolutionary process. This 
adoption promotes uniformity, and produces a 
revolution, as well as it establishes a higher rigor, in 
the definitions of the competencies accepted at a 
European level. In addition to this standard, we 
consider the de facto or de jure required standards in 
terms of courses and contents of each major (e.g., 
engineering, economics), as well as the learning-related 
standards offered by the variety of university 
employees. Finally, the policies required by university 
management are taken into account. When this phase is 
completed, it is possible to evaluate the vertical paths 
oriented towards specific application areas. 

• Matching – One of the most challenging parts of the 
model is the task of matching the choices with the 
needs. The complexity is not only due to the presence 
of requirements imposed by outside the system, but 
also due to the feasibility of the actions defined in the 
higher parts of the model. For example, it may happen 
that the professional figures identified by the model 
cannot be realized simply because there are no teachers 
with appropriate knowledge available. The point here 
is not only a simple question of supply and demand, 
which is an obvious role of a university. A smarter 
university wants also to look at the future of the 
professions and be ready to build them with a model 
that performs an appropriate matching accompanied by 
a corrective activity, where required. For example, 
assume we need to create the imaginary professional 
figure of an e-leader. This professional figure might 
have 3 types of skills: the first in ICT, the second in 

Business and the third in Leadership. The activity of 
matching in this step should be able to check the depth 
of the gap between the profession we desire to build 
and what can be accomplished realistically with the 
conditions and the constraints of the system (skills of 
the teachers, companies in the territory, prior 
experiences, specific associations, etc.). 

• Monitoring and analytics – The proposed model 
provides an abstract representation of a vision. Its 
application to specific situations and environments 
requires the implementation of a specific structuring of 
each part and such a process that can be very complex. 
It must also be said that this model requires the help of 
various tools such as forecasting, simulation, data 
collection and analytic tools. The monitoring and data 
collection must be implemented in such a way that it 
initially performs analysis on the data collected during 
the trial implementation of the process and 
successively uses the result of the analysis to make 
adjustments on the process model to adapt to the needs 
of the system. 

The presented vision of a smarter university is the vision of 
the future university, which responds to the students’ needs in a 
sustainable, social and technological way. “Being smart” 
should not be confused with “being digital”. The ICT 
infrastructures are the means, not the end, enabling a set of 
services that affect deeply the life of the university. For 
example, the availability of broadband as a resource is essential 
to ensure that business is more competitive and to reduce the 
digital divide between citizens; the availability of low-
frequency short-range technologies represent an essential 
resource for enabling the development of the IoT [34]. 
Similarly, Wi-Fi technology provides a valuable tool for 
reaching high-frequency strategic areas such as laboratories, 
libraries, meeting points, and so on. Of course, wherever the 
interconnection of these technologies is available, it might be 
possible to have an effective and timely monitoring, as well as 
a constant update, of each student’s  part of the vision. 

A.  Monitoring and Analytics Tools 
Since the effectiveness of a university is a complex mix of 

several variables related to funding, programs, staff, 
demographic studies, curriculum, class size, classrooms types 
and availability, educational content, campus reachability and 
livability, and so on, when these data are distributed throughout 
offices across campuses, it is hard to have an integrated vision 
unless there is an organized sharing of digital data. In such a 
situation, no prediction is possible. 

The availability of analytic tools that put together these 
variables and provide warnings to students, administrators and 
teachers is a useful way to overcome the delicate phase of 
monitoring. An effective monitoring can detect beforehand 
problems such as students’ absence and dropout. For example, 
according the 2013 ANVUR (the Italian Agency of the 
Evaluation of the University System) “Report on the status of 
the Italian university system” [35], between 10%-30% of 
students leave university prior to the completion of their 
degree. Of 1,762,719 Italian students, 40,4% remains enrolled 
beyond the expected time for completing the degree, and in a 
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year are unable to reach the minimum quota of 60 credits. 
These are the students that fill the long list of unemployed 
individuals. Problems like this, however, could be diagnosed at 
an early stage by the monitoring phase of the model with the 
help of analytic tools. The individuals at risk could be 
reintegrated with the help of proper tutoring. However, this can 
happen only if the “intelligent” system is able to detect such 
individuals. For example, the Department of Education of 
Tennessee used an intelligent system, developed by IBM, for 
the management of students at risk of an upper secondary 
school in the Hamilton County. The analytic tool used collected 
all the existing data and, with the help of teachers, redesigned 
individual plans, customized curricula, and ad hoc tasks that 
brought the percentage of students able to complete their 
degree from 8% to 80% in one year [36]. This monitoring 
phase and the following analytic activity is even more 
important in a smart university system whose mission is to 
prepare young adults by shaping and providing them with 
multiple skills that will let them better compete in a market that 
is more and more service-oriented. 

The newly required skills will need new teaching 
methodologies. Interaction and collaboration tools will be at 
the core of these methodologies. These new methods are 
important for two reasons. First, they transform a traditional 
course into a more interactive one that aims to increase concept 
retention in students. Second, they help developing and shaping 
the skills of the XXI century that will change the way in which 
students learn and work. Some of these skills are: problem-
solving skills; adaptability; technology management; 
economics; as we observe in many companies’ job searches. 
Another example of an intelligent experience is the Teachers 
TryScience4 initiative, supported by IBM. It is a project for the 
creation of a web site for teachers that provides free and 
engaging lessons, along with teaching strategies and resources, 
and events at the New York Hall of Science (NYSCI), designed 
to spark K-12 students’ interest in Science, Technology, 
Engineering and Math (STEM). 

B. Efficiency 
In addition to this, the model of a smarter university 

assumes the existence of an efficient university administration 
open to continuous changes. This is a real critical point across 
multiple university systems. Each university should be able to 
control all its parts from a “single virtual automated room”, 
thanks to analytic and forecasting platforms that should help in 
managing the risks, the financial exposures, and anything else. 
A few initial experiments that support our vision have been set 
in place by some universities that attempt to be smarter. The 
results are encouraging. For example, the University of 
California has developed a risk management system that 
involves 10 campuses and 5 medical universities. By 
forecasting, managing and scheduling the risks, and by using 
simulations of activities, the participating universities have 
reduced by 39% their expenses, and reduced the insurance 
costs by 167 million dollars since 2006. North Carolina State 
University uses a cloud computing system to manage all the 
250,000 students belonging to the entire educational system of 
the state public schools, including colleges and universities. 

                                                             
4 http://www.teacherstryscience.org 

This offers to the state of North Carolina and to the university 
system a considerable savings in terms of cost of 
infrastructures. 

Last but not least, a smarter university must be efficient 
even in term of energy. Smarter universities set in place plans 
for sensor-guided automated lights that turn on/off when 
necessary. Data analytics are run to detect deficiencies or 
problems that can be tuned to save money in electricity bills. 
Those savings can be later reinvested in teaching and new 
cloud based infrastructures. This is what Kent State University, 
Tulane University, Syracuse University, and other American 
universities have done: a significant step towards the creation 
of a sustainable territory. 

V. CONCLUSIONS 
Currently, universities can be regarded as smart 

universities, as they profitably use available technologies to 
improve their performance and to enhance the quality of their 
graduates. Such smart universities act in the context of smart 
cities, which offer smart services and applications to their 
citizens to enhance their quality of life. Despite this, there is 
still space for improvement and universities should become 
smarter universities. In brief, the infrastructure and the model 
of the universities are already some how smart. To become 
smarter, we need a step forward in this direction from students, 
teachers, and all the other people involved in education. In a 
smarter university the ultimate technological solutions foster 
collaboration and cooperation among individuals.  

In this paper we have outlined a process model where 
people’s needs are analyzed, and a set of goals are identified. 
Then the university acts to satisfy those goals, which represent 
current and/or future needs. Each goal is associated with a KPI 
so that the process can be monitored and tracked by means of 
suited analysis tools. In future work we will address how to 
improve this model and we will analyze and define accurate 
indicators for a better evaluation and assessment of the whole 
process. 
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Abstract—This paper presents a model and an infrastructure for 
technology enhanced learning applications and discusses issues in 
using Semantic Web, Linked Data, and Internet of Things. In 
particular, we apply the novel paradigm of the Semantic Web of 
Things to enhance information management and users’ 
experience in a setup borrowed from a previous work, which 
exploits contactless technologies in a museum exhibition to enable 
visitors to interact with the artworks exposed and receive 
relevant information. According to the Linked Data principles, 
the content delivery system has been empowered by introducing 
suited semantic annotations to the objects. This enables “things” 
in the real world to be linked to their corresponding software 
images in the Web of Data and, in turn, it enables users to 
discover new facts about the objects and the available knowledge 
about them. Moreover, the enrichment of the real world objects 
with education-oriented annotations, which specify how to use the 
sensorized objects in educational activities, makes possible to 
match the objects features with learning tasks and users 
characteristics, thus providing personalized services and 
improving the learning experience. 

Keywords-technology enhanced learning; semantic web; linked 
open data; Internet of things. 

I.  INTRODUCTION 
The investigation of the Semantic Web (SW) capabilities is 

a challenging item for future Internet applications and is a hot 
research topic too. Nowadays, a minor part of available web 
resources are based on the SW paradigm and, currently, it is 
difficult to find data in standard formats, due to both data 
providers and web designers attitudes. Furthermore, in most 
situations, the description of relationships between data is still 
lacking. However, programmers can rely on a full-featured 
suite of SW technologies for writing and querying the Web and 
this outlines a scenario ready for semantics, where relationships 
between data are expressed clearly and information can be 
linked accordingly. In particular, the Linked Data (LD) 
principles provide a publishing paradigm in which structured 
data can be easily exposed, shared and linked. Sharing common 
languages, publishing methods and tools, as well as ontologies, 
enables semantic search engines to effectively retrieve 
information associated to such linked data and provide 
advanced services to users [1]. In this scenario, embedding 
semantic annotations into real world objects, locations and 
events and making them available over the Web is a fascinating 

perspective that goes under the name of Semantic Web of 
Things (SWOT). Such a technological solution can be 
exploited in many fields of application and it is very attractive 
from the viewpoint of technology-enhanced learning. In fact, 
by interacting with objects, learners can acquire knowledge and 
abilities in a natural fashion and find relations with other 
objects and data, driven by logical connections. Moreover, as 
objects are part of a SWOT framework, they contain 
information that can be further enriched with new data, 
retrievable from the Internet by means of suited queries. 
Besides, the possibility for learners to interact with things in 
the surrounding environment can be exploited in the 
perspective of the experiential learning [2], that is the process 
of learning and making meaning from direct experience. In this 
fashion, SWOT can become an educational platform and a 
methodology that takes the benefits of both inductive and 
deductive educational approaches, the former coming from the 
interaction with objects and the latter coming from the 
semantic network of concepts relating to objects.  

Specifically, in this paper we describe an application based 
on the use of contactless technologies in a museum exhibition, 
which makes possible the interaction between users and the art 
works exposed therein [3], [4]. In shifting the same setup to an 
educational scenario, we have added semantic annotations to 
the objects and we have used this setting to provide augmented 
and personalized information, according to the framework that 
we described in [5]. For the annotation of artworks we have 
adopted the Europeana open data model [6] and we have 
extended it with properties for educational purposes from 
LRMI (Learning Resource Metadata Initiative) specification. 
Semantic annotation can thus be exploited by users to 
investigate on related objects in the Web of Data such as, e.g., 
getting additional information about the author of a specific 
piece as well as on the historical period, and so on, based on 
both the links included within the linked data and the specific 
learning goals and tasks. 

Summarizing, the objective of this paper is describing a 
application scenario for significant experimentations with 
SWOT in education. Currently, the state of the art in this 
research field lacks of tangible results and the contribution of 
this project is providing a working proof of concept to push the 
adoption of such technologies in this area. 
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The remainder of the paper is organized as follows: in 
Section 2, related works are presented with reference to SW 
and the use of SW and Internet of the Things (IoT) in 
education; Section 3 describes the reference scenario selected 
for the sample application; Section 4 deals with the annotation 
process; Section 5 reports the interaction workflow with 
objects. Finally, conclusions are presented in Section 6. 

II. RELATED WORK 
Given their relevance, coverage and popularity, we 

introduce this section by mentioning a set of ontologies whose 
triples are often linked by other datasets. One of the most 
common is DBpedia1, which adds meanings, expressed through 
links, to the information included in Wikipedia, the renowned 
free encyclopedia. Another relevant ontology is YAGO, 
developed within the yago-naga project [7], based on a larger 
dataset, including Wikipedia and other databases like Wordnet2 
for a clean lexical taxonomy, Geonames3 for geographical 
information, and WordNet Domains4 to the aim of achieving a 
better categorization. The third example that is worth to 
mention is the Freebase5  project, which is described as a 
“community-curated database of well-known people, places, 
and things”. Essentially, it is an open collection of data and 
connections between them, in which topics are organized by 
type, and people can freely connect pages with links and 
semantic tagging. 

The W3C website6 provides information and comparisons 
about RDF triple stores, storage managers and semantic tools to 
support the use of structured data, and thus transforming them 
into an effective and more powerful source. In particular, a 
useful benchmark analysis is available, about storage managers 
for storing large-scale RDF data sets.  

The current situation of SW applications is discussed in [8], 
which copes with discoverability, interoperability and 
efficiency of available public SPARQL end-points. However, 
this topic is continuously evolving and a glance on future 
applications is given in [9], which focuses on the problem of 
browsing and searching the SW from mobile devices and 
wearable computers too. 

To conclude this general overview on the SW, a featured 
list of applications based on the use of SW technology, 
including both use case and case studies, is maintained by the 
W3C7. Among these, we mention the British Broadcasting 
Company (BBC) web site, which is one of the most successful 
applications of SW technologies and one of the first 
organizations to use LD. 

A. Semantic Web and Education 
The current Web is a fundamental source of information in 

both school and universities and can be even the only resource 
such as, e.g., in some lifelong learning projects. It can greatly 

                                                             
1 http://dbpedia.org 
2 http://wordnet.princeton.edu 
3 http://geonames.org 
4 http://wndomains.fbk.eu 
5 http://freebase.com 
6 http://www.w3.org/RDF 
7 http://www.w3.org/2001/sw/sweo/public/UseCases 

benefit from the adoption of solutions based on the Semantic 
Web infrastructure and, especially, LD can empower 
technology-enhanced learning [10]. This results in an 
Educational Semantic Web [11] where information can be 
managed, shared and retrieved in a more effective way.  

Beside the traditional use of SW technologies to annotate 
learning materials following a top-down approach, a more 
recent approach concerns the annotation of user-generated 
content (UGC). Reference [12] discusses the possibility to 
annotate UGC with contextual metadata, showing the benefits 
of classifying digital content that emerge during learning 
processes and activities. This approach, based on merging 
semantic and social web to improve the retrieval of education 
resources is analyzed also in [13]. The authors propose a 
specific architecture for sharing and retrieving educational 
resources by using a dataset/repository based on the LD 
principles. 

Following the same approach of combining semantics and 
social web, but with a focus on the authoring phase of learning 
activities, semantic technologies have been used in [14] to 
support collaboration. The author presents a Semantic Web-
based authoring tool developed with the aim of facilitating the 
teachers in planning collaborative learning scenarios, according 
to consolidated learning models.  

Improvement in discovery and retrieval of learning 
resources are reported in several projects. In [15] the focus is 
on the first issue, while others stress in particular the concept of 
interoperability, which enhances the possibility of retrieval. 
Our approach goes along the same line. In [16], for example, 
the SW technologies are considered as the basis for the 
construction of e-learning resources and to enable cross-
platform sharing and interoperability, through effective 
querying and positioning. In the mentioned approach, querying 
should be based on an ontology layer, to improve the retrieval 
and sharing of learning resources, and to attain consistent 
comprehension.  

Furthermore, a tentative listing of the benefits deriving 
from a semantic approach in mobile learning environments is 
presented in [17], with a focus on integrating mobile devices 
with web-based services. In particular the authors investigate 
the development of a mobile ontology designed for a standard 
data exchange format among the mobile nodes in a wireless 
environment, with more institutions. 

To conclude this overview on the main trends in SW for 
education, we mention the efforts to exploit the huge amount of 
public open data (present and forthcoming). Beside the interest 
in open archives, multimedia open data are currently attracting 
attention for their suitability to implement hypermedia 
activities and to pursue personalization in their design. For 
example, one can annotate educational video resources as in 
[18], where the authors annotate video using standard 
vocabularies including Friend-of-a-Friend (FOAF), the Dublin 
Core8, and the Timeline9 ontology. Annotations, stored in a 
Sesame RDF repository, are used to improve video search and 
retrieval. 

                                                             
8 http://dublincore.org 
9 http://purl.org/NET/c4dm/timeline.owl 
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Among the more recent initiatives concerning open data, 
we finally mention the Linked Up10 project, whose sub-title is 
“Linking Web Data for Education”, aimed to exploit the vast 
amounts of public, open data available on the Web, published 
by educational institutions. A result of this project is the 
definition of a scalable approach for a more efficient generation 
of structured dataset topic profiles [19]. 

B. Internet of Things and Education 
The development of education strategies based on the use 

of the IoT paradigm is the next big thing in learning systems. 
Presently, IoT is a matter of investigation for an ever-
increasing number of disciplines and the relevant applications 
are on-the-edge solutions for a variety of situations, including 
educational issues. Accordingly, the term IoT appears in the 
2012 edition of the yearly survey on the impact of current and 
future technologies on education [20], published by NMC11. In 
this report, the authors foresee the spread adoption of IoT as an 
educational technology within the year 2017, highlighting the 
relevant benefits too. Such benefits refer to both the 
teaching/learning activities and the management of educational 
resources, including building and courses, as well. In fact, IoT 
can improve efficiency in managing energy resources and, for 
example, in remotely controlling laboratory machineries. The 
mentioned report gives also hints on how to exploit networked 
objects and content related to them, by presenting the example 
of an Allosaurus’ skeleton. Considering bones as distinct 
objects, each one could contain its related history: where and 
when it was discovered, its position in the overall skeleton, the 
temperature it is being stored for a better preservation, and 
more about the physical object. Generally speaking, an IoT 
enhanced learning framework, enables the users-to-objects 
interaction and this feature can be exploited effectively for the 
delivery of content personalized with respect to users 
characteristics, environment variables and current state. Many 
examples of reference architectures for learners to interact in an 
IoT environment are reported in the literature, e.g., [21], and 
motivations for the adoption of a learner centered approach can 
be found in [22]. A comprehensive analysis of the scenario of 
IoT in educations is reported in [23] and references therein, 
where the authors investigate the evolutionary trends in e-
learning, pushed by the Semantic Web technology and the IoT, 
showcasing a number of relevant applications. Another 
example is described in [24], which reports about a university 
course offering an IoT based learning infrastructure allowing to 
teach IoT technologies through activities that include 
collaborative and collective programming of real world sensing 
applications. 

In addition, the use of IoT technologies is considered the 
enabler for the realization of ubiquitous learning environments, 
in which learning demand and learning resources are 
everywhere in a seamless integration of life, study and work. In 
this framework, ubiquitous computing systems support the 
interactions between human and machines, allowing man-to-
man, man-to-machine, and machine-to-machine data exchange 
and communications [25]. More recent works, envisage the use 
of IoT for the realization of the so-called living labs. With 

10 http://linkedup-project.eu 
11 http://nmc.org 

reference to the concept of iCampus [26] it acts as a 
playground for people who work, study and live therein [27]. In 
this perspective, owing to the pervasive networking 
technology, the iCampus and the IoT work together for the 
delivery of learning content, driven by environment sensors. 
Hence, the campus itself can be used for teaching or research, 
and corresponds to the Living Lab model12, a real-life test and 
experimentation environment where users and producers co-
create innovation. 

C. Semantic Web of Things and Education 
The combination of SW and IoT gives rise to the SWOT, 

where semantic annotations are mapped to some real world 
objects and places. According to this, and to the above 
considerations, the adoption of a semantically enriched Web of 
Things becomes a desirable feature for most information 
systems, and especially in education. Many researchers are 
investigating this field and relevant architectures as well as 
frameworks are proposed (e.g., [28], [29], and [30]). However, 
at the best of the authors’ knowledge, there is a lack of mature 
and concrete experiences of educational applications of the 
SWOT, if we exclude applications concerning Smart Campus, 
which are focused on smart buildings rather than on 
educational features (e.g., [31]). To confirm this statement, we 
also observe that the already mentioned project Linkedup has 
launched a challenge for people to “design and build 
innovative and robust prototypes and demos for tools that 
analyze and/or integrate open web data for educational 
purposes”. Within this call-to-action, in the first (May - June, 
2013) and in the second phase (November, 2013 - February, 
2014) no one applied for a SWOT project. Instead, most of the 
proposals were about techniques and tools for personalization 
of educational processes and/or contents.  

III. INTERACTION WITH OBJECTS

In this section we describe the application scenario of a 
“smart education museum” that we used as a testbed to 
implement the LD principles and apply the SWOT paradigm. 
Specifically, we make reference to a previous work [4], where 
the interaction with objects is based on Radio Frequency 
IDentification (RFID) tags and readers. Nevertheless, the 
architecture is independent from the technology adopted and 
can be implemented with a variety of solutions, such as Near 
Field Communication (NFC) or Quick Response Code (QR-
Code). More in details, the contactless technology is used to 
drive to custom information, which is duly stored in a 
multimedia repository. Figure 1 (partially borrowed from [4]) 
depicts the basic reference scenario, as well as device-to-
environment interactions. The basic components of the 
architecture are a set of tags properly installed in the museum, 
used to trigger the delivery of contextualized (where is the 
user?) and personalized (who is the user?) information.  

According to this, the basic entities involved in the system 
are: 

(i) contactless hardware, 

(ii) mobile devices, 

12 http://openlivinglabs.eu 
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(iii) a suited communication network, 

(iv) the content management system and related modules 
for personalization and delivery, including web server 
capabilities, 

(v) the database to feed the system with proper 
information. 

 

 
Figure 1.  The reference architecture of the content management 

and delivery system. 

To clarify the roles of the above components, let us 
consider the use-case of a visitor in a museum approaching a 
statue in the exhibition. The flow is the following: 

(i) the Point of Interest (POI) is “sensorized” with a 
proper tag enabling contactless interactions;  

(ii) the user is equipped with a mobile device compliant 
with the chosen contactless solution, i.e., has a camera 
for reading QR-Code or has a NFC/RFID chip to act 
as a reader. Moreover, the device has a suited software 
configuration, e.g., a Web browser or a specific 
application is installed;  

(iii) the interaction with the POI triggers the user’s device 
to send a request through the available network, e.g., 
IEEE 802.11 or 3G/4G connection; 

(iv) based on the specific POI, the server receives and 
processes the request, thus delivers multimedia 
content, keeping into account personalization issues, 
hence creating ad hoc content based on a user 
profiling (e.g., language and age), and on the features 
of the device (e.g., do not send videos if the device has 
no play-back capabilities);  

(v) the information is stored and managed by a suited 
database, which receives queries from the above 
mentioned server. 

Put briefly, a 3-ple (USER_ID, DEVICE_ID, ITEM_ID) is 
sent to the server at every interaction and to this aim, a suited 
information architecture was developed, based on an ad hoc 

ontology reflecting the museum’s organization. The system 
was developed in such a way that it can act as a generic data 
provider, regardless the specific implementation, also to 
support third party applications or new functionalities. 

Owing to this, we were able to modify the information layer 
of the system, while maintaining the overall IoT functionalities. 
The new information architecture addresses the SWOT 
requirements. Specifically, it is designed according to LD 
principles. Figure 2 displays the main modules that will be 
described in the forthcoming Sections 4 and 5. 

  
Figure 2.  The information architecture. 

IV. OBJECTS ANNOTATION 
The annotation of physical objects according to the 

principles of LD enriches such objects with a digital 
representation of them, available on the Web. Thus, as outlined 
in the framework described in [5], the Web is going to become 
an extension of reality, where boundaries between physical and 
virtual objects are more and more faint. As packaging is often 
mixed with products, web data associated with objects is going 
to fade into objects. Annotations can be used to describe the 
features of the physical object, to provide information about its 
provenance, its location, its history and so forth. Therefore, in 
an educational scenario, enriching objects with annotations 
enables learners to get such data and to improve their 
knowledge. 

The basic idea of using SWOT in this context is that, with 
reference to experiential learning [2], key drivers for education 
are: the physical interaction with the learning objects, the 
natural access to knowledge about the object, and the discovery 
of knowledge related to the object.  

 

386



The SWOT paradigm seems particularly suited to cope with 
these challenges. In fact, accessing data about an object by 
interacting with it makes learning an active and natural task. 
Moreover, annotating POIs by following LD principles 
guarantees that: (i) POIs can be linked to other data about them 
in the LOD cloud (by means of RDF links to related objects 
and concepts), (ii) the retrieval of related data about POIs in the 
LOD cloud is more accurate, thus improving the discovery of 
knowledge about the object. The use of shared vocabularies to 
annotate objects further fosters the precision of retrieval, by 
reducing error risk in ontology matching.  

Following these principles, we shifted from an ad hoc 
ontology to another one that exploits shared vocabularies and 
combines annotations, aimed to enrich the description of the 
artworks’ characteristics with annotations specifically crafted 
for educational purposes. 

The annotation process has been accomplished in three 
steps:  

a) definition of a data model for representing POIs;  

b) mapping the relational database to the data model;  

c) RDF data generation and enrichment with links to related 
data. 

A. Data Model for Representing POIs 
For the definition of the data model to use, we identified a 

set of ontologies, which could be candidate to represent POIs 
also addressing educational requirements: CIDOC CRM13, a 
reference conceptual model for cultural heritage resources, 
defined in 2006 as an ISO standard; EDM14, the data model for 
Europeana, the online platform for collecting and accessing 
European cultural heritage resources; the OpenArt ontology15, a 
data model that follows an event-driven approach, suited to 
trace events that occur over a specific time period (it originates 
from a project of Tate Britain art gallery for publishing a 
searchable corpus of materials relating to the arts in early 
modern Britain). Besides, other popular vocabularies that we 
also considered are specifically suited to describe agents (e.g., 
FOAF), places (e.g., GeoNames), and concepts (e.g., Simple 
Knowledge Organization System Reference - SKOS).  

Finally, we decided to adopt the EDM model and to extend 
it with specific schemas for representing educational resources. 
The main reasons that led us to this decision are the following: 
(i) EDM is a general data model for cultural heritage objects 
which incorporates other standard vocabularies, some of them 
mentioned above; (ii) it is a well-documented data model; (iii) 
several mapping tools to other models are available; (iv) there 
is a vast repository of collections using such data model.16 This 
point is very important for it is extremely useful for enriching 
objects since the use of a shared schema reduces ontology 
alignment problems when looking for related resources to be 

                                                             
13 http://cidoc-crm.org 
14 http://europeana.eu 
15 http://dlib.york.ac.uk 
16 Several repositories are available using EDM data model: the 
Europeana collections, the Musical Instrument Museums Online (MIMO), 
CARARE digital content from archaeology and architecture domain, 
HOPE content, etc. 

included in the RDF file; (v) the classes of Europeana are 
properly suited for the IoT paradigm, in fact they distinguish a 
class that identifies the physical object (e.g., a painting, a book, 
etc.) from a class that provides one or more digital 
representations of the object (e.g., text, audio, video, quiz, etc.). 
These two classes, respectively ProvidedCHO and 
WebResources, are related one to each other through the 
Aggregation class. The edm:aggregatedCHO property, 
relates each instance of the ore:Aggregation class to a 
physical POI, while the edm:hasView property, relates each 
instance of the ore:Aggregation class to its digital 
representation. EDM uses specialization of classes and 
properties, also allowing different levels of granularity, as well 
as the representation of specific relationships such as, similarity 
between objects, part-whole relation, derivation, and others. 
The possibility to relate a physical POI to a variety of digital 
representations is useful in education, since it offers several 
options for filtering related resources based on the cognitive 
style and attitudes of individual learners.  

Then, in order to enhance the educational purpose, we 
extended the EDM schema with the LRMI17 specification. 
LRMI derives concepts and inspirations from models such as 
IEEE, LOM, and Dublin Core and it has been accepted and 
published as a part of Schema.org, the collaboration between 
major search engines, i.e., Google, Bing, Yahoo!, and Yandex, 
to annotate web resources. In our data model, we introduced a 
new class, Audience, with its LRMI properties and, in 
addition, we extended the edm:WebResources class, 
providing it with LRMI properties mapped from the 
schema:CreativeWork class. 

As a consequence, for the new Audience class, we have 
three new properties:  
schema:audienceType; schema:educationalAudience 
schema:educationalRole 

while, for the WebResources class, we have four new 
properties:  
schema:educationalUse, schema:interactivityType 
schema:learningResourceType and 
schema:typicalAgeRange 

B. Mapping the Relational Database to the RDF Data Model 
One can choose among different techniques, to extract LD 

from a relational database. There are on the fly solutions, that 
use LD wrappers (e.g., D2R Server18, a tool for transforming 
relational databases to RDF), and there are solutions based on 
the migration to a triple store (e.g., Sesame, Virtuoso). In both 
solutions, when transforming the relational database into RDF, 
usually, some additional operations of mapping become 
necessary. Typically, mapping the data to RDF is done by 
writing rules in specialized languages such as R2RML19 and 
D2RQ20, or by writing scripts in languages such as XSLT21, 
Python or Java. To achieve higher query performance, in our 
project we opted for the second choice, that is storing RDF data 

                                                             
17 http://lrmi.net 
18 http://d2rq.org/d2r-server 
19 http://www.w3.org/TR/r2rml 
20 http://d2rq.org 
21 http://www.w3.org/TR/xslt 
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in a Triple Store and maintaining the alignment of the two 
repositories through specialized synchronization procedures. 

In order to support mapping and conversion to the store, we 
exploited KARMA22, a tool that can be used to map data in a 
variety of formats and from a variety of data sources (e.g., 
databases, spreadsheets, XML) to structured RDF. It has been 
used in several projects; just to mention one, it has been 
exploited to map the Smithsonian American Art Museum 
(SAAM) to the Europeana EDM ontology. KARMA provides a 
graphical user interface to model the source data according to 
the classes and properties defined in the target data model. 
Through learning techniques, it identifies possible mapping 
between the database schema and the ontology classes and then 
uses the ontology to suggest semantic types and relationships 
between them. In addition, specific relationships are created, 
based on “manual” mappings. As a further step, in order to fit 
the target data model, we extended our relational database with 
classes and properties within EDM and LRMI. In particular, we 
introduced new relations about artistic movements and we 
defined two new tables, about educational purpose and target 
audience. Through these, we can describe the type and the 
educational level of every web resource related to a physical 
POI. Finally, according to LOD principles, we had to assign an 
HTTP URI to every instance of the classes. After this pre-
processing, KARMA was able to generate the RDF documents. 
Given some redundancies about code, a post-processing was 
necessary to produce the final RDF. 

As a Triple Store we used Sesame23, a popular platform for 
managing RDF. It supports SPARQL query language, offers a 
Java GUI and provides a SPARQL end-point. According to the 
benchmark analysis on Large Triple Stores on the W3C24, it is 
scalable up to 70M triples. It runs on a Tomcat server and the 
platform includes Openrdf-Sesame, the actual Triple Store, and 
Openrdf-Workbench, the application that provides a web 
interface for managing RDF documents and querying them. 

C. RDF Linking 
As discussed in the introduction to Section 4, the basic idea 

for publishing LD and making them accessible while 
interacting with physical objects, is exploiting a natural way to 
discover the world lying “behind” the object. In other terms, 
the objective is to consider the museum artworks as a gateway 
to the Web of Data related to such objects, thus favoring 
processes of experiential learning, informal learning and also 
edutainment. To accomplish this goal, a further step is 
necessary and deals with the actions to support the retrieval of 
resources related to POIs. These actions can be carried out in 
two stages of the objects’ lifecycle. The first one is the 
generation of RDF links to be included in the RDF description 
of POIs (e.g., the generation of Identity Links that connect the 
object to the URI of another object, using the sameAs 
property). The second one is the dynamic retrieval of data 
linked to a POI while interacting with it. This option requires 
an agent that crawls the Web of LD, retrieves related resources 
and returns them to the requesting client in a proper fashion. 

22 http://www.isi.edu/integration/karma 
23 http://openrdf.org 
24 http://www.w3.org/wiki/LargeTripleStores 

Note that Figure 2 displays this agent (named LD search agent) 
in dotted line, since it is still under development in our project. 

The retrieval of related resources, both to edit the RDF 
description of POIs and to dynamically retrieve relevant data, 
entails managing the problem of ontology matching, which can 
be treated at different levels: the semantic match between 
classes’ names, properties, and values. The choice of using 
commonly adopted data models is effective in reducing at least 
the first type of matching problems, making more accurate the 
retrieval of related data that use the same data model. In this 
respect, it is worth noting that EDM has done this choice as 
well, by including different popular data models within its 
ontology. To improve metadata interoperability, EDM 
ontology is based on OAI ORE (Open Archives Initiative 
Object Reuse and Exchange) for the representation of 
aggregated web objects, Dublin Core for descriptive metadata, 
SKOS for conceptual vocabulary representation, CIDOC-CRM 
for event and relationships between objects. Moreover, specific 
EDM properties (i.e., edm:isRelatedTo, edm:hasMet, and 
edm:hasType), are used to enhance the interlinking challenge.  

In our project, annotating objects with RDF links is 
managed by using a semi-automatic approach. First, we use a 
set of API to run SPARQL queries against the EDM end-
point25. In addition, to extend the search, we exploit other tools 
such as the DBpedia Lookup Service26 and the Linked Media 
Framework27. DBpedia Lookup Service is based on a Lucene 
index providing a weighted label lookup, which combines 
string similarity with a relevance ranking (similar to PageRank) 
in order to find the most likely matches for a given term. The 
Linked Media Framework is a server application that bundles 
together some key open source projects to offer advanced 
services for linked media management. 

V. CONTENT NEGOTIATION AND 
INTERACTION WORKFLOW WITH POIS 

In this section we detail the LOD server settings and the 
interaction mode between users and POIs. To demonstrate the 
interaction workflow, a proof of concept is set up. This is 
composed by a LOD server, able to serve the requests of two 
types of clients: web clients that process HTML documents and 
clients that process RDF. Specifically, the LOD server is 
available at http://130.251.47.112/dbxml, while Sesame 
at http://130.251.47.112:8080/openrdf-workbench. 
As a client, we developed an Android application that receives 
an URI from QR-Code or RFID tag and lets users choose how 
to browse information about that POI: in a standard or 
augmented view. The standard view, generates an HTTP 
request, adding the HTTP header Accept:text/html. The 
augmented view generates an HTTP request, adding the HTTP 
header Accept:application/rdf+xml. In both cases, it 
sends also the user data stored on the application (as detailed in 
Section 3). 

Considering the LOD server, different configuration 
options are available, according to LD principles. As a first 

25 http://europeana.ontotext.com 
26 https://github.com/dbpedia/lookup 
27 https://www.w3.org/2001/sw/wiki/LMF 
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option, the URI represents the physical object and a 303 
redirection with content negotiation is used to return its digital 
representation: an HTML page describing a POI for standard 
view or RDF content for augmented view. An alternative 
method is delivering RDFa embedded in a HTML document. 
In our project we chose the 303 redirect method, with RDF 
documents generated by KARMA and subsequently annotated 
with RDF links, as described in Section 4. In order to set up 
this method we had to manage the URI redirection, named 
Content Negotiation, and the generation of the dynamic 
pages for the standard view and the augmented view. 

As displayed in Figure 2, requests from standard HTML 
clients are redirected to a dynamic page that accesses the 
relational database and generates an HTML response; requests 
from RDF clients are redirected to a page that runs a SPARQL 
query against the Sesame Triple Store and generates an RDF 
response. In both cases, the dynamic pages retrieve the POI’s 
ID from the HTTP request and perform the query. Furthermore, 
in order to make the URI cleaner, we have used the Apache 
mod_rewrite and we defined a rewrite rule in the .htaccess 
file. 

The description above outlines the basic mechanisms to 
serve HTML clients and RDF clients. The former output is 
suited for human users. The latter is machine understandable. 
Given this standard context for LD applications [32], what 
makes the RDF version an augmented view for users in our 
project is the possibility to: 

(i) exploit RDF links in order to provide users/learners 
with augmented content from the LOD cloud; 

(ii) exploit semantic annotations related to educational 
features in order to pursue the goals sketched in 
Section 4. 

To accomplish these goals,  

(i) the SPARQL query to the EDM end-point (Section 4) 
is expanded or restricted according to the user data 
that the Android application sends to the LOD server 
within the URI request;  

(ii) transformation rules are applied to the retrieved RDF 
triples in order to display them in a user-adapted 
layout. 

For the query expansion and restriction, several algorithms are 
available. We are working on testing the algorithm proposed in 
[33].  

As regards layout transformation rules, the current version 
of the Android application implements mapping rules between 
RDF tags and HTML tags, to display aggregations of 
statements concerning a single object.  

VI. CONCLUSIONS 
In this paper, we have introduced a model and an 

infrastructure to implement technology enhanced learning 
applications, particularly suited in the field of informal 
learning. Specifically, we refer to an application addressed to 
enrich a visit to a museum but the general principles expressed 
can be transported to many other fields of application.  

In the proposed scenario, learners can interact with objects 
of the real world, which assume a pro-active role in retrieving 
information over the Web. In fact, owing to the available IoT 
technology and to the Semantic Web architecture, they can 
gather information about themselves, to the aim of enriching 
the set of data associated and to adapt to the individual users’ 
needs, for example selecting resources in different language. 
Such a scenario results in breaking the boundary of smart-
environments, where objects, locations, and events can 
communicate each other and with people. With the newly 
acquired SW capabilities, things in the real world can access 
knowledge over the Internet, enhancing their self-knowledge.  

Such features are appealing for a wide range of applications 
but they can be regarded as a revolutionary approach for 
instructional designers to rethink their lesson plans in the 
direction of creating more captivating lessons. This can be done 
through the adoption of a renewed collaborative learning 
paradigm, where teacher-to-student and student-to-student 
interactions are not the only possible interactions. Now people 
can communicate with surrounding objects too in a completely 
new fashion and teachers/students-to-objects relations are 
introduced. 

In this paper we have presented an infrastructure for that to 
happen. The basics for this infrastructure include a proper 
architecture of the content management and delivery for the 
IoT (Section 3), a data model for physical object annotation 
(Section 4) and a LOD server and workflow definition for the 
interaction with physical objects (Section 5). Given this 
infrastructure, several components can be added. In the paper 
we mentioned a LD Search Agent for the retrieval of related 
objects in the LOD cloud and, furthermore, specific 
Personalization Agents can be introduced to improve the search 
of related objects and the adaptation to the learner features. 
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Abstract—An ability to solve complex problems, for which a 

variety of solution paths are possible, is an important goal in 

engineering education. While feedback is critical to learning, 

hand grading of homework rarely provides effective, timely 

feedback on attempts to solve complex problems. Such feedback 

is also unfeasible in distance education contexts. A technology, 

based on the approach of cognitive tutors, is presented as a 

generally applicable method of providing automated feedback on 

complex problem solving, with truss problems studied in 

engineering as an example. The tutor maintains a cognitive model 

of problem solving of the class of problems, and associates 

various solution steps with distinct skills or knowledge 

components. One can determine whether students learn 

individual skills by measuring the error rate as a function of 

practice. Prior work has shown that for many skills the error rate 

indeed decreases with practice. New insight into the tutor’s 

effectiveness, pertaining to the efficiency of student solution 

paths, is presented in this paper. While no explicit feedback is 

given regarding solution efficiency, it is found that students using 

the tutor become more efficient with practice. Furthermore, 

more efficient paths are found to be associated with making 

fewer errors. 

Keywords-concept inventory; interactive learning; measures of 

knowledge; pre-post tests; Statics; web-based courseware 

I.  INTRODUCTION 

The development of problem-solving skills is a cornerstone 
of engineering education. While some problems that students 
learn to solve are simple, utilizing a single concept or principle, 
more complex problems are undertaken even in lower division 
courses. Students may need to coordinate and organize several 
concepts and steps, and many pathways to correct answers may 
be possible. 

It is recognized in general that learning of any new skill is 
promoted by timely and effective feedback [1-4]. The 
opportunity for feedback on complex problem solving 
traditionally occurs through grading of handwritten homework. 
With weeklong turnaround such feedback is virtually never 
timely, nor is it readily made effective. Solutions can vary from 
one student to another, and with an incorrect answer, it is 
laborious for graders to identify and communicate to the 
student how the solution deviated from a correct path. Further, 

in a distance-education setting hand grading would be largely 
unfeasible. 

This paper describes a technology that can provide students 
learning to solve complex engineering problems feedback on 
their efforts. The technology must be able to follow and assess 
student solutions for a variety of pathways pursued. To that 
end, we adapt the approach of cognitive tutors, which have 
been developed for computer programming [5], math [6-7], and 
other fields. Such tutors are based on a cognitive model for a 
learner encountering the chosen tasks, and so can potentially 
provide feedback for a range of solution pathways. There do 
not appear to be previous efforts to devise cognitive tutors to 
assist students with complex engineering problems. The 
feasibility of a cognitive tutor style approach to providing 
feedback on complex engineering problems has been 
demonstrated [8] through a tutor focusing on truss problems, 
which are commonly studied in mechanical and civil 
engineering. 

In the present paper, we consider in more depth the solution 
path taken by students solving problems with the tutor. While 
the tutor gives feedback on individual errors, it does not prompt 
students, except for rare circumstances, to think about whether 
their overall solution strategy is efficient. However, one can 
speculate that more efficient strategies may lead to fewer errors 
and that, in the course of solving problems, students may 
discover such solution strategies on their own. Here, efficiency 
relates to the maximum number of unsolved, yet defined, 
variables at any given time in the solution path. Using this 
definition, we investigate whether solution efficiency changes 
with practice and whether higher efficiency is associated with 
lower propensity for errors. 

II. DESCRIPTION OF TUTOR FOR TRUSSES

Since use of the tutor is intended to ultimately lead to 
success in solving problems with paper and pencil, user 
interactions with the tutor should be as unconstrained as 
possible, provided the tutor maintains the ability to judge user 
work. Although progress continues to be made in computerized 
interpretation of completely freeform work, for example via 
writing with a stylus on a tablet [9-13], such technologies may 
be limited for the foreseeable future; we have therefore defined 

Support provided by the National Science Foundation through grant DUE 
1043241 and by the Department of Mechanical Engineering at Carnegie 

Mellon University. 
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unconstrained as still within the confines of a mouse and 
keyboard user interface. 

Fig. 1 displays a typical truss problem as it would appear in 
a textbook. The problem consists of a set of pins (dark circles) 
and connected bars. There are specified forces (10 kN) and 
supports (idealized constraints that keep the pins in position). 
Fig. 2 shows a portion of a solution to the problem in Fig. 1; 
user input corresponding to such solution elements must be 
enabled by the technology. A portion of the truss (a subsystem) 
including point C has been singled out for attention, the 
unknown and known forces drawn on the diagram (a so-called 
free body diagram or FBD), and equations of equilibrium 
(imposing Newton’s laws of motion) have been written. In 
solving truss problems, students select multiple portions of the 
truss, and for each subsystem draw free body diagrams and 
write equilibrium equations. Students must also organize the 
solving of equations and interpret results physically in terms of 
the original truss. The solver can choose any portion of the 
truss, write equations in any order, then choose any other 
portion, and so forth. The technology must grant the user 
latitude to pursue this large space of solution paths and still be 
able to judge and give feedback regardless of the path chosen. 

Even within the confines of a mouse and keyboard user 
interface, there are a few additional intentional constraints on 
how closely students’ action with the tutor mimic paper and 
pencil solving. First, to reduce the cognitive load [14-15] 
associated with exercising skills already mastered by the 
student, certain tasks have been offloaded to the tutor; for 
example, we removed the need to enter numbers into an 
electronic calculator to obtain numerical solutions. Second, 
motivated by the self-explanation effect [16] in educational 
psychology, that students who explained problems to 
themselves learn more, the tutor introduces selective highly 
targeted opportunities to make the student’s thinking visible, 
thinking which is rarely visible in pencil and paper solving. 
Specifically, the tutor requests the user to designate each 
defined force as falling into one of several categories. 

We assume that students using the tutor have learned about 
truss analysis through other means, such as lecture and 
textbook. The tutor focuses exclusively on helping students 
solve problems, allowing a solution process such as depicted in 
Fig. 2 to be conducted on the computer with as little constraint 
as possible, while maintaining the ability to interpret student 
work. Observations of student work and typical errors [17] 
solving truss problems have guided tutor design. The goal is to 
allow a student using the tutor to commit most, if not all, errors 
that are observed in pencil and paper solutions. 

Based on an analysis of the required tasks to solve truss 
problems, informed by prior work on the concepts and skills 
needed in the overall subject in which trusses are taught [18], 
and typically observed student errors [17], the computer tutor 
limits users to the following actions: 

 Any set of pins, members, and partial members can be 
chosen as a subsystem for further analysis. 

 In the free body diagram of a subsystem, forces can be 
drawn only at pins or at the free ends of partial 
members. Forces are confined to lie along horizontal  

 
Figure 1.  Typical truss problem, in which forces within the bars (members) 

are to be determined. 

 

 
Figure 2.  Portion of handwritten solution to problem in Fig. 1, showing the 

free body diagram of the pin at C and its connected partial bars, and associated 

equilibrium equations. 

(x) or vertical (y) directions or parallel or perpendicular 
to members. 

 For each subsystem, equations of force equilibrium 
along x- and y-axes, and equations of rotational 
equilibrium about any pin, can be written. 

A screenshot of the tutor, with a problem partially solved, is 
shown in Fig. 3. The left half of the display contains a menu 
bar at the top and the problem diagram and statement. The 
problem diagram can be toggled to display the solution 
diagram, where support and bar forces that have been 
determined are registered by the student, as described below.  
The user chooses a subsystem for analysis by clicking on a set 
of pins, members and partial members, and then clicking on the 
draw (pencil) icon from the menu bar.  The selected group of 
parts is added as another subsystem to the right half of the 
display, and would appear as one of the thumbnails depicted in 
Fig. 3. Clicking on a thumbnail expands that subsystem, 
allowing the user to draw its FBD and write its associated 
equilibrium equations. 

In Fig. 4, we show a partially completed FBD with a new 
force being added to a half bar. In freeform solving of trusses, 
students draw arrows (for forces) and label those arrows with 
variables or numbers. With the tutor, we also require the user to  
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Figure 3.  Screenshot of full display of truss tutor. The left panel contains the 

problem description and solution diagram (where users register solved forces), 

and the right panel comprises user-defined subsystems for analysis. A toolbar 
is provided at the top to assist users in problem-solving tasks, such as drawing 

an FBD or adding dimensions to a diagram. 

 

 
Figure 4.  Screenshot of adding a force to a FBD. Upon drawing the force on 

the diagram (red arrow), the user is queried to categorize and specify the 
force. 

categorize each force being drawn; the choices, shown in the 
window labeled “Defining a force”, include: known applied 
force, support reaction (unknown or determined), and internal 
force (unknown or determined). Depending on the force 
category chosen, a variable label or number is required. Even 
though a student in freeform solving may not be thinking in 
terms of these categories, an expert, such as instructor, is surely 
clear when drawing a force which of these is being represented. 

Requiring force categorization, together with the insistence 
on including partial members and pins in a subsystem, provides 
two benefits: (i) it helps students organize their thinking about 
the various forces in a way that can carry over to paper-and-
pencil problem solving after tutor use and (ii) it establishes 
some clear bases for the tutor to recognize errors in student 
work, namely that applied and support forces can only act at 
pins, and internal forces can only act at the ends of partial bars. 

Beneath the free body diagram (Fig. 5), the user can write 

equilibrium equations for the subsystem. Clicking on Fx = 0, 
for example, initiates a place for an equation representing the 
summation of the horizontal (x) forces; the user then enters the 
equation by typing it. The user can choose to write moments 
about any pin (as is typical in truss analysis). Note that the 
interface naturally leads the user to associate any equations 

 
Figure 5.  Screenshot of writing equilibrium equations for a given FBD. The 

user has already added consistent equations for the summation of forces in the 
x- and y-directions and is now trying to write a moment equation, which 

requires the selection of a moment center from the popup window. 

with a specific subsystem. Admittedly, early in the subject in 
which trusses are taught, students do sometimes write down 
equations of equilibrium without specifying the subsystem or 
drawing its free body diagram. The design feature of the tutor, 
automatically associating equations with diagrams, is an 
instance where the trade-off between constraint and latitude 
seemed to argue in favor of constraint. The task of interpreting 
a large set of equations, each unassociated with a free body 
diagram, seemed overwhelming, with tutor errors likely. 

We anticipate that a typical student would use the tutor for 
several hours over a period of a week or at most a few weeks, 
depending on the class. Therefore, the tutor must be easy to 
learn to use. Utilizing several rounds of user testing, we have 
sought to make its design as intuitive and simple as possible. 
However, some instruction in its use will inevitably be 
necessary. When students first start the program, the tutor 
appears with an example problem loaded, and on top of the 
tutor window there appears a window with a voice-over 
instruction video that addresses how to solve the example 
problem. The instruction video contains four phases, which 
deal with successive features of using the tutor. The video 
pauses after each phase, and prompts the user to go to the tutor 
window and carry out the portion of the solution just described 
in the video. 

The tutor is a standalone application developed in C++; it 
can run on multiple platforms (Windows or Mac). While 
typical user interaction comprises mouse clicks and keyboard 
input, the tutor could be run on tablets or mobile devices using 
simple finger gestures, although we have presently not pursued 
this modality. For simplicity, we use the Qt toolkit

1
 for 

graphics rendering, the Boost Spirit library
2
 for parsing 

equations, and the SymbolicC++ library
3
 for solving equations. 

All computation is done on the fly at interactive speed with no 

1  http://qt.digia.com 
2  http://boost-spirit.com/home/doc/ 
3  http://issc.uj.ac.za/symbolic/symbolic.html 
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apparent delay on a 2GHz single core desktop computer with 
2GB RAM. Truss problems are created by hand and encoded as 
XML data. A separate XML file is generated to track solution 
progress; this data structure allows for easy export to the 
Pittsburgh Science of Learning Center DataShop tools [19] or 
MATLAB [20] for post-processing analysis. While specifically 
developed to complement statics instruction, our technology 
could be extended to other engineering disciplines provided a 
set of required learning concepts/skills is known and a 
cognitive model is established to enable timely, effective 
feedback; the specific cognitive model used in the present tutor 
is described below. 

III. JUDGING STUDENT WORK AND GIVING FEEDBACK

A key capability of the tutor is to judge student work and 
give feedback on it. The tutor does this by having a cognitive 
model for solving truss problems. The cognition in the tutor 
consists of the following algorithms corresponding to stages in 
the solution: 

 SUBSYSTEM: An algorithm to determine if a group
of pins, members, and partial members constitutes a
valid subsystem.

 FREE BODY DIAGRAM: Given a valid subsystem,
and any forces defined or determined up to that point,
an algorithm for the allowable forces that can be drawn
on the pins and partial bars of the subsystem. The FBD
of a given subsystem is not unique; for example, if an
internal force has been determined, the algorithm
allows that force in a new FBD to be represented either
as a determined force using the correct value, or as an
unknown internal force, but the symbols should be
consistent with the first definition.

 EQUILIBRIUM EQUATIONS: Given a valid FBD, an
algorithm for the correct set of terms in the
summations of forces along x- and y-axes and the
rotational equilibrium equation about any pin. These
summations include variables and constants and must
be consistent with how forces appear in the FBD.

 SOLUTION REGISTRATION: Given a correctly
determined support or internal force (from the
equilibrium equations), an algorithm for the correct
registration of that force in the solution diagram.

When to offer feedback on errors is a critical part of the 
tutor design. Prior research has shown that it is typically 
preferable to give immediate feedback [1], to ensure that the 
student associates the feedback with the action just taken. The 
tutor described here gives immediate feedback with the 
following caveat. Tutors for solving complex problems with 
limited constraints are distinct from most existing tutors: there 
is not a predetermined set of answers which users are expected 
to supply. The user is gradually adding elements of the solution 
on what is, in effect, a blank canvas. In contrast to the answer 
entered into a box, parts of the solution just added to the 
canvas, such as a force added to a free body diagram, may be 
tentative. It would be annoying and counterproductive to 
critique user work that is still tentative. On the other hand, if 

errors accumulate too long and new work builds upon errors, 
judging new work becomes ambiguous. 

The tutor balances these competing goals by identifying 
natural breakpoints at which each task can be viewed as 
completed and thus ready to be judged. The breakpoints are: (i) 
the subsystem is judged after the user has selected parts and 
clicked on the draw subsystem button; (ii) the FBD of the 
subsystem is judged after the user clicks to initiate the writing 
of the first equation; (iii) an equation is judged after the user 
types return while entering an equation or clicks to initiate the 
writing of a new equation; and (iv) the registered result is 
judged after the user has entered a result into the solution 
diagram and clicked OK. In each case, the student receives 
feedback that points out the error, with additional information 
to enable the user to fix the error and to learn why it is wrong, 
lessening the likelihood of repetition. Moreover, until the errors 
are corrected, the user cannot go on to the next stage of 
solution for the subsystem that has an error. Thus, it is 
unnecessary for the tutor to have algorithms to judge solution 
paths that build upon earlier committed errors. The student can 
pursue many different solution paths, but is halted on a chosen 
path until detected errors are corrected. Fig. 6 displays an 
overview of the tutor architecture, highlighting core modules 
involved in the cognitive model for providing feedback. 

IV. TRACKING EFFECTIVENESS OF FEEDBACK

As described in prior work [8], we studied the effectiveness 
of the tutor’s feedback in helping students reduce the frequency 
of errors. To analyze the progression of learning quantitatively, 
the terminology, methodologies, and tools from the Pittsburgh 
Science of Learning Center DataShop were adopted [19]. The 
separate skills, or knowledge components (KC), with each task 
of the problem solving process were tracked separately. 
Whether a student correctly exercises the same KC at 
successive opportunities is monitored. Fig. 7 shows the 
percentage of students who erred as a function of opportunity 
for a group of students in a given cohort (e.g. a class of 
students taught by an instructor). 

For each KC, we want to determine whether the error rate 
decreases with practice (a sign of learning), the error rate is 
always rather low (the particular skill is not difficult), or the 
error remains high or has no discernable pattern (feedback on 
errors appears to have little impact on future performance). 
Furthermore, a logistic regression model [21], similar to those 
used in other cognitive tutors, was applied to the data. The 
statistical model predicts error fraction according to the 
equation, 

 ln[(1 – eij)/eij] = i + aj + bjTj 

where eij is the probability of an incorrect answer by the ith 
student on opportunity Tj for using the jth KC. Note that eij can 
range from 0 to 1, and Tj takes on values of 1, 2, 3, and so 
forth, for the first, second, and third opportunity. 

Fitting this model to data for a student sample yields the 

parameters in the statistical model. The parameter i captures 
the overall skill level of the ith student. The parameter aj,  
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Figure 6.  Flowchart of tutor processing routines. The core stages in solving truss problems are contained in gray boxes, tasks requiring user interaction are 

indicated by blue nodes, and user errors detected by the tutor are identified by red arrows. The parallel nature of the flowchart reflects the tutor’s unique ability to 

allow users to explore multiple paths, only providing feedback at key junctures in the solution process. Some minor functions are not shown here for brevity; such 

tasks include zoom controls, adding angular dimensions to the problem diagram, and saving solution progress for future sessions or post-processing. 

referred to as the intercept, reflects the initial probability of 
correctly applying the KC. The coefficient bj, referred to as the 
slope, corresponds to the rate at which errors in using the jth 
KC decrease with successive opportunities to practice it. Prior 
work on the effectiveness of the tutor’s feedback focused on 
the extracted values for aj and bj. For many of the skills, but not 
all, the values indicated that either a skill was relatively easy 
from the start (aj high), or that the error rate reduced quickly 
with successive opportunities (bj high). Relevant to the study 

described in the next section is the student skill parameter, i. 

V. SOLVING EFFICIENCY ACQUIRED THROUGH USE OF 

TUTOR 

Explicit feedback given to users pertains to errors they 
make along the path they choose to pursue. As pointed out 
above, there are many paths that a user can choose. A path is 
described by the sequence of joints (each joint is a single pin 
and its connecting bars) that is chosen, and then, for each joint, 
the sequence in which the equilibrium equations are written. 
For each new joint, there are two or more unknowns, which 
correspond to the unknown forces in the connecting bars. But, 

for each joint there are only two equations corresponding to 
equilibrium in the x- and y- directions. Thus, for each joint, the 
user can solve for at most two additional unknowns. 

One strategy would be to choose joints at random, draw 
each FBD, and write down two equations of equilibrium for 
each. Then, one either substitutes into a solver for linear 
equations (not possible with the tutor and not available for 
students solving truss problems in exams), or one finds an 
equation that is solvable (only two unknowns), solves it and 
then substitutes sequentially into other problems. An alternative 
strategy would be to focus first on a joint that will be solvable, 
draw its FBD, write its equations, and then solve for the 
unknowns. The solved values can be used in analyzing the next 
chosen joint. We consider the latter approach a more efficient 
strategy. We hypothesize that, with it, one is less likely to get 
lost in the solution, and that one would also make fewer errors. 

An instructor teaching students to solve truss problems may 
suggest that joints be chosen with an eye to introducing only 
two unknowns at a time. But, with the exception of one 
uncommon situation described below, the tutor does not 
directly promote a more efficient strategy or give feedback on  
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Figure 7.  Percentage of students in error plotted as a function of opportunity 

(learning curve) on a skill (representing a determined support reaction) for 
which the error rate is initially high, but decreases with practice. 

the strategy. However, for various reasons, for example 
because it is messy or frustrating to have too many unsolved 
equations, students may with time naturally gravitate towards a 
more efficient strategy. Certainly, another measure of the 
success of the tutor would be if students developed such an 
approach through using the tutor. 

The efficiency of a solution path was studied by tracking 
the number of open (unsolved) variables. Variables are created 
when the user draws and labels undetermined forces on a FBD 
and remain open until the user registers a value for the force in 
the solution diagram. An efficient path, as defined above, 
should minimize the number of unsolved variables at any given 
time. The results presented here are based on data obtained 
from a class of 48 students enrolled in a regularly scheduled 
semester long statics course, 40 of whom completed all three of 
the problems studied here. Students used the tutor in lieu of a 
weekly homework assignment. Typical traces are shown in Fig. 
8-10. User actions, as described earlier, include selecting a 
subsystem, drawing a FBD, writing an equilibrium equation, 
solving an equilibrium equation, and registering a determined 
force. 

All problems can be solved with no more than three 
unknowns present at any time. Depending on the locations of 
the supports, one may have to analyze the entire truss prior to 
analyzing a joint; then there are three equilibrium equations 
(rotational equilibrium, as well as x- and y-forces). Therefore, a 
coarse estimate of efficiency relates to the maximum number of 
unsolved variables in a solution trace. We computed how many 
students solved each problem with no more than three 
unknowns present at any time. The efficiency rate, or fraction 
of students who were efficient, for the three successive 
problems is shown in Fig. 11. The results suggest that users, on 
average, did in fact become more efficient in the second 
problem compared to the first. (There is little change from the 
second to the third problem.) The difference in the efficiencies 
of the first and second problem is indeed statistically 
significant (z = 2.45, p = 0.014). 

There is one rare circumstance when the tutor does promote 
efficient solving. When a user decides he or she is stuck, there 
is a button entitled What Next?. The message given is context 
dependent, and it often involves finishing work that has been 
started. However, if all initiated work is completed, the 
message tells the user to select a new joint, ideally one that has  

 

 
Figure 8.  Example of an efficient solution path: the repeated sequence of 

steps (select subsystem, draw FBD, write and solve equations, register force) 

results in the “staircase” effect demonstrated here. The dotted line refers to 

problem completion. 

 

 
Figure 9.  Example of an inefficient solution path: this user started in an 

efficient manner, but became inefficient after completing two subsystems. The 

dotted line refers to problem completion. 

 

 
Figure 10.  Example of an inefficient solution path: this user solves the entire 

problem in parallel fashion, drawing all possible FBDs before solving for any 

forces. The dotted line refers to problem completion. 

 

 
Figure 11.  Fraction of students per problem who maintain no more than three 

unknowns throughout the solution path. 

at most two unknowns. Of students in this sample, only eight 
clicked on the What Next? button, and of them only two 
received the particular message about choosing a new joint that 
is solvable, a strategy which is necessary, but not sufficient, to 
solving efficiently. Those two students received the message in 
the first problem; they were efficient in the second and third 
problems. 
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Finally, it was of interest to determine the relationship 
between choosing an efficient path and the propensity for 

errors, as measured by the overall student skill parameter, i, in 
the statistical model described in Section IV. Fig. 12 displays 
this relationship by plotting the individual ability of each 

student (skill parameter i) against the number of problems 
they solved efficiently. The results demonstrate moderate 
positive correlation (r = 0.422) and are statistically significant 
(p < 0.01). Because the statistical model described in Section 
IV has only a single student parameter, we do not know 
whether individual students improve at different rates, even 
though for many skills we know that students improve with 
practice. Thus, the question of whether being coaxed to a more 
efficient path would reduce the number of errors a student 
makes – perhaps because the work space is less messy – cannot 
be answered without further study. 

VI. SUMMARY AND CONCLUSIONS

Complex problems that engineering students learn to solve 
often have multiple pathways to solution. It is difficult for 
human graders to provide effective formative feedback to 
handwritten solutions that are typically turned in as part of 
homework assignments. In this paper, we have described a 
technology, suitable for a distance education context, which 
can provide students learning to solve complex engineering 
problems feedback on their efforts. 

By adapting the approach of cognitive tutors, we have 
developed a computer tutor that has a cognitive model of a 
student engaged in solving the problems of interest. The tutor 
interface permits the user to solve problems correctly following 
any pathway and to commit commonly observed errors. The 
cognitive model and the judicious timing of feedback give the 
user wide latitude to pursue different solution pathways, 
prevent new work from building upon previously committed 
errors, and still provide feedback on errors to enable students to 
complete most problems correctly. 

As previously described, metrics for judging the 
effectiveness of feedback have been devised by viewing the 
solving of problems as a set of distinct skills or knowledge 
components. Actions by the student constitute opportunities to 
exercise different knowledge components; the effectiveness of 
feedback is quantified based on whether fewer students incur 
errors with successive opportunities on each knowledge 
component. The data from a cohort of students had been fit to a  

Figure 12.  Correlation between individual ability and the number of problems 

solved efficiently. Each data point represents one student user. 

statistical model that predicts the percent error as a function of 
opportunity. The model has several parameters, including 
initial difficulty and rate at which errors decrease with 
opportunity for each knowledge component. Fitting these 
parameters to the data provided evidence that the students do 
learn: that is, their propensity for errors decreases with practice. 
The statistical model also includes a single parameter for each 
student in the cohort, corresponding to the overall skill level. 

The present paper has focused on a different aspect of 
student solutions using the tutor, namely on their overall 
solution path. By contrast to errors, upon which students 
receive feedback, the tutor does not give feedback to students 
on their overall solution path, nor does the tutor promote 
efficiency in the path. However, students may, through the 
additional effort needed when solving problems inefficiently, 
discover more efficient paths on their own. Furthermore, 
efficiency in the solution path may be associated with fewer 
errors. 

To that end, a measure of efficiency involving the 
maximum number of unsolved variables at any instant was 
defined. It was found that the fraction of students who solved 
efficiently increased by a statistically significant amount from 
the first problem to the second problem, and held steady in the 
third problem. Furthermore, efficiency in solution was found to 
correlate significantly and positively with student skill, as 
measured by the overall skill level extracted from the statistical 
model. Thus, perhaps to reduce their workload, students do 
become more efficient with practice. Furthermore, higher 
efficiency is associated with making fewer errors. The 
possibility of causal relationships between efficiency and errors 
remains to be studied. 

In summary, the technology described here has 
demonstrated that students can be given sufficient feedback, 
while working without an instructor, to complete complex 
problems, that their errors reduce with practice, that they 
become more efficient by virtue of their practice, and that such 
efficiency is associated with fewer errors. Moreover, because 
the technology maintains a detailed record of student work, and 
interprets that work meaningfully by way of a cognitive model, 
it enables the learning process to be studied and the tutor itself 
to be systematically improved with time. 
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Abstract— In this paper we present a long experimentation 

conducted by the Trento Chamber of Commerce in the usage of e-

learning and SCORM-based material in order to introduce 

companies to innovative practices, specifically the use of the 

Digital Signature and the Certified Electronic email. These two 

tools have become now mandatory in the Italian Public 

Administration, thus forcing not only this component of the society 

to pursue innovation through dematerialization processes. It also, 

and mostly, involves millions of citizens and companies that, from 

now on, will have the opportunity to interact with public bodies in 

a more efficient and effective way, through the use of these 

innovation. Neither the Public Administration nor most of the 

companies (especially SMEs) were ready to this radical change of 

using electronic communication. Thus an enormous effort of 

training will be needed to allow everyone to be aligned with 

concepts, tools, modalities and procedures to be used in order to 

take advantage of the enormous potential of citizen-to-government 

and business-to-government communication. In this paper we 

present our experience in the design, creation and delivery of 

distance learning material designed with the Chamber of 

Commerce of Trento, through the description of the project 

started in 2011 regarding the issues of dematerialization and 

digitalization of the relations between business and Public 

Administration. 

Keywords- e-learning, Public Administration, dematerialization, 

learning objects 

I.  INTRODUCTION  

In 2005, many relevant and radical changes have been 
introduced by the Digital Administration Code (CAD) in italian 
Public Administrations (PAs), with the precise objective of 
changing processes through dematerialization and ICT 
innovation. Consequently, most of the italian citizens and 
organizations that have to deal with italian PA, will have an 
impact on their own processes, not only because of the constant 
interaction with the PA itself for different reasons (from tax 
payments to requests). This revolution in italian society will 
influence also the way citizens and companies will exchange 
information in the future. 

The Italian Government, since 2005, is working on  the 
“Codice dell'Amministrazione Digitale” (CAD - The Digital 
Administration Code), in order to modernize and digitalize 
processes of our Public Administrations (PA). Subsequently 

integrated and amended, the CAD is now fully operational, and 
recently (December 2012) a new version with important 
novelties has been emanated. Despite its name, CAD applies to 
both private and public bodies, and it states a completely new 
scenario for the usage of ICT, in such a way that PAs can be 
more efficient and reactive in the relationship with their 
stakeholders. Among the many novelties, four are particularly 
relevant:  

a) the use of electronic signature for signing electronic 
documents;  

b) the use of certified emails;  

c) the use of digital protocol to track in/out movements of 
documents;  

d) rules about digital preservation. 

Moreover, in the very near future (March 2015), any invoice 
sent to italian PA will have to be an “electronic invoice”, 
following a precise XML schema and sent through specific, 
certified channels. The timing of implementation are certainly 
not instantaneous, but the change of mentality and especially 
organizational as well as technological and regulatory 
environment, will have a tremendous impact on italian society. 
The Italian PA is so moving in this direction, where digital 
signature and PEC have already made a relevant progress in 
terms of implementation, while the other two themes are taking 
off. It is certain that the administrative procedures will be 
exclusively managed in the future through electronic 
transmission; interaction with citizens and businesses will be 
turning more and more in this mode, and this will profoundly 
change the Italian PA on one side, but will also have a deep 
impact on the lives of citizens and businesses. These elements 
radically change the scenario for ICT usage inside organizations, 
in particular for PAs. Besides a design, realization and 
reengineering of information systems and applications 
supporting such new modalities, reeenginering of business 
processes and procedures will be needed. Nevertheless, public 
servants are used to perform their working processes without 
technologies. In case of inefficiencies, they are requested to 
contribute with their knowledge through the use of CAD 
prescriptions. These people are normally expert in their field, but 
probably not so expert in the specific domain of the CAD. The 
main expertise is hidden, not shared, not formalized, not 
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clarified: from tacit knowledge, PAs will have to extract this 
information and transform it into explicit knowledge. Finally, 
the italian legislation stimulates the sharing and reuse of any 
educational resource produced by/for the PAs, in order to 
optimize investments and maximize uniformity of view about 
the topics.  

In order to face this situation, an obvious need of training for 
millions of citizens, public and private employees or 
oganizations is needed. Often, companies are reluctant to adopt 
innovative solutions, stopped by the cliché of new technologies 
capable only to create complex and critical processes, especially 
if this innovation stimulus comes from the PA. The question now 
is no longer in these terms: companies have to adapt to what the 
CAD indirectly requires them, or they risk not only to stay out 
of a process of modernization that paradoxically involves and is 
generated by the PA, but that is likely to have consequences in 
terms of fines and sanctions. 

Real problems related to the impact of the CAD over the 
Italian society have always been clearly identified as a training 
problem. Organizational and technological solutions outlined by 
CAD (just think about the problems and technologies needed for 
the qualified digital signature) have clearly demonstrated the 
backwardness of large digital layers of Italian society. On the 
other side, most of the organizations were convinced that this 
innovation process is part of the Italian habit of proposing 
innovation and not realize it, thus ignoring the innovation 
coming.  

Together with this initial approaches, it is clear that the 
processes of dematerializing documents is irreversible, and the 
best has yet to come  

One of the points of reference in dealing with this issue of 
the relationship between CAD and businesses is certainly the 
Chamber of Commerce. The problem that we set in 2011 with 
the group work of the Chamber of Commerce of Trento, when it 
became clear the state of maturation of the CAD (which in the 
meantime , after the initial formulation of 2005, was 
consolidated and gave clear indications of the direction taken) 
was pretty simple. We wanted to help companies to improve 
certain processes without distorting them, bringing advantages 
in terms of speed, efficiency and cost containment through the 
application of CAD dictates. 

The Chamber of Commerce of Trento, together with trade 
associations and the Province of Trento, used until 2011 some 
tools to raise awareness on the topic: sending printed material 
and newsletters, organizing dedicated events, publishing articles 
in newspapers or on magazines with dedicated spaces, opening 
specific spaces in the respective website, launching various 
initiatives and seminars. All these initiatives have reached, over 
two years, about 300 companies in our region. It seemed clear, 
however, the impracticability of reaching a larger number of 
organizations on schedule for the CAD deadline, and thus e-
learning has naturally become the instrument in order to achieve: 

• low costs and at appropriate times,

• a broad audience [8][6][3].

In this article we present experiment carried out by the 
research group of the Laboratory of Maieutics University of 

Trento, together with the Chamber of Commerce of Trento and 
the Province of Trento, for the realization of a wide range of 
learning objects [4] [12] available for companies of Trentino and 
accessible through the e-learning platform developed by our 
group. 

II. LEARNING SOLUTIONS IN THE PA

Looking at the results presented in the European Digital 
Agenda (EDA) Scoreboard 2012, the needs of e-government 
seem to be very clear in Europe, keeping into consideration all 
the stakeholders involved. The European Digital Agenda (EDA) 
has the target of increasing regular internet use to 75% of the 
population, the confident projections of last year's scoreboard 
have been reviewed -- the 75% target will most likely be reached 
in 2014 and not in 2013, although still ahead of the EDA target 
year of 2015. 

Eventhough the usage of eGovernment by citizens is stable 
at 41% with some significant progress in smaller countries, the 
main reasons of resistance for non-use of online public services 
by citizens are  

a) lack of need

b) lack of trust

c) lack of skills.

Nevertheless, digital agenda is pushing towards the adoption 
of ICT-related procedures and process re-engineering, citizens 
and firms will steadily increase to require eGovernment services 
(usage by firms has increased steadily from 76% in 2010 to 84% 
in 2011), and civil servants will be forced to adopt ICT not only 
for their ordinary work, but also to improve their processes 
according to ICT availability. This is a great effort, as the 
incomplete digitalisation of public services is an important 
barrier to an increasing eGovernment take-up. The initiative 
“EPSA Trends in Practice-Driving Public Sector Excellence to 
Shape Europe for 2020” demonstrated the need of integration, 
contacts and networks to be established among those Public 
Administrations that are able to showcase their achievements in 
terms modernisation, innovation and smart solutions for the 
Public Administrations facing with budget constraints, 
increasing demands from citizens and the need to at least 
maintain if not increase and improve their service delivery: the 
milestone for this is the availability of the EPSA learning 
platform.  

Some market researches demonstrated that almost 90% of 
public sector Learning Departments plan to increase the use of 
TEL in order to meet cost reduction targets set in the 
Comprehensive Spending Review (CSR) 
(http://www.brightwave.co.uk/). While at the beginning of 2009 
only 50% of L&D managers expected to increase their use of e-
learning, 88% currently anticipate an increase, and more trainers 
expect to use collaborative learning techniques. In this sense, the 
current economic period of austerity is clearly having a deep 
impact on these considerations, with no much distinction 
between private and public sector.  

The examples reported in market research are very clear in 
this sense. The City of Edinburgh Council Interactive Learning 
(CECiL) started four years ago providing online learning for all 
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employees, reducing training costs by more than £800,000. The 
conditions under which to provide these savings are well known: 
high volume training to be delivered in a short period of time.  

Learning solutions for public sector have been promoted in 
the past in many different ways, with results that do not meet 
expectations. During recession periods like the one we are 
living, Technology-enhanced learning (TEL) has been indicated 
as a panacea for future learning and as a sort of “killer” of 
training in a classroom, but at the same time, many times in its 
history TEL has not been living up to the hype. The public sector 
expects to use e-learning to improve the level of service 
delivered to organizations despite budget cuts. This seducing 
metaphor attracted the public sector, fitting well with the push 
towards e-government. Reality showed a different picture. TEL 
has a lot of researches and application studies in the public 
sector, if we consider as “public sector” the educational 
institutions from primary schools to master degrees. However, if 
we exclude this relevant part of use cases, the traditional Public 
Administrations have not been investigated too much as possible 
application field of TEL-based training programs. There are 
many examples of training employees with TEL that seem to be 
pushed by the idea of cost saving, or by the idea of substituting 
missing educational paths (like for example, qualification of 
civil servants that have no degree in their curriculum).  

Most of use cases are concentrated in year 2000-2006: 
different experiences coming from different countries, but not a 
unique vision of the specificity of public sector. So, in terms of 
state-of-the-art of TEL in public sector, the situation is not so 
clearly identified like in the private sector, or in the traditional 
educational system. Many researchers and many studies have 
concentrated their attention to the application of TEL to 
institutional training, supporting traditional training with 
technologies, methodologies and tools. On the contrary, little 
attention has been devoted in the past to the specificity of TEL 
inside Public Administrations and their employees, with their 
specificity and needs.  

Public Administrations have been involved, together with 
their employees, in TEL applications mainly for lifelong 
learning projects, considering the public servants as persons that 
will averagely stay for a long period of time in the same 
workplace, and therefore as interesting case studies for lifelong 
learning researches and applications. Nevertheless, even if we 
exclude educational institutions from the application field, the 
public sector is a place where all theories, methodologies and 
tools studied and implemented in TEL could be profitably 
applied. Most of the new approaches and tendencies in TEL, like 
story-telling, MOOCs, gamification etc. could be applied to the 
large ecosystem of public bodies’ stakeholders. Public 
Administrations are particularly interested in TEL because they 
have recognized e-learning and web-based learning resources as 
fundamental elements of their training processes, mainly for the 
capabilities of delivering educational contents to participants 
over the Internet anytime and anywhere at competitive costs. 

Nevertheless, most of these well-known problems have now 
been overcome: it therefore seems that the hesitant progress of 
TEL – always on the point of spreading extensively and then for 
some reason never really succeeding - should not have to 
continue any longer, given the disappearance of most of the 

technological barriers. Other obstacles have been cleared, i.e., 
standardization and reuse of learning material. Almost any 
public institution has at least considered using one of the 
different available approaches, blended or full online, and tools 
available today can guarantee the service level required by 
Public Administrations: platforms like Learning Management 
Systems-LMS, technologies like videoconference, standards for 
learning metadata or objects like SCORM or LOM [11], LTSC 
[12]. Another effect of the maturity of TEL for the public sector 
regards the large amount of educational material that has been 
produced and that is now available under various forms. Several 
Learning Objects (LOs) have been created by various 
institutions, mostly available for free.  These elements combined 
with reusability, cost reduction, optimization of time spent away 
from the workplace and a more modern view of the public body, 
all these elements have contributed to the creation of relevant 
expectation about TEL in public sector. In terms of factors that 
influence TEL adoption inside public bodies, some researches 
conducted in Public Administrations indicate that civil servants’ 
behavior respect to the application of e-learning was 
significantly influenced by the satisfaction, this in turn being 
affected by:  

• job relevance; 

• expectation confirmation; 

• perceived ease of use; 

• perceived usefulness; 

• computer self-efficacy. 

Other studies show that adult learners perceive positively the 
effectiveness of e-learning in the workplace. 

III. DIGITAL AGENDA AND THE ITALIAN DIGITAL 

ACT 

Nowadays, resources wasting prevention is a must for every 
Public Administration, and the digitization of processes in order 
to replace (among the others) traditional paper-based procedures 
is an opportunity to contribute to this prevention.  The need for 
process digitization, especially in Public Administrations, was 
recognized since the ’80 and under different labels is one of the 
areas where ICT can produce evident advantages. In this field, 
the term “dematerialization” has been used to identify the 
progressive elimination of paper-based processes in favor of 
their digitization. Following this direction, since 1997 the Italian 
PA has undertaken the complex task of creating a legal and 
normative framework that facilitates digitization of processes 
through the modernization of the PA information systems. In 
2005, the “Digital Administration Code”, (CAD - Codice 
dell’amministrazione digitale, D. lgs. 7.3. 2005, n. 82 as 
modified by D. Lgs. 30.12.2010, n. 23), defined very clearly and 
extensively what should have been done in order to create a 
“digital Public Administration”. It states a completely new 
scenario for the usage of ICT, in such a way that PAs can be 
more efficient and reactive in the relationship with their 
stakeholders. The CAD became effective for all Italian PA, but 
despite its name, it involves both private and public bodies, in 
the end all Italian citizens and organizations. It is intended to 
reestablish tidiness in addressing and setting rules for every 
aspect of the technological innovation introduced in the Italian 
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society. There is a strong commitment inside CAD towards 
dematerialization, and this is the point where our use case wants 
to intervene through e-learning. More specifically, the CAD 
provides legal validity to digital documents involved in 
processes and procedures conducted through the usage of ICT. 
Among the many novelties, four are particularly relevant:  

a) the use of electronic signature for signing digital documents. 
This graduates the probatory effectiveness of the different 
type of electronic signature, specifically the “advanced 
electronic signature”, that plays a leading role on the Italian 
market today in certifying the identity of document’s 
subscriber/s; 

b) the use of certified emails. The certified email (Italian 
acronym PEC) provides citizens and organizations with 
legally valid electronic documentation of the sending and 
delivery of electronic documents to certified receivers, and 
conversely, receivers have legal evidence about who is the 
sender of a certified email; 

c) the use of digital protocol to track in/out movements of 
documents, thus allowing not only the certification of these 
movements across the Information System, but also 
providing a way to  centralize the storage of documents 
officially sent and received by the organization; 

d) rules about digital preservation of electronic documents. The 
topic is a specific instance of the larger problem that today 
worldwide organizations are facing. According to one of the 
many, well-known definitions 
(http://www.ala.org/alcts/resources/preserv/defdigpres0408)
, digital preservation “combines policies, strategies and 
actions that ensure access to digital content over time”. In the 
Italian CAD, this problem regards every single organization 
that undertakes the CAD prescriptions. It is the logical and 
inevitable closing item of the full, automated process of 
digital communication. Nevertheless, it introduces a lot of 
technical issues that heavily impact the day-by-day activities 
of the organizations: ICT infrastructure to preserve contents, 
methods to search and retrieve digital objects etc., but most 
of all, competencies and people specifically devoted to and 
skilled on digital preservation. 

These four elements are clearly revolutionizing the Italian 
Public Administrations’ processes, allowing new scenarios for 
the interaction between PAs (G2G), PAs and citizens (G2C), and 
PAs and companies (G2B). Specifically, these innovations have 
an enormous, unexplored (so far) potential in the re-engineering 
of the PAs processes, thus allowing obvious but crucial 
advantages, like relevant savings, flexibility in managing 
processes and relationships, velocity in fulfilling requests for 
services, openness respect to a procedure (especially in front of 
citizens), measurability of results and performances of 
individuals and public organizations(KPIs). 

Besides a design and realization of applications supporting 
such new modalities, a deep learning intervention should be 
performed in order to take advantage of the opportunities created 
by the CAD:  

• new rules, new systems and new procedures must be 
acquired by all civil servants acting inside PAs; 

• reengineering of business processes and procedures 
will be needed. 

Notoriously, the problem for the Italian PAs is not in the lack 
of people able to optimize and improve processes. The lack is in 
the capabilities of Italian PAs and citizens to metabolize the 
innovations that digitization and dematerialization offer, 
because of an endemic resistance to changes. The following 
table presents the situation of PEC adoption in some of the most 
“efficient” Italian provinces, where PAT is in the top positions 
(source: DIGITPA, 2013)  

 

Figure 1.  Table 1: adoption of Italian certified emails among large 

corporations and SME 

Over a national average of 74% of adoption of certified 
email, PAT has the 88% of organizations that formally adopted 
this tool. But if we look at individual companies, the situation 
radically changes (Table 2).  

 

Figure 2.  Table 2: adoption of Italian certified emails among individual 

enterprises 

Considering that individual enterprises most of the times 
correspond to individual citizens, it is clear that Italy has a 
serious problem in the diffusion of CAD digital agenda. Besides, 
PEC is for sure the easiest of the four elements promoted by 
CAD, because of the similarities with a traditional e-mail box 
management. 

Another interesting element of analysis regards the situation 
of the traffic of certified email during the last six years (source: 
DIGITPA, 2013). This clearly shows an increasing adoption of 
CAD tools, that could be a sign that few 
organizations/individuals are using these tools, but they are 
using in progressive and extensive ways. Interesting to note that  
from 2007, PEC domains and mailboxes have increased 
respectively of 27 and 45 times, but the number of PEC 
messages have increased of just 4 times. This is a clear effect of 
the compulsoriness of CAD prescription, but not representing an 
intimate and convinced adoption. 
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Italy has now the legal framework, and ICT provides the 
technological tools for a take-off in the adoption of CAD 
prescriptions. The missing link now is a pervasive training 
initiative devoted to individual users and organizations about the 
tools introduced by CAD. The promotion of this cultural growth 
of Italian citizens and organizations is clearly in charge of the 
PAs. 

Figure 3.  Table 3: the diffusion of PEC domains, mailboxes and messages in 

last six years (DIGITPA, 2013)  

IV. CREATING LEARNING OBJECTS FOR THE 

ITALIAN PA 

Our group has a long experience in e-learning applications, since 
1998 specifically in Public Administration area. We currently 
are delivering e-learning initiatives with many public and private 
partners, among which the Autonomous Province of Trento 
(~12.000 employees), Trento Chamber of Commerce (~55.000 
individual and small/medium Enterprise’ users), Trentino 
Development Agency (~1.000 users/companies), the Academy 
of Commerce and Tourism (~1.000 users/companies) and of 
course the University of Trento (~ 15.000 users). Through our 
experience of e-learning in PAs, we have proven that excellent 
results could be obtained not only using e-learning as a substitute 
of traditional classroom, but also involving and motivating the 
public servants directly in the creation of the learning objects. 
These results can be obtained if some elements are available 
during the creation of the educational path: 

a) a common methodology for gathering, formalization and
distribution of requisites, avoiding their uncontrolled
production;

b) a different approach respect to traditional F2F interaction
with teachers/experts, less formal and “boring” respect to
PowerPoint-like presentations;

c) a virtual place with a strong collaborative connotation,
where to share ideas and results with other colleagues, in
order to compare different views and interpretation of the
process/procedure, especially from a legal point of view;

d) the availability of consultants on legal topics, able to
provide straight-to-the-point suggestions: what is needed is
more a consultant than a teacher;

e) a way to see their activities recognized and rewarded, at
least in terms of reputations: trivially, a formal way to
recognize the work done in e-learning material production.

Many learning packages and training initiatives have been 
started after the advent of the CAD, but no tangible results are 
visible yet. As a direct experience, we decided to specifically 
develop e-learning SCORM packages regarding all the CAD 
topics, together with the Chamber of Commerce. We have 
produced 14 hours of learning objects explaining in details the 
two tools that are mandatory for companies today, i.e., digital 
signature and certified email. We launched this initiative in 
2011, together with PAT over the Trentino territory, also 

involving the various professional associations. In PAT, over 
approx. 55.000 enterprises (public and private large 
corporations, SME, individual companies), approximately 700 
participated to this joint initiative PAT-Chamber of Commerce-
University of Trento, with the fruition of this e-learning material 
completely free-of-charge.  In order to interpret this data 
correctly, consider that most of public servants are used to use 
our platform for e-learning activities, and most of the 
professional associations delivered courses to their companies 
using this modality: e-learning could not, therefore, be 
considered the responsible of these results. 

After this, we tried to change the approach: in the last months 
of 2012 we experimented a prototypical approach to e-learning 
creation, for some associations related to the local Chamber of 
commerce, regarding three processes: 

- authorizations to the opening of new hotels in touristic 
areas; 

- registration of a new company to the Local Registry of 
Enterprises; 

- cancellation of a company from the Local Registry of 
Enterprises. 

The material, this time, has been created by our experts, but 
with a deep interaction with the public servants that are in charge 
(and know very well) the above processes. Preliminary results 
are clearly showing that this change of gear, is producing 
significant appreciation from end-users. After having tested 
other methods, like the creation of learning objects by academic 
experts, it is clear from our empirical evidences that learning 
objects created by people taken from the inside of the 
organization with a high reputation, are by far more appreciated 
and trusted, most of all for their capabilities in proposing a re-
engineering of the whole process. 

We are therefore injecting a new paradigm of delivering 
training to public servants, citizens and companies by radically 
changing the subjects that produce, and the methods of 
production, sharing and use of the e-learning material. 
Nevertheless, it is clear that the level of complexity in process 
re-engineering caused by CAD is perfectly manageable by these 
“prosumers” when supported on purpose by experts that act 
more as consultants than teachers.  

The biggest obstacle has of course occurred in the design 
phase, when turning materials provided by experts into learning 
objects, both in terms of estimating the effort of our development 
group to be shared with the Chamber of Commerce of Trento, 
and for the quantification of the rewarding to be recognized to 
authors of the materials and the learning objects. This is the 
typical case of industrial production of learning objects where a 
“teacher” should be recognized a number of hours by far 
superior to the total duration of the learning objects produced. 
We solved this issue by adopting the cost for creation of online 
learning objects presented in [5][10]. The two themes "Digital 
Signature" and "Certified Electronic Mail" were treated 
separately, to give different ways to adapt the training needs to 
any pre-existing knowledge or skills already present in the 
organization. For each item we provided three distinct levels of 
learning, adaptable to the needs and to specific questions. The 
material is in fact accessible either by following a sequential 
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approach proposed to the user, and in terms of an application-
driven approach that allows the user to immediately identify 
topics of interest. 

The levels of meta- organization of content are three: 

1) "informative" level, aimed at disseminating the 
knowledge base on the issues, and then answer the questions 
with respect to the sense and meaning of the two instruments in 
acting professionally, by clearly expressing the benefits and 
points of attention resulting from its use (as well as a stimulus in 
the questions raised during the training sessions prior to the draft 
e-learning and during telephone follow-up triggered by the 
Chamber of Commerce on a sample of 50 firms ) 

2) "usage" level, designed to provide practical tools for 
the two topics, with the use of tutorials that guide you step by 
step in the activation of the instrument, in its use, in the 
verification of correctness of the operations. At this level, we 
used recorded sessions of interaction with the software tools to 
digitally sign and send certfied emails; 

3) "in-depth" level, devoted to users or potential users of 
the two instruments who wish to become more aware of the 
implications deriving from their usage, particularly in normative 
terms. The normative part was in fact reduced in scope during 
the design of learning objects described above. 

V. CONCLUSIONS 

Up to now, more than 700 companies have benefited from 
the material made available on the platform and have gradually 
reported needs compared to having other types of content 
available. For this reason, from 2012-2013, the Chamber of 
Commerce has decided to make available to other communities 
some specific topics, content related to the aspects that collected 
more questions or more errors. The Chamber of Commerce, due 
to the very positive feedbacks received both for the approach and 
the contents, has decided to invest in e-learning in the creation 
of video lessons related to the common practice of "balance 
sheet management" and "Business Register". The Chamber of 
Commerce is considering how to reuse the material produced on 
the occasion of blended learning, which could further encourage 
companies to participate. We are together conducting further 
actions to raise awareness of companies, including through the 
evaluation of a partnership with the Association of Public 
Accountants that are the prime reference in the report by the 
Public Administration for many small and medium 
entrepreneurs. The study presented is a clear confirmation of the 
characteristics used to promote the use of e-learning to situations 
as training/outreach otherwise unobtainable, even if it has the 
specificity that we consider interesting to be replicated in other 
contexts: 

a) we paid particular attention to the micro-design of 
contents, scheduling single items in a very fine-grained way; 

b) we involved users in a virtual community closed to 
only members and key stakeholders, in order to increase the 
quality of the final results; 

c) we used a platform designed structurally to the idea of 
managing a virtual community, rather than simply manage a 
classroom or a training event [7]; 

d) we enhanced the remuneration of the actors involved 
(teachers, content experts, e-tutor) using a cost model 
specifically designed for e-learning by enhancing the evaluation 
of the time spent in producing learning objects  effort; 

e) we enabled a perspective of lifelong learning, 
imagining a path that includes the migration of many of the 
training activities, information and update of the Chamber of 
Commerce of Trento towards these tools. This clarified the 
benefits that have always been professed by e-learning 
researchers, but which now seems even more indispensable for 
any Public Administration involved in the digital modernization 

 

REFERENCES 

[1] [1] Adelsberger H. (2003), “The Essen model: a step towards a standard 
learning process,” http://citeseer.ist.psu.edu/515384.html, 2003. 

[2] [2] Boyd D. (2006), Friends, friendsters and mySpace Top 8: writing 
community into being on social network sites. First Monday 11(2), 
December.  

[3] [3] Stamatios A., Tsihrintzis G.. "Education and Assessment of Civil 
Employees in e-Government: The Case of a Moodle Based Platform." 
interaction 4: 5. 

[4] [4] Brooks, C. and McCalla G. (2006), Towards flexible learning object 
metadata. International Journal of Continuing Engineering Education and 
Life-Long Learning, 2006. 16(No.1/2): pp. 50 - 63. 

[5] [5] Casagranda M., Colazzo L., Molinari A. (2013), Estimating the 
effort in the development of Distance Learning paths, ICE-B - 10th 
International Joint Conference on e-Business and Telecommunications, 
Reykiavik (Iceland), 29-31 Jul 2013 

[6] [6] Colazzo, L., Molinari, A., & Villa, N. (2011). Formal and informal 
lifelong learning in a virtual communities platform. Lecture Notes in 
Computer Science including subseries Lecture Notes in Artificial 
Intelligence and Lecture Notes in Bioinformatics.(2011), Volume: 6537 
LNCS, Pages: 291-300  

[7] [7] Colazzo, L.; Molinari, A.; Villa, N.(2009), "Collaboration vs. 
Participation: The Role of Virtual Communities in a Web 2.0 World," 
Education Technology and Computer,. ICETC '09. International 
Conference on , vol., no., pp.321-325, 17-20 April 2009 

[8] [8] Moore, M. G & Kearsley, G. (2012). Distance education: A systems 
view of online learning. Belmont, CA: Wadsworth, Cengage Learning 

[9] [9] Rennie F., Morrison T.. E-learning and social networking handbook: 
Resources for higher education. Routledge, 2012. 

[10] [10] Casagranda M., Molinari A., Tomasini S. (2010), Progettazione e 
intervento nell'e-learning per la Pubblica Amministrazione: dalla 
sperimentazione all'analisi dei costi. Je-LKS, Journal of E-Learning and 
Knowledge Society, rivista della SIe-L, Società Italiana di e-Learning. 
Vol. 6, N. 1, Gennaio 2010. ISSN: 1826-6223 

[11] [11] LOM: IEEE Learning Object Metadata standard 
http://ltsc.ieee.org/wg12/ 

[12] [12] LTSC. (2011) IEEE Standard for Learning Object Metadata, 
1484.12.1-2002, IEEE LTSC, 2002.  

[13] [13] Rheingold H.(2000) The Virtual Community: Homesteading on the 
Electronic Frontier, The MIT Press; revised edition edition (November 1, 
2000) 

404



Castor: Designing and Experimenting a Context-
Aware Architecture for Creating Stories Outdoors 

Fabio Pittarello and Luca Bertani 
Università Ca’ Foscari Venezia 

Mestre (VE), Italia 
{pitt, lbertani}@dsi.unive.it 

 
Abstract—This work describes the design and the 
experimentation of Castor, a novel architecture for creating, 
editing and delivering engaging geolocalized context-aware 
stories outdoors. Castor is one of the first architectures that 
enable the direct creation of structured stories in-situ, rather 
than the simple gathering of material, and that use an extended 
set of context dimensions (i.e., environmental and social context) 
for augmenting the emotional engagement of the story listeners. 
The architecture was experimented in an educational project 
lasted two semesters, performed integrating the traditional 
educational path of a class of children aged 7, with the full 
collaboration of their teachers. Our architecture demonstrated to 
have an important role for bridging the gap between the 
structured classroom learning and the outdoor experience, 
engaging the children for obtaining interesting results in terms of 
acquisition of new skills, collaboration and social inclusion. 

Context-awareness; Education; Learning; Storytelling  

I.  INTRODUCTION 
This work presents a novel software architecture, named 

Castor (i.e., Context-Aware STORytelling), for supporting all 
the phases of creation, editing and delivery of context-aware 
stories on the field. Compared with the available literature, the 
value added by Castor is the possibility to create stories 
compliant with a novel story model, where the narration is 
driven by the context conditions, matched with those ones 
specified by the story author for the delivery of the story. While 
other storytelling systems enable only the simple gathering of 
materials on the field for creating the narration elsewhere or 
limit the use of the context to the location, Castor enables the 
direct creation of narrations in-situ and uses an extended set of 
context dimensions (i.e., the weather conditions, the season, the 
time of the day and the number of listeners), for augmenting 
the engagement of the listeners. The architecture was tested in 
the context of an educational project that involved for two 
semesters a class of 19 children aged 7 in which the traditional 
educational path was integrated with the modern mobile 
technologies. The educational project was performed with the 
constant collaboration of the teachers. During the 
experimentation the class learned how to build, modify and 
listen to engaging context-dependent stories with the help of 
different tools, in classroom and outdoors. All these activities 
were composed in a smooth educational path that showed the 
positive role of our architecture for the acquisition of new skills 
and for bridging together the work done in the classroom and 
outdoors. The availability of a mobile platform permitted us to 
bring a structured learning experience outdoors, allowing to 

capture easily the creative activity of children and enabling the 
acquisition of literacy skills. The novelty of Castor lays also on 
its social dimension, being conceived as a social repository and 
publishing platform for context-aware narrations that can be 
accessed by pupils for sharing new stories and listening to the 
available ones. Children involved in the experiment learned 
how to build stories, starting from the traditional model to the 
context-aware model, and then shared their creations with their 
fellows, that listened to the narrations in the locations where 
they had been created. The analysis of the classroom and 
outdoors activities showed another benefit deriving from the 
use of Castor: an improvement of the levels of collaboration 
and social inclusion outdoors. The teachers confirmed this 
significant improvement, considering also the behavior of the 
children during the ordinary classroom work. This represented 
a confirmation of the role of the environment for learning and 
the importance of having tools, like Castor, capable of bridging 
the gap between structured learning and outdoor experience. 
The rest of the work is organized as follows: Section II will 
discuss the related work; Section III and Section IV will give 
an overview of the story model and of the software 
architecture; Section V will present the user interfaces of 
Castor; Section VI will present the five phases of the 
educational project; Section VII will discuss the findings; 
Section 8 will draw the conclusions.  

II. RELATED WORKS 
There are a number of models and architectures for 

computer-enhanced storytelling [1]. Most of them rely on the 
analysis of narratology theories, which study the structure of 
stories. This project relies on a story model based on the work 
of the Italian researcher Cesare Segre [2], chosen because of its 
generality and suitability to different literary genres and 
adapted to interactive storytelling. The derived software 
architecture is compliant with the “drama manager approach”, 
where a software architecture controls the narration on the 
basis of the story model and of the narrative choices of the 
author [3], opposed to the “autonomous agents approach”, 
where a set of software agents influences the evolution of the 
story [4]. We made this choice because we were more 
interested, as most academic researchers involved in the 
development of storytelling systems for educational purposes 
[5], to implement a system supporting the children creativity 
and expressivity rather than to generate stories with a higher - 
but probably less interesting - number of choices and endings. 
Storytelling has always been a powerful means in the 
educational curricula, not only for developing literary skills, 
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but also for improving the interest of children for other 
educational domains. Personal computing has been used in the 
last years to support the creation of stories in the classroom, 
permitting children to collaborate at various levels, in 
classroom or even from remote locations [6]. The collective 
authoring of stories composed by a whole class is one of the 
key points of the work proposed by Di Blas et al. [7], that 
focuses also on the integration with the children curricular 
activities and the inclusion of pupils otherwise marginalized. In 
recent years the rapid evolution of mobile technologies has 
permitted to support outdoor activities, such as fieldtrips [8]. 
Researchers have considered different educational domains, 
including history, geography and science. For example, in 
Ambient Wood [9], children provided with mobile devices 
explore a wood enhanced with ubiquitous technologies for 
gathering ecology data. Halloran et al. [8] [10] designed 
technology-enhanced fieldtrips for supporting the learning of 
literacy skills. The children were involved in the exploration of 
a historic English country building, Chawton House, supported 
by mobile devices for listening to the content prepared by 
curators and teachers and for gathering their own content (e.g., 
audio and photographic snapshots) at specific locations. They 
used also paper and pencils for fixing their thoughts. A 
peculiarity of this work is the integration with the classroom 
work: the children collected content and ideas outdoors, but 
wrote their stories the following day, when they returned to 
their classroom. Hansel et al. [11] take advantage of the Mobile 
Urban Drama [12] platform for designing an environmental 
drama where storytelling and study of natural sciences are 
mixed. The students listened to the narration delivered by 
mobile devices, but at the same time were asked to perform 
different assignments, involving sketching, collecting soil tests 
and taking pictures. As in [8], the students completed their 
work in classroom, in this case producing reports and 
presentations on the basis of the materials collected. The 
authors of the study underline the importance of learning 
outdoors, that stimulates the practical intelligence instead of the 
theoretical school intelligence [13] and the use of mobile 
devices that contribute to bridge the gap between symbol 
manipulation and contextualized reasoning. Both the [8] [11] 
approaches offer a very structured experience in terms of the 
content delivered to children, for inspiring the creation of 
stories or for stimulating the gathering of data. For what 
concerns the creation phase, they are more focused on the 
gathering of materials and on the solution of assignments rather 
than on the creation of narrations in situ. Fails et al. [14] 
propose a complete mobile system supporting both the creation 
and the listening of stories in-situ. The approach is focused 
mainly on the collaboration of children and uses the 
surrounding environment as a stimulating scenario for 
engaging them, even though the different parts of the narration 
have a loose coupling with distinct locations. Compared to 
previous literature, the project described in this work reserves a 
keen attention to the integration of classroom and outdoors 
activities, and provides a set of tools for the direct creation of 
the story in-situ, geolocalizing precisely all the story locations. 
Context-awareness concerns the capability of computer 
systems to log different dimensions of the context (i.e., 
according to Dey et al. [15], “any information that can be used 
to characterize the situation of an entity. An entity is a person, a 

place or object that is considered relevant to the interaction 
between a user and an application, including the user and 
applications themselves”) and to use it for guiding and adapting 
the user experience. While the dimensions of the context are 
several and include the location, the environmental conditions, 
the user profile and history of previous interactions, the social 
conditions and the technological features of the devices (e.g., 
the width of the screen or the network bandwidth), only a part 
of them have been extensively used in context-aware 
architectures. Concerning the applications, in most cases the 
knowledge of the context has been used for delivering content 
and for lowering the cognitive load of the user rather than for 
other purposes. There are several implementations related to 
different interaction paradigms, including the hypermedia [16] 
[17], the web and the mixed reality. The implementations 
involve also different domains. As far as the cultural heritage is 
concerned, there are museum guides [18] or educational games 
for enhancing the visits of scholars to archaeological sites [19]. 
As far as tourism is concerned, Medina [20] uses multiple 
dimensions of the context, including the location, the device, 
the user profile, the network and the time for triggering the 
presentation of hypertextual information. The iLand platform 
[21] delivers to mobile users geolocalized content related to the 
oral culture and traditions of the island of Madeira. In [22] the 
user history is used for enabling proactive presentation of 
content in a virtual fair. The available implementations for the 
educational domain often limit the use of the context to the 
location [8] [11], for delivering appropriate content and 
augmenting the user engagement. The importance of the 
location for the user engagement is underlined in [10] also for 
the authoring phase: the curators that prepared the content for 
the children involved in the exploration of the Chawton House 
stressed that they could make a rich and detailed audio 
recording related to a specific location only because they were 
there. Engagement and stimulation of the user emotions are 
becoming important parameters of the user experience as the 
interaction paradigms shift from the traditional working 
environment and melt with the everyday life. For expressing 
the attention to these new aspects, Picard coined in 1995 the 
term “affective computing”, for denoting “computing that 
relates to, arises from, or influences emotions” [23]. As far as 
storytelling and education  are concerned, StoryFaces [24] is an 
interesting project that tries to augment the emotional 
engagement of the children permitting them to record facial 
expressions that become part of the narration. We share with 
the research related to affective computing the interest for the 
design of computing systems that permit to influence the 
emotional engagement of users. That is the reason why in our 
work we designed a software architecture that uses not only the 
location, but also an additional number of context dimensions 
for augmenting the user engagement, with the final goal of 
obtaining educational benefits.  

III. THE STORY MODEL

For the whole project we refer to a story model adapted 
from the work of the Italian researcher Cesare Segre [2] and 
described in [25]. The model is based on the identification of 
the “stages” where the narration happens and the association of 
narrative fragments of the story to these locations. A story is 
composed by one or more ordered stages. The author of the 
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story, during the composition of the stages, decides the values 
of the context parameters for the delivery of the narration, that 
include the time, the season, the weather and the number of 
listeners. Fig. 1 shows the iconic representation of the context 
parameters used in the project. For example, the author may 
decide that a given story may be delivered when the user enters 
the locations of the stages, but only at twilight, in autumn, 
when is cloudy and when alone. The aim is to augment the 
emotional impact of the narration, associating the delivery of 
the content only to those context conditions that can increase 
the involvement of the listeners.  

IV. THE SOFTWARE ARCHITECTURE 
The client-server architecture for the creation and the 

delivery of stories has been designed starting from the story 
model summarized above. The architecture, represented in Fig. 
2 at a very high level of abstraction, features a web-based 
application server for managing the different phases of the 
story's lifecycle. All the stories, created by different authors, 
are stored in a database connected to the server. Three different 
clients (i.e., two tablet apps and a web application) connect to 
this server for managing the creation, the editing and the 
delivery of the narration. The first client from the left is a tablet 
app that enables the story author to create the story outdoors 
and communicate to the server all the story data, including the 
GPS location of the story stages. The story author in this phase 
specifies also the contextual parameters for the delivery of the 
narration. The second client is a web application, accessible 
from any standard web browser, that enables each author to 
retrieve the data of his stories created outdoors, to modify and 
finally to publish the narration. The third client is a tablet app 
for delivering the stories in the locations where they have been 
created. The app allows to search all the stories available in the 
repository and published by their authors, starting from the 
ones that are near to the listener's current location. The context 
values indicated by the authors during the creation of each 
story are matched with the current values retrieved from the 
app (i.e., the location, retrieved through the GPS embedded 
into the device, and the other context values, retrieved from a 
set of web services). By default only the stories characterized 
by a positive matching can be delivered. Most of the 
implementations were realized using web technologies, for 
porting them to different systems. The adoption of the 
Phonegap framework [26] enabled us to implement the tablet 
apps as web applications embedded in native shells. Phonegap, 
available for most of the modern mobile platforms, enabled 
also the access to the hardware of the mobile devices, such as 

the GPS, the camera and the microphone that ordinarily can't 
be accessed by a web application. The adoption of this platform 
permitted to couple a rapid development of the client interfaces 
and the ease of delivery for different platforms and devices.  

V. THE VISUAL INTERFACES  
All the interfaces of the system have been designed and 

implemented using a user-centered approach, discussing and 
progressively refining them through a constant dialogue with 
the teachers of the class that was involved in the project. 

A. The mobile app for authoring on the field 
This mobile app enables the author to create a story on the 

field from scratch. The app resulted from an iterative 
development cycle shared with the teachers, characterized by a 
special attention to the use of lexical terms and visual 
representations easy to understand. The final interface (see Fig. 
3-1) permits to select different types of narrative structures and 
to compose incrementally the different stages that are part of 
the narration. The main interface (see Fig. 3-2) allows to 
specify all the components for a given stage: the audio content, 
the images of the location and of the characters, the context 
values for the delivery. The selection of the icons representing 
the context values for the delivery of the stage content is 
associated to funny audio fragments (e.g., the sound of the 
rooster for the selection of the dawn), for augmenting the user 
engagement. The application accesses the tablet camera for 
gathering the required images: the story cover, the authors' 
photo, the characters' representations and the photo of the 
locations associated with the stages. The GPS location is 
automatically logged when the user takes a snapshot of the 
stage location. The composition process is iterated for each 
stage of the story, until the end of the narration. The application 
features also a map view, based on Google Maps, that permits 
to visualize the recorded stages as a set of flags connected by 
arrows and to preview the recorded content. 

B. The web application for editing the stories 
While the first app was meant for capturing the creativity of 

content creation outdoors, the web application was designed for 
giving the users the opportunity to improve the quality of the 
recorded content in classroom or at home. This web application 
is accessible from any HTML5 web browser and permits the 
registered authors to access his own stories and preview them 
on a map, where the stories' stages are represented as numbered 
flags connected by arrows. A simple interface permits to edit 
all the components of the stories, including the context values 
for the delivery of the narration, and to publish the final version 
of the narrations. 

 
Figure 1.  Visual representation of context dimensions and values  
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Figure 2.  High-level representation of the software architecture. 
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Figure 3.  The visual interface for authoring the stories on the field: screen 
(1) displays the interface for selecting the story type; screen (2) displays the 

main screen for authoring each stage of the story. 

C. The mobile app for listening on the field 
This novel mobile app permits to listen to the stories in the 

locations where they have been created, guiding the users to the 
different stages and delivering the appropriate content. For 
improving the engagement of the listeners, by default only the 
stories matching all the current context conditions (location, 
weather, time of the day, season, number of listeners) are 
available. An interface widget can however be used for making 
available also the stories matching only the location of the 
listener. This latter possibility was introduced in the context of 
the educational experience, for having a feedback by the 
children about how they perceived the importance of the 
different context dimensions for the delivery of the narration. 
When a story is selected, the interface (see Fig. 4-1) guides the 
listener towards the first stage, using a visual arrow pointing 
towards the location, a numerical label showing the distance 
and an audio signal whose frequency augments as the user gets 
near to it. Content is automatically delivered when the user 
enters the stage: the narration starts, while the visual interface 
displays the image and the characters associated to the stage 
(see Fig. 4-2).  The process is iterated until the last stage of the 
story is reached. At the end of the story the users are invited to 
assign a score and to record an audio comment. 

VI. THE EDUCATIONAL PROJECT 
The software architecture was experimented in an 

educational project, articulated in five phases. The teachers, 
rather than adopting our methodology and system, were deeply 
involved in the design process, since the early discussions with 
them about the context-aware story model to the design of the 
interfaces for the creation and the delivery of the narrations. 
They fully participated to the experimentation, leading the first 
phase of the project and collaborating to all the other ones. 
They modeled their educational work for enabling a smooth 
integration of the new educational concepts with the traditional 
ones (e.g., the traditional story model that usually is not driven 
by the context), respecting the timing but widening the scope of 
the traditional curriculum. From the teachers we received 
precious indications about the skills of the children and what 
we could expect from them in terms of learning. We must 
however point out that the introduction of novel educational 

concepts, the integration of digital and traditional technologies, 
the combination of classroom and outdoors learning produced a 
new mix that surprised even the teachers, especially in terms of 
creativity, collaboration and social inclusion. More details are 
available in Section VII.  

A. Writing stories in the classroom 
In the first phase, carried out during the two initial months 

of the first semester, the 19 children aged 7 learned to compose 
and illustrate stories in the traditional fashion, using paper and 
pencils. The children - supported by their teachers - learned the 
basic components of the story structure, focusing on the 
locations and on the characters. They were encouraged to 
describe the different dimensions of context that characterized 
the story, as an exercise preliminary to the introduction of the 
novel story model in the next phase. The class was organized in 
6 groups (2 groups of girls, 3 groups of boys and 1 mixed 
group) that were maintained for the entire project. Stories were 
created both in the classroom, where the children worked in 
groups, and at home, where the children created the stories 
alone.  

B. Composing stories in the classroom with visual tools 
In the second phase the children were guided to compose a 

story, compliant with the context-aware story model, starting 
from: a poster representing an inspiring scenario; a set of 
adhesive visual icons representing the different types of story 
stages and the different values of the context dimensions; a set 
of adhesive blank sheets for writing the content and drawing 
the characters associated to the stages. The goal was to give to 
the children a structured vision of the story components, 
permitting them to get acquainted with the set of symbols (see 
Fig. 1) that they would have used also in the following phases 
of the project. Each group worked autonomously in the 
classroom with a different copy of the scenario, composing 
stories with different structures, including the simple single 
stage story, the story based on a sequence of stages and the 
story with a branching structure. The children composed each 
story positioning on the poster (see Fig. 5) the stage icons 
associated with the locations of the narration and the related 
components (the written content, the drawings of the characters 
and the icons representing the values of the four context 
conditions). Overall the children worked in the classroom for 

listening to
the stage content

retrieval of
the next story stage

11 12

 
Figure 4.  The visual interface for listening to the stories on the field: screen 

(1) displays the interface with the visual cues for retrieving the next stage; 
screen (2) shows the interface displayed to the user when he reaches the stage.  
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about eight hours partitioned in two different days. This 
activity was very useful for giving the children a deeper 
comprehension of the story structure, in particular for what 
concerned the splitting of the narration content in stages. 
Besides, the children learned the concept of context-awareness 
related to the delivery of content. Most groups associated to the 
stages context values compliant with the mood of the narration, 
aimed at underlying its emotional quality.  

C. Composing stories outdoors with a tablet 
In the third phase the children created the stories outdoors, 

using the first tablet application. We chose a park near to the 
school site as the inspiring scenario for the creation of stories. 
The park featured a small lake, a green area for sports and a 
wood named “Magic Wood” because a local artist decorated its 
trees and stones with fairy representations. The outdoor 
sessions were performed in two different days in the middle of 
December. Two groups worked in parallel in each session, that 
included an initial briefing and visit to the park area, the 
creation of a story with a single stage, the creation of a 
sequential story and an individual post-test questionnaire. Each 
group worked independently for the creation of the stories, 
supervised by one researcher and one teacher. Each group was 
provided with a tablet, paper and pencils. We established a 
support protocol that graduated the help from a simple 
invitation to examine more carefully the interface to practical 
demonstrations. In most cases however the simple invitation to 
consult the interface more carefully was sufficient for letting 
the children to proceed with their task. Each group worked for 
about two hours and was able to complete the task. The number 
of stages for the sequential stories varied from group to group, 
ranging from two to four stages. Overall, 12 stories were 
created in different locations of the park area (see Fig. 8). 

D. Editing stories in the classroom with a web application 
The fourth phase was carried out in the computer lab of the 

school after a few months from the outdoor experience, in the 
second semester. The goal of this phase was to let the children 
to listen to the stories created outdoors and to improve the 
quality of narrations. We wanted also to check if the return to a 
more formal environment would have caused significant effects 
on the stories' structure and on the children’s behavior. Each 
group worked for about two hours, assisted by one researcher, 
for editing the stories authored outdoors. At the beginning there 
was a short briefing for each group, aimed at describing the 
goal of the session and the basic functionalities of the interface. 
The children worked with a laptop that was alternatively used 

by each component of the group. The children were initially 
asked to browse the content of the stories, focusing on the 
quality of the different components authored outdoors. After 
that, the children were showed how to edit the different audio 
and visual components of the stories. Finally the children were 
invited to focus on the context parameters for the delivery of 
narration, inviting them to confirm or to change them at their 
pleasure. At the end of the experiment the children were asked 
to fill in a short questionnaire, focused on the ease of use of the 
interface. Children were asked also how they would have 
improved it with additional features. The questionnaire 
included both open and closed questions based on a 3-points 
Likert scale. 

E. Browsing the stories outdoors with a tablet 
We came back to the park at the end of the second 

semester, for offering the children the possibility to listen to the 
stories that had been created by their fellows (see Fig. 7). The 
session was divided in two parts: in the first part the groups 
could select only the stories matching all the current context 
conditions; in the second part they were given the possibility to 
access also the stories matching only the location. The support 
protocol included an initial invitation to look more carefully at 
the components of the interface, a verbal explanation and 
finally a practical demonstration of the features. At the end of 
each story the groups were invited to vote it and to record a 
comment about the quality of the narration. At the end of the 
session, the children were asked to fill in a questionnaire, 
including both open and closed questions.  

VII. FINDINGS AND DISCUSSION 
The exploratory study provided interesting findings that 

were collected and evaluated through the direct observation, 
questionnaires filled in by the pupils, discussions with the 
teachers after the authoring sessions and the analysis of the 
stories created by children. The findings are summarized in 
relation to the three phases that involved the use of the tablet 
apps and the web applications. For the authoring sessions at the 
Magic Wood and in the classroom the analysis was focused on 
the acquisition of skills, the cooperation between children and 
the role of the context for augmenting the children engagement. 
For the final listening session, because of the different nature of 
the task, the analysis was less focused on the acquisition of new 
skills and more on the children engagement and the evaluation 
of the quality of the narrations. 

 
Figure 6.  Story authoring at the Magic Wood 

 

 
Figure 5.  Composing a story in the classroom 
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TABLE I. AUTHORING STORIES OUTDOORS - SCORES ASSIGNED TO 
EACH GROUP (FROM A TO F) USING A 5-POINTS SCALE (1=WORST, 5=BEST).  

Parameter A B C D E F 
M F M F M FM 

a1. Independence in story creation 5 4 4 4 4 4 
a2. Complexity of stories created 5 4 4 5 4 4 
a3. Organization of stories in stages 4 3 5 4 5 4 
a4. Operative indep. with the device 4 4 4 4 4 4 
b1. Group coop. in the story creation 3 3 4 4 4 4 
c1. Emotional use of the context 5 4 5 4 5 4 
c2. Authoring in the story locations 5 4 4 4 5 5 

TABLE II.  AUTHORING STORIES OUTDOORS - POST-TEST 
QUESTIONNAIRE. SCORES BASED ON A 3-POINTS SCALE (1=LOW, 3=HIGH).  

Parameter mean 
a1. difficulty to create a story with a single stage 1,15 
a2. difficulty to create a sequential story 1,52 
c1. apprec. of the chance to specify the stage loc. in-situ 2,84 
c2. apprec. of the chance to specify the weather 2,68 
c3. apprec. of the chance to specify the time 2,57 
c4. apprec. of the chance to specify the season 2,78 
c5. apprec. of the chance to specify the social context 2,68 
c6. apprec. of the chance to specify the context, overall 2,73 

A. The authoring sessions at the Magic Wood 
Table I and Table II display the evaluation grid, filled in 

collaboratively  by the researchers and the teachers, and the 
children questionnaire. Table I displays the scores assigned to 
each group (from A to F) using a 5-points scale (1=worst, 
5=best). The composition of groups is represented as follows: 
“M” for males, “F” for females and “FM” for mixed groups. 
Table II displays the scores assigned by the children in the 
post-test questionnaire at the end of the authoring sessions. The 
values express the mean calculated from the scores assigned by 
each child using a 3-points scale. The following discussion 
evidences the most interesting results of the fieldtrip, derived 
from these tables and from all the other sources cited above. 

a) Satisfying acquisition of skills for the creation of
context-aware stories. The children acquired a good 
knowledge of the story model and successfully applied it to 
the creation of stories. They created the stories with a good 
level of autonomy, selecting the theme, the locations, the 
characters and all the other components of the stages. The 
support of the teachers was limited to some hints related to the 
narrative content rather than to the structure of the narration, 
as shown by the parameter evaluating the children 
independence (Table I-a1). The complexity of the stories 

created, measured in terms of stages and content, was 
satisfying (Table I-a2), given the time constraints for finishing 
the work. The organization of the story in stages and the 
association of the stages with the different locations was 
generally satisfying (Table I-a3). The children questionnaire 
(Table II-a1,-a2) is coherent with the researchers' evaluation, 
showing modest levels of perceived difficulty by the children 
for both the single stage and the sequential story, with a 
modest increase of difficulty for the latter one. Although most 
children didn't have previous experiences with the use of 
multi-touch devices, they generally didn't have problems in 
using the application (Table I-a4). When in difficulty, in most 
cases an invitation to examine more carefully the interface, 
reading all the labels for understanding how to proceed, was 
enough. The mobile app worked as a trait d'union between the 
symbolic system of icons representing the components of the 
story, already used in the classroom, and the practical context, 
providing engagement but also a structured experience. We 
had a confirmation about this issue when, in the few cases 
where there were slight differences between the icons used in 
classroom and outdoors, the children complained that the app 
interface wasn't “correct”. In this sense the experiment 
confirmed the role that may have mobile devices, coupled with 
good design, for a valuable integration of symbol 
manipulation and practical experience [11]. 

b) Improved levels of collaboration and inclusion. We
registered good levels of collaboration between the 
components of the groups (Table I-b1). More interestingly, 
comparing the activities done in the classroom and outdoors, 
we registered a higher degree of collaboration for those groups 
that were less collaborative in the classroom work. Besides, 
the experiment showed also higher levels of inclusion for 
those children that in the ordinary classroom work seemed to 
be less integrated with the rest of the class. These results were 
confirmed also by the teachers, which compared the children 
behavior outdoors and the ordinary classroom activities during 
the year.   

c) Emotional use of the context dimensions. In most cases
the children selected, for the delivery of the content, 

Figure 7.  Heading to the next stage of the story 

Figure 8.  A map of all the stories authored outdoors. The stages of a given 
story are represented by numbered flags connected by arrows. 
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environmental and social context parameters that were 
coherent with the content and that aimed to augment the 
emotional engagement of the listeners. We noticed the highest 
levels of attention for the context in the groups composed by 
boys, but also the other groups chose carefully the context 
values in relation to the quality of their narration (Table I-c1). 
For example, the groups that chose, as theme of the story, fairy 
tales populates by gnomes and ogres often specified dramatic 
contextual parameters such as “winter”, “twilight” or “storm” 
for the story delivery. Groups narrating scary stories required 
often that the narration should have been delivered to solitary 
listeners. Although the interface permitted to specify the 
delivery of the story also for all the values of the context 
conditions, only few groups decided to take advantage of such 
“neutral” choice, preferring an emotional use of the context. 
The result was confirmed by the answers to the children 
questionnaire, measuring high levels of appreciation for the 
possibility to choose the different dimensions of the context 
for the story delivery (Table II-c1 to c6). 

d) In-situ authoring as a stimulus for cognitive 
elaboration. In spite of the fact that the park offered a number 
of benches and tables, the groups, after the initial exploration 
phase, chose to author the content in the locations chosen as 
story stages. Table I-c2 expresses, according to the 
observation of teachers and researchers, the relation between 
the creation of content and presence of the groups in the 
associated locations (i.e, the higher the number, the closer the 
distance). We noticed also that, during the creation of  the 
content, many children kept on looking around the place, 
touching the objects that were part of the environment and 
trying to catch interesting details to add to the narration. Again 
this result is a confirmation of the importance of practical 
intelligence related to the discovery and to the manipulation of 
the elements of the location [11]. 

e) Good levels of engagement. The direct observation 
showed that the children were very engaged during the 
experiment. They were excited to create the stories outdoors 
and dedicated all their energies to this task, in spite of the low 
temperatures and the unfair season that we had to choose for 
the experiment. Children were engaged also by the multimodal 
features of the authoring environment, such as the audio 
feedback associated with the selection of the different values 
of the context, and by the multiple analogue and digital means 
to gather content. Overall, coupling outdoors and digital tools 
seemed to boost the children creativity and engagement. 

B. The authoring sessions in the classroom 
The web application received positive feedbacks for its ease 

of use and permitted to all the groups to obtain improved 
versions of the stories composed outdoors. We noticed 
however that coming back to the classroom resulted in a minor 
level of engagement. In particular the males were less involved 
and focused on the critical revision of the stories. Most 
revisions were focused on the technical improvement of the 
content rather than to the creation of new one. Besides, the 
children felt the relation between the content and the context 
for the delivery as less urgent, because in a number of cases (13 

cases out of 48) they modified the values for listening to the 
stories shifting towards more inclusive values (i.e. “always”). 

TABLE III.  LISTENING TO STORIES OUTDOORS – P.-TEST QUESTIONNAIRE.  

Parameter mean 
a1. easiness to find the locations of the stages 4,1 
a2. helpfulness of the visual hints 4,0 
a3. helpfulness of the audio hints 3,8 
b1. engagement in listening to stories in the classroom 3,7 
b2. engagement in listening to stories outdoors 4,8 

C. The listening sessions at the Magic Wood 
We registered 30 listening sessions, derived from the 

selection of the 12 available stories. As stated at the beginning 
of the section, this session was not characterized by the 
acquisition of new skills, aside from learning the new browsing 
interface. Therefore we focused our attention on measuring 
more carefully the engagement and evaluating the quality of 
the narrations. We mapped the findings derived from the direct 
observation, the scores assigned by the children to the stories 
after having listened to them and the post-test questionnaire 
(see Table III) to the six factors that according to O'Brien et al. 
[27] define the engagement. 

• Perceived usability: we considered the answers to the 
following issues: easiness to find the locations (Table 
III-a1, mean 4.1), helpfulness of the visual hints (Table 
III-a2, mean 4.0), helpfulness of the audio hints (Table 
III-a3, mean 3.8); 

• Felt involvement: we considered the engagement 
declared by the children listening to stories outdoors 
(Table III-b2, mean 4.8);  

• Focused attention: we measured the distance between 
the children that carried the tablet and the other 
components of the groups, using the four space zones 
defined in [28]; during the listening phase for 121 
measures out of 144 the distance was close to the edge 
between the intimate and the personal distance (0.45 
m.) and only in 5 cases the distance reached the edge 
between the social and the public distance (3.6 m.); 

• Aesthetics: we considered the scores assigned by the 
children to the stories after the listening sessions (mean 
score 3.4); 

• Novelty: the answers to the open questions evidenced 
that a number of children were surprised by the ability 
of the system to guide them to the locations of the 
stage; we may infer that the application functionalities 
were perceived as novel at least by a part of the users; 

• Endurability: we didn't measure directly this parameter 
but, because O'Brien et al. [27] relate high levels of 
endurability to high levels of perceived usability and 
felt involvement, we assume good levels of 
endurability for our application. 

The analysis of the six parameters suggests a good result in 
terms of engagement for the children participating to the 
listening experience. The parameter associated to the felt 
involvement received a particularly high score (mean 4.8), that 
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can be also compared with the lower score assigned by the 
children to the session in the classroom (mean 3.7), when they 
listened to and edited the stories with the web application. In a 
related open question, the children associated the outdoor 
engagement to the fact of being in the places where the stories 
were supposed to happen and of moving in the real 
environment, following the hints of the application. Finally, the 
analysis of the scores assigned by the children to stories shows 
that the mean score of stories matching all the user context 
conditions (8 stories for 19 listening sessions) was higher than 
that one of stories matching only the location (4 stories for 11 
listening sessions): respectively 3.8 and 2.7. Resuming, also the 
listening sessions displayed the positive effects of Castor for 
what concerned the engagement and the quality of the 
experience in an educational context. 

VIII. CONCLUSION 
In this work we discussed the design and the 

experimentation in an educational context of Castor, a social 
platform for context-aware storytelling. The mobile platform 
implemented a novel story model meant to improve the 
engagement of the listeners through the use of an extended set 
of context dimensions. We used this platform in the context of 
an educational experience for checking if the possibility of 
proposing a structured experience outdoors and the use of an 
engaging story model would have produced results in terms of 
learning or other interesting parameters. The study produced 
significant results in terms of acquisition of new skills. 
Compared to traditional classroom activities, the analysis of 
outdoors activities revealed higher level of engagement, 
creativity, cooperation between children and social inclusion. 
The availability of a digital tool for creating stories, installed on 
a mobile device but modeled on the structured experience 
designed for the classroom, permitted to bring a structured 
learning process outdoors, taking advantage of the benefits 
given by this more informal environment in terms of 
collaboration and inclusion. Concluding, while the learning 
benefits of Castor deserve further investigations, we may infer 
from the experimental study that this architecture had a positive 
role on bridging the gap between the educational experiences 
performed in a formal classroom context and outdoors.  
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Abstract—As distance education rapidly appears on the 

horizon, distance learning technologies are becoming 

more important in delivering contents and allowing 

collaboration between students and teachers in globally 

disparate environments. One of the recent innovative 

technologies to be explored in distance learning field is 

immersive environments and sense of presence that offers. 

The primary purpose of this research is to study the sense 

of presence—the sense of “being there”—using an 

immersive environment. While this is a work-in-progress, 

the authors provide preliminary results and conclusions.  
 

     Keywords-Distance Learning-VR- Sense of Presence 
 

I. INTRODUCTION 

     There are different aspects that make immersive 

environments (also known as virtual reality) feel as “real” as 

possible. One well-known aspect of an immersive 

environment is “the sense of presence” in the environment.  It 

is often thought of as the sense of “being there.” In the 

1990’s, a few theoretical research articles were published in 

the journal of Presence, Teleoperators and Virtual 

Environments, published by the Massachusetts Institute of 

Technology (MIT). In the 2000’s, researchers increasingly 

have been exploring the topic of sense of presence and using 

the knowledge gained from various immersive environments 

studies to further their applications.  
 

II. SENSE OF PRESENCE 

     How is the presence defined? In this research paper, the 

main definition of presence that will be used is the awareness 

or state of the mind of being in an environment, either real or 

virtual [1, 2]. Experiencing a sense of presence can happen 

whenever a person mentally feels that he or she is present in a 

situation. For example, when reading a book, some people 

may feel what the characters are feeling and become wrapped 

up in the book—they may feel as though they are watching a 

movie, or have an even deeper connection with the text.  
 

III. IMMERSIVE ENVIRONMENT EXPERIMENT  

     Participants:Thirty-five volunteers participated in this part 

of the study.   

     Apparatus: The device used for this part of the experiment 

was the Immersive Visualization Environment, also known as 

a dome-shaped system (see figure 1). This state-of-the-art 

equipment enhances the 3-D virtual environment imaging 

with four digital projectors and an 8’x10’ cylindrical screen.  

     Procedure: Each participant was seated in a chair placed a 

specific distance away from the screen, providing the 

individual with a fully-immersed environment, and cancelling 

out any outer disturbances. Though the environment was 

controlled, the participant had the ability to freely move 

his/her body without the restrictions of a helmet or hand-held 

device. A survey was administered to each participant which 

attempted to measure their sense of presence (the sense of 

being there in the specified environment), with 10 indicating 

the highest presence and 0 indicating the lowest. One of the 

major questions asked was, “Rate your sense of presence in 

the virtual world during the experiment.” A graph of the 

results for this question is shown in Figure 2. 
 

 
Figure 1. This figure depicts several subjects are engaged in 

Immersive Visualization Environment (Distance Learning) 
 

 
Figure 2.  Rating of the sense of presence in the virtual world during 

the experiment in the immersive environment. 
 

IV. PRELIMINARY RESULTS AND CONCLUSIONS 

     A strong sense of presence of the virtual world in the 

immersive environment was experienced by a majority of 

participants. Specifically, 86% of the participants—30 

participants—responded with a rating between 7 and 9, 

indicating that the participants felt a high sense presence in 

the virtual environment. This single finding raises several 

possibilities for future research. 
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Abstract—Due to brisk growth of data volume in many 
organizations, large-scale data processing became a demanding 
topic for industry as well as for academic fields. Hadoop is widely 
adopted in Cloud Computing environment for unstructured data. 
Hadoop is an open source, a java based distributed computing 
framework, and supports large-scale distributed data processing. 
In the recent years, Hadoop Distributed File System (HDFS) is 
popular for huge data sets and streams of operation on it. 
Availability of Hadoop is the important factor in Cloud 
Computing. But, in HDFS, Namenode failure affects the 
performance of the Hadoop cluster. It can be a single point failure. 
In this paper, we analysed the behaviour of Namenode, what are 
effects of Namenode failure. This paper presents a scenario to 
overcome this failure. Our scenario replicates the Namenode on 
the other Datanode so that the availability of the metadata is 
increases which will reduce the loss of data as well as delay. 

Keywords— Hadoop; Cloud Computing; HDFS; 
Namenode; availability;  failure. 

I. INTRODUCTION 
Cloud Computing is now mainstream commodity in the IT 

sector [1]. Accordingly, the impact of hardware failure as well 
as software failure decreases the performance of the cloud 
infrastructure. Failure occurrence may have major impact on 
efficiency of an application or it may cause an application 
being temporarily out of service. Cloud infrastructure should 
overcome from these kinds of failures. Now, Hadoop is a 
cloud workhorse [2]. Many internet companies are dependent 
on Hadoop for their large datasets. Every day, they are 
generating large amount of data which is in Terabytes, for 
example Facebook is generating everyday up to 5 Terabytes 
data. As a platform of computing and storage, Hadoop on a 
wider range deals with these kinds of data. Hadoop is a 
framework of open-source implementation of MapReduce for 
the analysis of large datasets. To manage storage resources 
across the cluster, Hadoop uses a distributed user-level file 
system called as Hadoop Distributed File System (HDFS) [3]. 
The HDFS is robust and highly scalable. The architectural 
representation of Hadoop is as shown in the figure 1. 

Hadoop architecture is based on master-slave architecture. 
MapReduce Engine and HDFS are the important component 
of this architecture. JobTracker and TaskTracker are key parts 
of MapReduce engine while Namenode and Datanode are of 
HDFS. MapReduce deals with the computation while HDFS 

is used for storage purpose. In this paper, we focused on 
HDFS and its failure. 

As states earlier working of HDFS is based on Namenode 
and Datanode while the design of HDFS is based on the 
design of GFS, the Google File System [15][16]. 

Figure 1: Hadoop Architecture in Multi-node Cluster [3][14] 

HDFS is nothing but a block-structured file system: 
individual files are broken into blocks of a fixed size called 
as Chunk; size may be in the order of 4 KB or 8 KB, 
currently sizes are in MBs. These chunks are stored across a 
cluster of one or more machines with data storage capacity. 
Individual machines in the cluster are referred to 
as Datanodes. A file can be made up of several chunks, and 
they are stored on the different Datanodes. If several 
Datanodes must be involved in the serving of a file, then a 
file could be caused unavailable by the failure of any one of 
those Datanodes. HDFS combats this problem by replicating 
each chunk across a number of Datanodes and by default 3 
Datanodes are selected for replication. 

In this scenario, it is important for this file system to store 
its metadata reliably, a node holding metadata of the stored 
data on different Datanodes is referred as Namenode [6][12]. 
Metadata holds the data, which contains information about 
data, which are stored on different Datanodes. In HDFS after 
every transaction or read-write operation metadata is going to 
be updated. 

Namenode is the pillar of the HDFS architecture; 
therefore, reliability of Namenode is having significant value 
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in HDFS. Whenever Namenode gets down the working of 
HDFS gets affected. 

The rest of paper is as organized as follows. Section II 
provides brief information about HDFS architecture as well as 
it analyses the behaviour of HDFS under failures. The 
proposed scenario of the system is explained in the section III. 
The architecture of proposed scenario is described in Section 
IV while Section V is the conclusion of our proposed 
scenario. 

II. BACKGROUND 
A. Hadoop Architecture 

Hadoop comes with a distributed file system called HDFS, 
which stands for Hadoop Distributed File system [5]. HDFS is 
a file system designed for storing very large files with 
streaming data access patterns, running on clusters on 
commodity hardware. HDFS is a distributed file system. 
 

 
  Figure 2:  Proposed HDFS Architecture in Multi-node 

Cluster [3] 

     HDFS is a framework for analysis and transformation of 
very large data sets using MapReduce paradigm. HDFS stores 
file system metadata and application data separately. HDFS is 
built around the idea that the most efficient data processing 
pattern is a write-once, read-many-times pattern. A dataset is 
typically generated or copied from source, and then various 
analyses are performed on that dataset over time. HDFS is 
optimized for delivering a high throughput of data, and this 
may be at the expense of latency. Files in HDFS may be 
written to by a single writer. Writes are always made at the 
end of the file. There is no support for multiple writers, or for 
modifications at arbitrary offsets in the file.  
      As in other distributed file systems, like PVFS, Lustre and 
GFS, HDFS stores metadata on a dedicated server, called the 
Name Node. Application data are stored on other servers 
called Data Nodes. All servers are fully connected and 
communicate with each other using TCP-based protocols. 
Unlike Lustre and PVFS, the Data Nodes in HDFS do not rely 
on data protection mechanisms such as RAID to make the data 
durable. Instead, like GFS, the file content is replicated on 
multiple Data Nodes for reliability. While ensuring data 

durability, this strategy has the added advantage that data 
transfer bandwidth is multiplied, and there are more 
opportunities for locating computation near the needed data. 
The Hadoop Distributed File System (HDFS) is designed to 
store very large data sets reliably, and to stream those data sets 
at high bandwidth to user applications. In a large cluster, 
thousands of servers both host directly attached storage and 
execute user application tasks. By distributing storage and 
computation across many servers, the resource can grow with 
demand while remaining economical at every size. The 
architecture of HDFS and report on experience using HDFS to 
manage 40 petabytes of enterprise data is described at Yahoo! 

B. Single Point Failure in HDFS 

HDFS architecture is mainly based on Namenode and 
Datanode, where Namenode act as a master while Datanode 
act as a slave. If Datanode gets failed in this scenario, only 
one machine will down, in that case Namenode will divert the 
work of failed Datanode to other available Datanode [6][9]. 
But suppose, Namenode goes down, then there will be a single 
point failure.  

To avoid this, HDFS architecture selects a Secondary 
Namenode which will work after Primary Namenode fails. 
Fig. 1 shows the architecture of Hadoop with Secondary 
Namenode. Secondary Namenode is not a Namenode in the 
sense that Datanodes cannot connect to the secondary 
Namenode and in no event it can replace Namenode in case of 
its failure. If Hadoop is not able to use Namenode anymore it 
will need to copy latest image and logs somewhere else and 
need to restart whole cluster. It is a time consuming process, 
and also affects the performance of HDFS. 

To overcome above problem we are going to propose a 
system which deals with single point failure which means 
Namenode failure and recover system as early as possible 
without restarting cluster. 

III. PROPOSED WORK 
In this HDFS architecture, if Namenode gets fails; it means 

a single point failure. Because as we have stated earlier 
Namenode is a pillar of HDFS architecture and which 
contains metadata of the data which are stored on different 
Datanodes. If Namenode goes down, it will affect the entire 
cluster. To overcome this single point failure, our suggestion 
is, replicate the entire Namenode on the other Datanode called 
as "Recovery Namenode”. Recovery Namenode will update 
all the information of Namenode simultaneously. After 
failure, Recovery Namenode will act as Namenode.  

Recovery Namenode will keep track Namenode. After a 
periodic time interval Recovery Namenode is updated. 
Initially all the Datanodes sending to heartbeats Namenode, 
when Namenode gets down Recovery Namenode will 
broadcast a message to all Datanodes of new Namenode. After 
that every Datanode will send heartbeats to Recovery 
Namenode. 
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The detailed description of the proposed system is given in 
the architecture section. It will select new Namenode from 
available Datanodes. 

IV. ARCHITECTURE 
The behaviour of the HDFS architecture will be 

shown as: 
 

 
Figure 3:  Proposed HDFS Architecture  

There are two cases; first one gives the architecture of the 
new HDFS before failure while second one gives the 
architecture of new HDFS after failure with new Namenode. 
Let us see how this system will work: 

A. Selection of Recovery Namenode 
As we said earlier Namenode is a pillar of HDFS 

architecture, considering this part the next node means 
“Recovery Namenode” is having significant responsibilities.  

If there are ‘n’ number of nodes in the cluster as shown in 
the figure below: 

 

 
Figure 4: Hadoop Cluster 

We have to set some appropriate methods for selection of 
recovery node so that selection will be fast and efficient. We 
have to also consider an availability of nodes so that which 
will not affect performance of the cluster. Here, ‘m’ is the 
Namenode while ‘ݏଵ,	ݏଶ, …., ݏ௡’ are the Datanodes. From 
these data node our proposed scenario will select one node as 
a ‘Recovery Namenode’.  

As we know, after every 3s Datanode sends a heartbeat to 
Namenode to shoe his availability. In our scenario, each 

Datanode sends a heartbeat along with its time of generation 
i.e. ݐௗ௧ . Every Datanode has variant time of heartbeat 
generation such as   ݐௗ௧ଵ  ௗ௧௡ for ‘n’ nodes. Afterݐ,.....,ௗ௧ଶݐ	,
that, at Namenode this time will stores in a log referred as 
“Heartbeat Log” along with arrival time ݐ௔௧  of each Datanode. 
Now, calculate the time, to reach Namenode from Datanode 
for each and every Datanode as shown: 

ௗ௧ݐݐ = ௔௧ݐ − ௗ௧ݐ  

Where, ݐݐௗ௧=actual time taken by a heartbeat from Datanode 
to Namenode. 

For every Datanode we are considering first ‘x’ readings. 
Then, calculate a mean time for every Datanode as follows: 

ௗ௧೙ݐ݉ =
1
ݔ
෍ݐݐௗ௧

௫

ଵ

 

Where, ݉ݐௗ௧೙= mean time of heartbeat to reach namenode to 
Datanode of Datanode ‘n’.  

     Now, we are having a log of all Datanodes with their 
respective mean time ‘݉ݐௗ௧’. By applying Quick sort 
algorithm heartbeat log is updated called as “Recovery 
Namenode List”. 

According to this Recovery Namenode List, the first node 
from the list is selected as “Recovery Namenode”. At the time 
of cluster formation as per the node registration log is 
maintained. According to availability of Datanodes, Recovery  
Namenode List is updated, after every 600s. 

B. Create a Recovery Namenode List 
For the selection of Recovery Namenode we are creating a 

Recovery Namenode List from that, according to mean time, 
list is going to be sorted. In that, algorithm will first check 
heartbeat response of node. If node is up, add it to recovery 
node list else ignore that node, while adding calculate 
travelling mean time of that node so that we will get mean 
response time.  

Calculate mean response time for each and every node 
which is up. Then sort this list according to mean response 
time. The first node will be new “Recovery Namenode” for 
the cluster.  

C. Communication between Namenode and 
Recovery Namenode 
When Namenode will select a Recovery Namenode, the 

communication between Namenode and Recovery Namenode 
is an important factor. There will be an instant messaging 
from Namenode to Recovery Namenode. After a certain time 
period Namenode will generate an instant message and send it 
to Recovery Namenode, so that Recovery Namenode will 
come to know that Namenode is alive. If for 600s Namenode 
is failed to send an instant message then Recovery Namenode 
will be declared as new Namenode. Recovery Namenode will 
broadcast that message to all Datanodes 
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create_recovery_namenode_list() 
{ 

 get_all_node_list(); 
  while (list is not empty) 
 { 

 if(node.heartbeat_response == TRUE) 
 { 

        node_mean_time=       
calculate_heartbeat_mean_time(node); 
        add_node_to_recovery_namenode_list(node, 

node_mean_time); 
 goto_next_node; 

 } 
 else 
 { 

goto_next_node; 
 } 

} 

calculate_heartbeat_mean_time(node) 
{ 
 total_travelling_time=0; 

 for(from starting time up to a certain time) 
{ 

 hb_start_time[]= get_start_time_time(); 
 hb_recieved_time[]=get_received_time(); 

      hb_traveeling_time =  hb_recieved_time[] - 
hb_start_time[]; 

 total_travelling_time= total_travelling_time+ 
hb_traveeling_time; 
 }  

  node_mean_time= total_travelling_time / (certain_time – 
starting_time); 
 return  node_mean_time; 

} 

 quick_sort (recovery_namenode_list with respect to 
node_mean_time); 

Figure 5: Algorithm for Selection of Recovery Namenode 

D. Set a Checkpoint 
Checkpoint method is widely used in different recovery 

model [10]. It allows system to recover from unpredictable 
fault. The idea behind this system is the saving and restoration 
of the system state.  

Here, checkpoints are nothing but a time interval which is 
periodic. To replicate Namenode on Recovery Namenode, a 
time interval is considered. On a certain time interval 
checkpoints are created. After every 600s Namenode is 
replicated on Recovery Namenode. It means checkpoints are 
created after 600s.  

Here, checkpoints are sets only for Namenode. Creating 
periodic checkpoints is the way to protect the metadata of file 
system. 

E. Availability of Namenode 
As per the HDFS architecture, Namenode does share any 

information about his failure, to overcome this problem in our 
scenario; Namenode will generate an instant message, sends 
to Recovery Namenode after 3s to ensure his availability. If 
Namenode failed to send instant message up to 600s then 
namenode will be declared as dead node. After that Recovery 
Namenode will send a message to all Datanode, that he is the 
new Namenode and send heartbeats to him. Recovery 
Namenode will start his work from a last checkpoint, before 
failure of Namenode.  

F. Failure of Recovery Namenode 
Whenever Namenode gets fail, Recovery Namenode will 

occupy his place. When Recovery Namenode will be a new 
Namenode, again new Recovery Namenode is selected by 
using same parameters. According to available Datanodes new 
Recover Namenode list is generated in a similar way, again 
checkpoints for a new Namenode are created. Though it 
increases overheads on Namenode as well as Datanode but 
provides high availability. 

V. CONCLUSION 
In cloud computing, unstructured data storage is popular 

issue. Hadoop deals with unstructured data storage. In this 
paper, we have studied and analyzed the architecture of the 
Hadoop Distributed File System under Namenode failure. To 
overcome single point Namenode failure in HDFS we have 
proposed an architecture which increases reliability as well as 
availability of Hadoop. We also focused on selection of 
Recovery Namenode after failure of Namenode. This 
proposed architecture is massively helpful for an 
unrecoverable Namenode failure. 
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Abstract

We have developed TAIL, a textual programming lan-
guage isomorphic to the blocks language of MIT App Inven-
tor 2 (AI2), and have extended AI2 with code blocks, a novel
mechanism that enables bidirectional isomorphic conver-
sions between blocks and text program fragments. TAIL im-
proves AI2’s usability by facilitating the reading, writing,
and sharing of programs, and may also ease the transition
from blocks programming to text programming

1. Project Overview

In blocks programming languages, programs are con-
structed by connecting visual fragments (blocks) shaped
like jigsaw puzzle pieces. MIT App Inventor 2 (AI2) [7], a
popular online environment for Android app development,
democratizes mobile programming through its easy-to-use
blocks language. For example, the AI2 blocks shown in
Figure 1 are a No Texting While Driving app that automat-
ically replies to an incoming text message with a canned
response and then speaks the phone number and content of
the message. The shapes of plugs and sockets on the blocks
distinguish expressions and statements and suggest how
the blocks fit together, reducing syntactic frustrations ex-
perienced by novices when learning textual programming.
Sockets have labels documenting their purpose, helping
programmers remember the number and order of operands.
Selecting a block from a menu of related blocks (e.g. math
blocks, control blocks) can be easier than remembering
its name. Other blocks languages include Scratch [6, 8],
Blockly [4], StarLogo Nova [12], and PicoBlocks [11].

While simple AI2 blocks programs are easy to read and
write, more complex ones can become overwhelming. Cre-
ating and navigating nontrivial blocks programs is tedious,

Figure 1. AI2 blocks for a simple No Texting
While Driving app.

and AI2’s inability to copy blocks between projects inhibits
reusing code between projects and between programmers.

To address these issues, we have created a new textual
language, TAIL (the Textual App Inventor Language), that
is isomorphic to AI2’s blocks language and have provided
a means for converting between them. TAIL syntax is de-
signed to provide users with a systematic way to translate
the visual information on the blocks into text. We have ex-
tended AI2 with code blocks in which users can type TAIL
code representing AI2 expression, statement, and top-level
declaration blocks. These code blocks have the same mean-
ing as the larger block assemblies they represent. Program-
mers can also convert back and forth between these code
blocks and the original AI2 blocks (Fig. 2). Language iso-
morphism guarantees that round-trip conversions (from text
to blocks and back, or blocks to text and back) begin and
end with the identical program.

Ours is the first blocks language to support isomorphic
conversions between blocks and text languages in both di-
rections. This distinguishes it from systems that can convert
blocks to text programs, but not vice versa (e.g. [1, 3, 5, 9]
and from PicoBlocks, which can define blocks in a text lan-
guage more expressive than its blocks language but can-
not convert blocks to text [11]. Bidirectional conversions
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Figure 2. Sample TAIL ⇔ blocks conversions.

(1) increase AI2’s usability by providing an efficient means
for reading, writing, and reusing/sharing programs, and (2)
may ease users’ transitions from blocks programming to
text programming.

The TAIL language is implemented using an ANTLR
parser generator [10] to generate a JavaScript lexer and
parser for TAIL. Actions in the grammar are used to trans-
late the TAIL parse tree into AI2’s XML tree representation
for blocks. These and other details are explained in [2].

This is work in progress. Currently, TAIL handles only a
subset of AI2 blocks. We are extending TAIL to handle the
full AI2 language and to express whole programs in addi-
tion to program fragments. We also need to test the usability
of TAIL and code blocks in user studies so that we can re-
fine them before including them in a release of AI2.

2. Why is this Research of Interest?

This research is of interest to the VLC/DMS community
because App Inventor is becoming an increasingly popu-
lar visual language for creating mobile apps and teaching
programming. It is a step towards addressing common crit-
icisms of App Inventor: that large programs are difficult to
read and write; that program fragments cannot be reused
between programs; and that there is no clear transition be-
tween blocks programming and text-based programming.

3. Nature of the Demo & Poster

Our presentation will have two parts: (1) a poster that
summarizes the TAIL language and the mechanisms for
converting between TAIL textual program fragments and

App Inventor 2 blocks; and (2) an interactive demo of the
conversion between TAIL and blocks in a version of App
Inventor 2 running on a laptop computer.
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Abstract

We present a decision support system to let medical doc-
tors analyze important clinical data, like patients medical
history, diagnosis, or therapy, in order to detect patterns of
knowledge useful in the diagnosis process.

1. Introduction

We present a decision support system for Evidence
Based Medicine (EBM), which combines data warehouse
and data mining techniques [6, 7], together with additional
inference mechanisms based on the Schanks theory [5], a
non-logical approach widely used in the natural language
processing area, with extensions used in the context of vi-
sual language understanding [2].

The paper is organized as follows. Section 2 discusses
the approach underlying the proposed system, described in
section 3. Finally, conclusion are given in section 4.

2. The Approach

We have adopted a case-based reasoning (CBR) ap-
proach, which is useful to extract knowledge from previ-
ously experienced cases. In particular, we have selected
data from a large database of an infectious diseases depart-
ment of a big public hospital, which has led to the selection
of the features described in table 1.

We had to first identify and solve problems like data du-
plication, inconsistencies between logically associated val-
ues, missing data, unexpected use of one or more fields, and
inconsistent values possibly due to different conventions,
abbreviations, or to data entry errors. A particular effort
was required for the presence of free text fields containing
significant information, which was handled by using natural
language processing and data classification.

Finally, the data mining strategy we have used is based
on a sequence clustering algorithm. It is a sequence anal-

ysis algorithm, which allows to find the most common se-
quences by grouping those that are similar or identical.

3. The Proposed System

The system is structured according to a classical three
tier architecture, shown in Fig. 1.

Figure 1. System architecture.

The client tier is composed of a web application repre-
senting the user interface.

The Logic Tier provides two main services: Data Mining
and Visualization, the former of which is responsible for
the analysis of clinical records in order to find evidences in
diagnostic-therapeutic processes of patients.

The Data Tier implements the data model of the applica-
tion, and contains the Healthcare Data Warehouse provid-
ing the OLAP Query and Visualization Service, and whose
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Table 1. Selected Features
Patient id Patient sex Patient nationality ...

Pathological medical history Physiological medical history Epidemiological medical history ...
Family medical history Risk factors Diagnosis ...

Clinical problems Medical activities Pharmacological Therapy

star schema is shown in Fig. 2. Main efforts have been de-
voted to the analysis and reconciliation of the operational
data sources [1].

Figure 2. Logical Schema of the Data Mart.

A usability test was carried out to validate the imple-
mented system, through a one-to-one session using the
think aloud technique. A group of students of our medi-
cal school were asked to use the system to examine medical
records of several patients. Then, they were asked to fill in a
questionnaire to report on the perceived usability. The ques-
tionnaire was subdivided into five categories (see Table 2),
and answers were provided through a Likert scale [4]. The
general evaluation was fairly good, and nearly the totality
of them had a good reaction concerning system usage.

4. Conclusion

We have presented an health-care decision support sys-
tem for medical guide lines identification, and have per-

formed a preliminary evaluation focusing on system us-
ability. We are currently designing usage scenarios with
medical doctors, in order to evaluate the quality of the
inferred information, and to design additional inference
mechanisms. Finally, since data privacy aspects are ex-
tremely critical in this context, we plan to extend the current
system prototype with modules enabling the visual specifi-
cation of role based access control mechanisms [3].

Table 2. The usability questionnaire
Category Id Question

General Evaluation Q.2.1 The tool provides a nice user interface
Q.2.2 Using the tool is simple
Q.2.3 The aroused feeling by the tool use is satisfactory

Special Judgment Q.3.1 The user interface is pleasant
Q.3.2 The tool is simple to use
Q.3.3 The tool proposes specific error messages

Tool Learning Q.4.1 Learning to use the tool is simple
Q.4.2 The required time to use the tool is appropriate
Q.4.3 Remembering the commands and their use is simple
Q.4.4 The number of steps to carry out a task is appropriate
Q.4.5 The time to examine medical records and therapeutic protocols is appropriate
Q.4.6 The number of steps to compare protocol applications is appropriate
Q.4.7 Suggested Therapeutic Activities are correct

Information Grant Q.5.1 Icon names and objects have a clear meaning
Q.5.2 Each set of operations produces a predictable result
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