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FOREWORD

It is a pleasure to welcome everyone to the 20th International Conference on Distributed Multimedia Systems (DMS)
that this year takes place in Pittsburgh, PA, USA. At this international conference meeting we will consequently be
able to celebrate the twentieth conference in this series and hopefully we will also be able to look forward to a number
of further successful events in the years to come. DMS has established itself as an international forum on distributed
multimedia systems with participants from academia, industry, and government agencies. Discussions on exchange of
ideas, research results and experiences in the field will hopefully have a positive influence on the quality of the
meeting. The DMS community has become an important source of ideas and innovations within the area and
contributions to DMS have been supplied from researcher from many countries all over the world. On behalf of the
Program Committee, Co-Chairs and the entire Program Committee, | would like to extend to you really warm
welcome to DMS 2014.

We have received 33 submissions from about 10 countries this year. Proceedings will be published as a special issue
of the journal of Visual Languages and Computing. The review process has for this reason been carried out in a
somewhat different way than for traditional conferences. Eventually, three review rounds will be carried out. As for
now just two have been finished and the third is yet to come after the conference. The first review round was carried
out mainly in May following traditional guidelines. The outcome of this round gave as a result acceptance of 27 papers;
that is an acceptance rate of about 81%. Among the accepted papers 12 were accepted as full papers and 17 as short
papers. After the first review round the authors were asked to revise their papers and turn them in again for the second
round. Furthermore, the revised versions of the papers will be available at the conference in a preliminary proceedings.
The second review round took place in July and again the authors are asked to revise the papers in accordance with the
reports from the second round. However, the second revision has to be finished on September 20. After which the third
review round will start and carried out jointly by the JVLC EIC, the general co-chairs, PC chair and co- chairs
basically for quality control.

The high quality of the DMS 2014 technical program would not have been possible without the tireless efforts and
hard work by many individuals. First of all, | would like to express my sincere appreciation to all the authors whose
technical contributions have made the final technical program possible. | am very grateful to all the Program
Committee members whose expertise and dedication made my responsibility that much easier. My gratitude also goes
to the keynote speaker and panelists who graciously agreed to share their insight on important research issues, to the
conference organizing committee members for their superb work, and to the external reviewers for their contributions.

Finally, I would like to send special thanks to my old friend Dr. S.-K. Chang who, as Chair of the Steering Committee
has been of great support and whose extraordinary experiences again has been of the greatest value. Furthermore, |
must also acknowledge the important contributions made by the KSI staff members. Their timely and dependable
support and assistance throughout the entire process have been truly remarkable. It has been a great pleasure to work
with all of them. Finally, | hope you will enjoy both the scientific part of DMS 2014 by exciting exchange of ideas
related to the various topics of multimedia and the visit to Pittsburgh, which is a very nice and interesting city with a
fascinating history.

Erland Jungert,
DMS 2014 Program Chair
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Keynote

Future of Shapes: How does information and fabrication technologies change the
way we design?

Levent Burak Kara
Carnegie Mellon University, USA

About the Speaker: Levent Burak Kara, Ph.D. Levent Burak Kara is an associate professor in the Department
of Mechanical Engineering at Carnegic Mellon University. He is the founder of Visual Design and Engineering
Laboratory. His research interests include computer-aided design, computer graphics, natural user interfaces and
pattern recognition, with applications in industrial product design, automotive design, engineering education and
bio-medical engineering. He is the recipient of National Science Foundation Career award and American Society
of Mechanical Engineers Design Automation Society Young Investigator Award. At CMU, he teaches the
Mechanical Engineering Senior Capstone Design course and the graduate level Al and Machine Learning for
Engineering Design course. Kara has a BS in Mechanical Engineering from the Middle East Technical University,
and an MS and PhD in Mechanical Engineering from Carnegie Mellon University.



Keynote

Interactive Multimedia Systems and Multimodal Interfaces for Performing Arts

Kia Ng
University of Leeds, UK

About the Speaker: Dr. Kia Ng, PhD, FBCS, FRSA, FloD, CEng, CSci, is Director of the
Interdisciplinary Centre for Scientific Research in Music (ICSRiM) at the University of Leeds. Kia is
involved in several research domains including interactive multimedia, computer vision, document
imaging, gestural interfaces, multimodal analysis, and computer music, in collaboration with many
European and international organisations and individuals in the field. Large-scale projects include i-
Maestro on technology-enhanced learning (coordinator), CASPAR on digital preservation and
AXMEDIS on cross-media. Kia has over 200 publications and presented keynotes and invited lectures
in over 33 countries. See http://www.kcng.org
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Crowd Behaviors Analysis and Abnormal Detectiol
based on Surveillance Data

Jing Cui, Weibin Liu WeiWei Xing
Institute of Information Science School of Software Engineering
Beijing Jiaotong University Beijing Jiaotong University
Beijing Key Laboratory of Advanced Beijing 100044, China

Information Science and Network Technology
Beijing 100044, China
wbliu@bjtu.edu.cn

Abstract—Crowd analysis and abnormal trajectories detection  clusters. As a result,the computational efficiency is improved
are the hot topics in computer vision and pattern recognition.  greatly.
As more and more video monitoring equipments are installed in

public places for public safety and public management, researches II. RELATED WORK
become urgent to learn the crowd behavior patterns through o . .
the trajectories obtained by the intelligent video surveillance The data observed by monitoring equipments in a scene

technology. In this paper, the FCM (Fuzzy c-means) algorithm is ~ usually can not be studied directly. Researchers, like Sugimura
adopted to cluster the source points and sink points of trajectories  et. al. [2], proposed a method for tracking persons in the
that are deemed as critical points into several groups. Naturally, crowd. After transforming the observed data into trajectories of
the trajectory clusters can be acquired. After refining them,  tracking objects, the crowd behaviors can be analyzed. Crowd
contains the motion information will be built after refining the learning, abnormal behaviors detection and behaviors predic-

trajectory clusters with Hausdorff distances. Eventually, the local tion. Next. we will brieflv describe some of the achievements
motion coherence between test trajectories and refined trajectory on t.hem ! y

clusters will be used to judge whether they are abnormal.
Generally speaking, motion patterns learning is the primary
step in the related studies. It practices the regular motion
trajectories, namely, motion patterns, by using the observed
data. For instance, Fatih Porikli et.al[3] learned the trajectory
. INTRODUCTION patterns by computing affinity matrices and applying eigen-
As more and more video monitoring equipments are in-Vector decomposition. Few years later, an improved DBSCAN
stalled in public places for public safety and public manage{Density-Based Spatial Clustering of Applications with Noise)

ment, researchers can learn the motion patterns of crowdg€thod was used to divide the motion flows into different
and do further studies by analyzing the observed data. ABatterns[4].

the traditional methods can not be applied in the analysis of Abnormal behaviors detection aims at identifying the
unstructured situations, to overcome this problem, we proposgovement behaviors which are obviously different from other
a new approach. The approach adopted in our research focus@stion tracks or have low probabilities of occurrence by using
on the motion patterns learning and abnormal trajectories dehe motion patterns discovered before.Claudio Rosito Jung
tecting. Our approach has several advantages: Firstly, FCM[&}t al.[1] proposed a approach that used 4-D histogrm to make
is used to cluster the source and sink points, and the hidden ugbnormal detection. Stauffer et.al. [5] modeled each pixel as a
structure information of the unstructured scene will be learnednixture of Gaussians, used an on-line approximation to update
Secondly, according to the hidden unstructure informationihe model at the same time.

we will get the training trajectory clusters. And the parallel i L ) )

coordinates which can represent data in high-dimension are Behaviors prediction is a subject which attracts much
used to describe the motion patterns of crowd. Thirdly, weattention. Researchgrs desire to forecast the_nextmovmg regiot
can judge which trajectory cluster the test trajectory mosP’ Semantic behavior based on the priori knowledge and
possibly belongs to with the hidden unstructured informatiorf0tion patterns of moving objects. Josh Jia-Ching Ying et.al[6]
and our training trajectory clusters learned before. Then we jugombined the geographic features and the semantic feature
need to make a compared between the test trajectory and Q& users’ trajectories together, and then it evaluated the next

cluster which it most possibly belongs to, instead of the wholdocation of a mobile user based on the frequent behaviors of
similar users in the same cluster.

Keywords: Crowd analysis, abnormal trajectories detection,
FCM, feature information statistical histogram

This research is partially supported by National Natural i@@e-oundation In addition. other aspects of crowds also appeal to scholars.
of China (61370127, 61100143), Program for New Century Excellent Talent & ’ . i .
in University (NCET-13-0659), Fundamental Research Funds for the Centr;]anSO_Chman et.al [7] proposed an .aUtomatIC on Im.e inference
Universities (2014JBZ004), Beijing Higher Education Young Elite TeacherOf social groups based on the Social Force Model in crowded

Project (YETP0583){ Corresponding author: Weibin Liu, whliu@bjtu.edujcn ~ Scenarios.



make all the trajectories described by the flow vector set with
= the same number. Eventually, the resample points computec

by our algorithm can help to access the similarities between

e % tr"la}:l%ﬁ:]ry trajectories in the next processes easily.
v
mﬁﬁﬁiu"ﬁm B. Critical Points Clustering
I In order to analyze the behaviors of crowd, we'd better to
~Analyzing the i"m;fm cluster the similar trajectories into one same group fpr further
sl s research. In our research, we extract the critical points of all

tracks: source point and sink point of each trajectory, which
usually appear at the edge regions of the scene. As so far
researchers have developed a lot of clustering methods , it is
pointed out that the standard FCM algorithm is robust to the
scaling transformation of the dataset, while others are sensitive
to such transformation.

Figure 1: Framework of crowd analysis and abnormal detection

Abnormal
' trajectories

Normal
trajectories

Detecting abnormal
trajectories

In our research, the FCM algorithm is performed for critical
points clustering. And then we can obtain N points groups.

Obviously, we can getNV = N motion patterns of crowd
I11.  OVERVIEW OF OUR FRAMEWORK trajectories roughly.

The framework of our approach roughly includes five
stages: 1) trajectory preprocessing; 2) critical points clusteringC. Build Feature Information Statistical Histograms for Re-
3) rough trajectory clusters refining; 4) analysis of the behavfined Clusters
iors of crowd; 5) abnormal trajectories detection, as shown in

Figure 1. After the previous works, we have gotten the rough similar

trajectories. A group of similar trajectories means a pattern
of crowd behaviors. In order to learn the behavior rules
better, we should find the center trajectory whose sum of
A. Trajectory Preprocessing the Hausdorff distances to other trajectories in its cluster is
. . minimum. And then those trajectories that have unreasonable

In most researches, each trajectory will be represented by sdorff distances to the center trajectory of its cluster should

IV. CROWD MOTION PATTERNSLEARNING

a sequence of flow vectors. be removed. As a result we achieve refined trajectories clusters
Fp = {f1,for e, fn} (1) ﬁ]nedrr:hen build the feature information statistical histograms for

Where n is the length of the trajectory. The flow vector in

Equation (1) is formed by a tetrad as follow: After the previous works, we have gotten the rough similar

trajectories. In order to learn the behavior rules better, we

o =< x(tn),y(tn), 0(tn), v(tn) > (2)  should remove the trajectories that have unreasonable Haus
. . N o . dorff distances to the center trajectory of its cluster to refine
It contains the spatlal, direction and velocity information of trajectory clusters, and transform sampiey) into (=, y, 6, v)
the trajectory at time. to build the feature information statistical histograms which

As the persons pass the scene from different region€an describe the probability distributions of trajectories in the
and the speeds of them are not uniform, the trajectories dg¥cene.
moving objects need a pre-process to get a unity length. In In order to get the histograms. First of all, we

the prepro_cessing stage, we use linear interpolation to g ould discretize each trajectory as a sequence of
normalization. In that case, we can perform the followmgé d

d a d . . o
study more conveniently. The trajectory of each object has it Tétgéfrglngtl)f e?éf;}ga(iz)).trlahitaeiltﬂ ;:einif: r&ﬁ?%@ Sstsrtésggiilg
unigue features. The detailed information of it usually can no he accordirfg to a kernel g

be studied directly. Hence the researchers always make some

preprocessing to match their needs. For example, if persons
who pass the scene through different regions or with variant .
velocities, the length of their trajectories tracked by the camera Hi(a? 00 o) = Z Z gz — ¢

may have a different value. For next experiments, we should let 2 —ai(t)

each trajectories be represented by the same number of flow . i=2 t=1 4o J J
vectors. That is to say, the number of sample points within y g (1,07 =07 (1), v — vi(t))
each trajectory should be unified so that we can assess the 3

similarity between trajectories. ) ) o
Where N;, is the number of the trajectories in kth cluster

The common ftrajectory normalization methods containgnd N, (i) is the length of the ith trajectory in cluster k and
resample and smoothing. As the trajectory of each object i§(; 4 ¢, v) is the spreading kernel.

described by a flow vectors set in chronological order, there we
use the resample based on one dimension linear interpolation to g(x,y,0,v) = g1(z,y)g2(0)g3(v) (4)



In order to build the feature information statistical his- V. ABNORMAL TRAJECTORY DETECTION

togram for each cluster, three steps should be followed: According to the result of previous experiments, the refined

1) The first step is to discretize the information of eachclusters and their histograms have been obtained to help us
point in ith trajectory .we change the location of the mov-judge whether the test trajectories are abnormal or not. We will
ing object (z,y) to a discrete valugz?, y¢), where z¢ ¢ use the following formula to calculate the local consistency
{0,1,...,N,—1},y% € {0,1,..., N,—1} and N, is the number between the given trajectory and the kth cluster histogigm

of lines of the image/V, is the number of columns of the
mage. 98 di(t) = Hi(x? (), y(1), 0°(t), v (1)) (12)
2) Then we transform the local direction vectérinto If they are local consistent at time t, the valuedgft) will
a discrete valuedy, which has N, levels, and each level be large. Otherwise the value will be small. These abnormal
comprises a circular sector with internal angle: trajectories are that most sample points of them have low level
; values ofd(¢).
d —
04 € {60,601,....,0n-1},0; = EQW () We should choose a threshold vallig for each cluster. If

d < Tx(13), we will regard the trajectory as local abnormal
at time t. Each trajectory of kth cluster should be calculated
At the same time, the velocity v is turned into a discreteine value ofd (+ i (¢), then we can obtain a sé, of kth cluster

valuev? within N, levels (low, middle and high) as in Equatlon (14)
Ny N (i) _
0(low speed) ,if 0<wv < Dy = U U {di(t)} (14)
vl = { 1(mediu speed) ,if v <wv <wp (6) i=1 t=1
2(high speed) Jif vn <w whereTj, is r-quantile of the distribution ob),.

) @) VI. EXPERIMENT RESULTS

Ve = fy — Koy, Vh = vy = iy + Koy 7 . . . :
L ! te ‘ This section will demonstrate the results of experiment
where k control the velocity, set k=2. In each cluster, we willbased on the previous work. All the experiment data are from

obtain an array about the Ve|oc|ty of trajecton%, is the the pedestrlan trajectory database of Edlnburgh Unlver3|ty In
mean of the array, andl, is its variance. our research, we draw 20000 pedestrian trajectories randomly

to analyze and study the motion patterns of them.

3) The third step is to compute the histograms with
Equation (3) and Equation (4). Fer(x,y) in Equation (4),
a discrete Gaussian function is the best choice. And the

standard deviation of function. The normal spatial distribution  Firstly, we extract the source and sink points of all the

A. Critical Points Clustering

in n-dimensional space is shown as in Formula (8). trajectories in our database. According to Figure 2(a)-(b), we
can see that the entry regions and exit regions are almost bidi-
g(r) = 1 e_i 8) rectional;So we merge source set and sink set to a whole point

Voror 207 set for further learning. After that, we should group all the

points into several clusters by FCM. In this study, the number

As the research works on a 4-dimensional space, we ca@f clusters that can lead the best result will be 12. All point
transform the above equation into Formula (9). clusters are shown in Figure 2(c). Through grouping the critical
point set into several clusters some structure information of the
1 2?42 giving scene can be learnt at this stage.

e
2702 202

gl(zay) - (9)

Then we compute the:(6) , the second part of Equation
(4), as in the following equation,

NI
i‘yv
}L
2
}

_ ~ |0lang
92(0) = maz{0,1 —A9N9} (20)

. . — (a) source pomts dlstrlbutlon (b) sink points distribution
Where§ € {6y, ...,0n,-1}, 0; is a discrete direction value, 2

Abno =27 /Ng and |0 4ng = min{|6],2m — |6]}.

The last item of the spreading kernelgg(v) = §(v)(11)
, 0(v) is the discrete Dirac Delta(unit impulse) function.
Eventually, we can get a histogram with dimensiaNig x
Ny x Ng x N, for each cluster. It should be noticed that a
feature information statistical histogram is computed for each
cluster and it represents a motion pattern. Figure 2: Point clusters learning

(c) all criticapoints set (d) density distributionof two sets
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@) critical points of test tracks (5) critical point clusters

g = : —_— £ o Figure 5: Status of the critical points of test trajectories
group(4-10) group(5-12) group(6-12)

Figure 3: Several important rough trajectory clusters

divided into 12 groups according to the regions they belonged
to as shown in Figure 5.

B. Trajectory Motion Patterns Moreover the status of test trajectories is displayed in
In the first step, 12 point clusters can be found. ThenJABLE I. Each element in TABLE | represents the number

we regard the trajectories which appeared at region A an@f test trajectories that most possible belong to each training

disappeared at region B as a rough trajectory cluster. That f@uster learned before. Then the later work can determine the

to say, we have achieved 144 rough trajectory clusters. Severgrrectness of our preliminary judgments.

prominent trajectory clusters are shown in Figure 3.

Secondly, with the purpose of learning crowd motion TABLE I: ENTRY-EXIT REGION TRANSFERRING MATRIX
regularity easily and accurately, we need to refine the trajectorpF TEST TRAJECTORIES

clusters obtained before. A group of similar trajectoriesmeang EXit Region
a pattern of crowd behaviors. In order to learn the behavior 1[2[3[4]5][6 7 8]09]10]11] 12
rules better, we should find the center trajectory whose sun 1 ]61]6 [0 [14]17]1 [44]4 3 ]9 [1]1
of the Hausdorff distances to other trajectories in its cluster is % é 24 ig ;g( (1)2 g ig igj ‘1‘3 23 37 g?
minimum. And then those trajectories that have unreasonable § o ome 2o 45T 6a T2 221 6447 1 671 54 118
: ; . 2 E
Hausdorffdlstancestothecentgrtrajecjtoryof|'gs clustershoulc S5 [18[6 |1 [65]6 |0 |18 14] 0 346 |8
be removed. As a result we achieve refined trajectoriesclusters,[ 6 [0 [ 2 |1 |4 [2 |3 [T [0 |1 [3 [0 [8
and then build the feature information statistical histograms for| | 7 | 54] 26] 14] 26] 19] T [ 62] 93| 0 [ 16] 25| 22
them S8 26/ 111 12| 5869 | 1 | 71| 7 | O | 242 69| 34
) SS9 [0 [I1[21]0 |0 [T [T |0 [37]3 |0 |24
Moreover, building feature information statistical his- 1(1) é 5132 13 gg g é 3421 égs (1) th ig gl
tograms for refined clusters can helps us learn the probability o> 15250 208 T8 T3 a1t 3 2 24 18

distribution of trajectories. In order to describe all the feature
information about the clusters, we adopt the parallel coordi-

nates as shown in Figure 4. Next, we detect the local motion coherence between test

trajectories and histogram set of refined trajectory clusters,

Parallel coordinates is a common method for the highthe value of r mentioned in section V is set to 20. In
dimension data visualization. . A high dimension data pointrigure 6, figure (a) shows most of trajectory 42305(the index
(x4, y?, 0%, v, Hp (24, y?, 64, v)) can be expressed as a bro- of this trajectory in test set is 42305) are local coherence
ken line. The inflection points of it are located at each parallelvith the histogram of cluster2-12. Then in (b), most of the
axis and they can show the value of corresponding dimensioniest trajectory 39206 the index of it is 39206 are not local
What's more, the value off;(z%,y? 6, v%) shows that the coherence with the same histogram.So we regard trajectory
sum of the probabilities of each location sample pointin clusteB9206 as an abnormal one.

k belongs to the statistic clags?, y¢, 0%, v?). . . .
9 %y v The trajectory, most parts of which are coherence with

the histogram will be regarded as normal. Otherwise it will
be reckoned as an abnormal trajectory. Several prominent

Eventually, we extract 5000 new trajectories to make abnordetection results are shown in Figure 7. The refined trajectory
mal detections. The critical points of these test trajectories are

C. Abnormal Detection

f \f\ |
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(a) dj, of trajectory 42305 (b)dy, of trajectory 39206

Figure 6: Local motion coherence of two trajectories between
Figure 4: Feature information statistical histograms of clustersistogram of cluster2-12

(a) the histogram of cluster1-Zb) the histogram of cluster4-7



Figure 7: Test trajectories detection

Figure 8: Abnormal detection for test set2

clusters on the left, the normal trajectories for them on theare learned on the training step, so we can judge which

middle and the abnormal trajectories on the right.

In order to describe the effect of our abnormal detectio
step better, we also prepare another test set with 100
trajectories. The status of it is displayed in TABLE Il. And
several detection results are show in Figure 8. It proves th
effct of our approach again.

trajectory cluster the test trajectory most possibly belongs to
with it. Then on the detecting step, the test trajectory just
eeds to compare with the trajectory cluster which has a high
otion consistency with it, instead of the whole clusters. As
a result,the computational efficiency is improved greatly.

In the future, the following work can be carried out
as improvements of the method: the more optimal cluster
algorithm for critical points clustering should be implemented

TABLE Il: ENTRY-EXIT REGION TRANSFERRINGMATRIX for learning the cluster number automatically, and the behavior

OF TEST SET2 prediction can use the motion patterns obtained in section IV
Exit Region to predict the next moving region and semantic behavior.
12 [3[4[]5]6[7]87]9]10]11] 12
1 | 71] 12| 0 | 62| 32| 0 | 314 45| 3 | 13| 34| 38
2 [ 5 | 107 18| 245 18] 3 | 41| 134 5 | 95| 47| 10¢ REFERENCES _ _ _
< 3 [0 [ 13[ 22280 [0 |22/ 10| 17|5 |2 | 94 [1] C.R.Jung, L.Hennemann and S.R.Musse. Event Detection using Trajec-
.% 4 | 56| 414 27| 38| 310 4 | 79| 980 15| 223 108 28 tory Clustering and 4-D Histograms. |IEEE Transactions on Circuits and
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We can see that if the pass regions of a test trajectory ang
different from most members in its corresponding cluster, it
will be found out as an abnormal one, just as most in Figure 7
and 8.Even though some trajectories seem similar with other
members in corresponding cluster in spatial aspect, the motidAl
direction or moving velocity may have distinct differences.
They are also deemed to have another motion tendency al%ﬁ
also be regarded as abnormal, like the examples in the thi
line of Figure 7.

[71
VII.

In this paper, we have done some progressive work in the
crowd behaviors analysis and abnormal trajectory detection:
Experiment result indicated that the output (normal trajecto-
ries) produced accurately by our method was mostly coherent
with the test cluster. The advantage of our approach is that
the hidden unstructure information of the unstructured scene
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Abstract -- Large and complex infrastructures as industry plants
and hospitals are vulnerable to natural, man-made disasters, and
causality events. In this paper, we present a solution addressing
the guiding personnel during maintenance and/or emergency
conditions. The aim is to reduce the time needed to react and to
cope with organization and maintenance support, while
facilitating communication, and indoor / outdoor navigation. The
solution is based on the formalization of protocol, the modelling of
knowledge for navigation, the algorithms and the development of
a mobile application and corresponding server device for
integrated indoor/outdoor navigation. The navigation algorithms
are based on low costs mobile sensors and Adaptive Extended
Kalman Filter. The solution has been validated and tried out
within a large medical infrastructure, thus demonstrating the
validity of the identified modalities and procedures, measuring
the advantage from both qualitative and quantitative aspects. The
indoor navigation solution has been compared with other former
solutions based on classical Kalman and dead reckoning.

Keywords maintenance and emergency management, mobile
emergency, indoor / outdoor navigation.

I. INTRODUCTION

Reactions with respect to incidents represent one of the
greatest challenges in  maintenance and emergency
management. In most cases, the accessible information on the
nature of the incidents is inaccurate as the needs to solve them;
thus the personnel is inefficiently coordinated, informed neither
on real conditions, nor on available resources. The logistics
aspects related to the intervention and to the movement of
personnel and patients are very relevant. Information and
communication technologies play a vital role in coordinating

crisis response between services and the emergency
departments [1]. In [2], the emergency plan has been
transformed into a multimedia software environment to

combine information coming from different sources. Mobile
devices have the potential to improve the response to incident
and emergency. In that case, the organization of the central
station has been revised in order to reduce the possible
bottleneck and facilitating the organization of the information.
Involved personnel need to have access at updated information
and knowledge in the emergency and maintenance conditions.
The knowledge supports personnel in a continuously changing
situation, where what is needed is the adoption of local standard
intervention protocols, complex dosages, checklists, etc. [3].
Therefore, mobile devices are mandatory tools for information
access and to help sometimes in taking decisions. On such
grounds, the solution has to guarantee the access to any right
and updated information in the needed time [4], [5]. In
addition, the identification of the positions of critical points,

emergency facts, of the personnel involved in the emergency
scenarios, are very important aspects to be addressed. In fact,
the main purposes of managers are to provide support to (i)
rescue/ maintenance teams to obtain all the relevant information
about an problem state and to know how to reach it, (ii)
personnel involved in the critical area in getting the closest
updated emergency exits, (iii) rescue/maintenance teams to
reach points of interest, POIs, to solve the critical issues and to
collaborate each other. To cope with the above aspects, an
integrated indoor/outdoor position and navigation solution is
fundamental.

Outdoor navigation systems are accessible from almost all
smartphones. On the other hand, low cost precise indoor
navigation systems are still problematic. And, the integration of
indoor-outdoor navigation presents open problems. The simple
integration of mapping indoor and outdoor maps is the first step
[6]. Moreover, also the precise detection of the indoor/outdoor
condition is a complex problem [7]. The condition detection can
be based on light intensity, on GPS (Global Positioning System)
accuracy, Wi-Fi power, magnetic field, etc. In/Out detectors can
be used to switch from different navigation algorithms and to
reduce the energy consumption. In the literature, many indoor
navigation systems for robotics systems have been proposed
using different techniques and solutions based on inertial,
sensors, and markers as well as a mixture of them, taken from:
dead reckoning, WiFi, Augmented reality, RFID (Radio-
frequency identification), QR (Quick Response), etc.

In this paper, an integrated and cheap solution called Mobile
Emergency Pro for supporting personnel in large infrastructures
as factories and hospitals for maintenance and emergency
management is presented. This paper is focussed on presenting
the technical aspects of the system functionally of the new
version of an early solution called Mobile Emergency presented
in [5] and developed for hospital emergency management. The
main improvements added with respect to the former version
are related to: (i) the insertion of an improved solution for
indoor-outdoor navigation based on adaptive Kalman filtering,
(i) the corresponding improvement of the mapping and point of
interest (POI) modelling. The solutions proposed have been
compared with the state of the art solutions based on dead
reckoning (as the former Mobile Emergency tool [5]) and
classical Kalman filtering.

The paper is organized as follows. In section II, the
overview of the scenarios addressed by the solutions is
presented. Section 111 describes the architecture of the solutions,
and details about the mobile application called Mobile
Emergency Pro. The provide description of the architecture
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presents some details regarding the protocol for data
interchange from server to the mobile applications and the
facilities for collaboration among personnel. In addition, details
regarding the implementation of the aspects related to the
integrated indoor/outdoor navigation are also reported. Section
IV presents the state of the art and the integrated inertial indoor-
outdoor navigation model and algorithms (based on adaptive
Kalman filtering) on which most of the app functionalities are
based. In Section V, a comparison of the proposed solution with
respect to the state of the art solution is reported together with
some experimental results. Conclusions are drawn in Section
VI.

I1. OVERVIEW OF SCENARIOS AND REQUIREMENTS

Mobile Emergency Pro solution aims at (i) managing
communications among personnel during both maintenance and
emergency management interventions, (ii) provide support with
information and navigation (to reach the area of interest or to
escape from them). The application scenario is focussed on
managing these problems in large infrastructures based on
several buildings, with thousands of personnel and visiting
people (e.g., parks, industries, hospitals, etc.). In these large and
complex scenarios, several interventions/events may occur per
week, and sometimes per day. They may range from simple
maintenance problems to serious fire outbursts. During
emergency situations, there are many additional constraints.
Connections can be discontinuous (even in the event of multiple
networks and protocols: Wi-Fi, UMTS, GPRS,.. ). The
infrastructures are supported by: a capillary positioning of
plates, operative manuals, information on the walls to provide
positions of stairs, escapes, extinguishers, phone numbers,
while control cabinets are sensitive information for security
reasons.

The internal personnel is the most credible in informing the
Central Station about the inception of problems. The calls are
performed via voice call, SMS and/or web based tools, where
images and videos depicting the event could be useful to
compose the scenario of the emergency/intervention.

In the context of emergency, the personnel may be involved
in patient assistance. Traditional emergency guidelines and
protocols do not offer support for team creation to cope with
such kinds of problems. Specific additional collecting areas for
each emergency/triage level have to be set up, to start treating
patients in the area of disaster. These activities may be
accelerated by recalling medical personnel from other areas of
the hospital. Mobile device could be used to facilitate the
aggregation and coordination of collaborative teams [5].
Moreover, the rescue team and personnel need to reach the
emergency position and may be not fully aware about the
precise location of each department, building and room where
he/she has to come to. If the position of each person is known in
real time, the Central Station may better coordinate the
reactions to the events, the formation of teams, etc. Our aim was
to create a solution including a Central Station (server) and a
mobile application (namely: Mobile Emergency Pro
application) to improve the readiness of personnel during the
events, facilitate communication, assure positioning, provide
information and knowledge, help teams and services in:
reaching the event locations, taking decisions, and thus
allowing more efficient rescue operations for the victims. The

main idea is to support the emergency management with the
aim of: reducing time of intervention and coordination;
facilitate and improve the coordination among personnel and
structures involved; facilitate the understanding and the
activities of the personnel; and provide support in absence of
communication support.

I11. ARCHITECTURE OVERVIEW

According to the above described scenario a Central Station
and the Mobile Emergency Pro mobile application have been
designed and developed. As depicted in Figure 1, the main
architecture of Mobile Emergency Solution is made of three
main elements: the Central Station, the Mobile Emergency Pro
application and the Mobile Medicine Server
(http://mobmed.axmedis.org), which is a best practice network
on medical procedures.
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Figure 1. Architecture of the Mobile Emergency Pro solution

The Central Station, CS, provides services for the mobile
devices, collecting alarms, supporting the personnel during the
emergency/maintenance, providing support for:

e receiving alarms for intervention and emergency
(classification and grouping of them in aggregated events),

e supporting people involved in the event/ emergency. They
may need to (i) know the effective event/emergency status
(location and area, severity, collecting areas, video and
images, responsible, etc.), (ii) get the most viable and
closest exit according to the context, (iii) reach a collecting
area, (iv) reach a POI, (v) have support for moving a
patient, (vi) establish collaboration among personnel.

e sending messages to the mobile devices in push by using
the Apple Push Notification Service, APN. This activity is
performed to: (i) provide them with the information about
the next intervention, (ii) recall personnel, (iii) keep
informed the personnel.

The Map Manager includes support for indoor map
management on the CS. It provides fresh maps and related
information to mobile devices via HTTP. The information
associated with each map enables the integrated indoor-outdoor
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navigation: scale, orientation, position of the exits, position and
colour of collecting areas, POl with their name, ID, type, etc.
The scale and the orientation are fundamental parameters for
the proper functioning of the indoor navigation system. The
scale indicates the ratio between centimetres and pixels. The
orientation allows to present the map in a coherent manner to
the user during the navigation, keeping the device magnetic
Nord and the map magnetic Nord aligned according to the
device movements. Once defined the scale and the orientation,
the Map Manager operator can start the mapping phase of POI,
exits, collecting areas, fire extinguishers, medical kits, stairs...
For each of them a QR code is automatically generated and
made available for the internal personnel to be placed,
integrated in official plates.

I11.A Mobile Emergency Pro

The Mobile Emergency Pro mobile application is available
on iPhone to provide support for personnel. The main
functionalities are: possibilities of communicating events
(maintenance and/or emergency), monitoring events/emergency
getting information from the server, collaborating with other
colleagues via mobile communication, navigating in/out getting
information from the Mobile Medicine Best Practice Network
[3]. The hospital area is covered by mobile network with GPRS,
EDGE, HDSPA, 3G, and by local WiFi networks. The Mobile
Emergency Pro application has to provide support for:
authenticating and communicating with the CS to get fresh
information about event / emergency status, enforcing the
procedures, taking the positions by exploiting mobile devices
sensors and QR, managing the maps and related information
points and exits, discovering other users and collaborating,
accessing to mobile medicine procedures and tools, and finally
for navigating from the current position to the identified target
(exit, colleagues, collecting area, points of interest, POls, and
tools) by using the integrated indoor / outdoor solution. In
addition, the mobile application kept stored continuously
updated information regarding maps, procedures, and the log of
the user actions. This information can be used to reconstruct
actions whenever a legal analysis of facts is requested. In
respect of privacy policies, the user is informed about these
aspects when the mobile device is registered to the CS. The
system configuration includes the protocol and classification
according to the maintenance/emergency manual. This
information is enforced into the system during the set up and
configuration by using XML files.

According to Figure 1 of the general architecture, the Event
Manager allows the user to: (i) formalize and send the alarms
and follow the procedure manual adopted, attaching a media
(typically a video or some images, collected by using the Media
Acquisition and Delivering module), (ii) receive direct calls
from the CS in push (as suggestions, actions to be performed,
tasks and the emergency sheet to coordinate the teams,
assignments to move, to join a team, to become the responsible
of a team, to move a different area and room), (iii) monitor the
status of the active events/emergencies from the CS. In Figure
2, we can see the UML sequence diagram describing the
methods sequence required to download the list of emergencies
in progress. By creating a new NSURLConnection instance, the
system makes an HTTP request to the Central Station. The
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system gets all the information about the emergencies in
progress and codes it by using the XML format. Once
downloaded the XML file, the application parses the data
through the class DownloadXMLParser and saves them in the
device database allowing the user to consult them also in offline
mode.
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ViewController T

j- i ‘
— N »

D i HTTP Get

i Uogrencssesoren o s Y

o . connectionDidFinishLoading D |
H |
] ]

?
i X

new i
D

parseEmergencies |
——

-

Figure 2 - UML Diagram sequence: recovery of emergencies status

The emergency status is provided via an XML containing
the information related to the active emergencies. The mobile
application parses the information to store it into the local
database and provide it to the user. In the following, an example
of the XML file is reported. The example shows a list of two
emergencies which are located into the hospital.

<?xml version="1.0" encoding="UTF-8"?>
<emergencies>
<emergency>
<id>9</id>
<date>2013-10-29 23:23:45</date>
<type> gas leak</type>
<dimension>Wide</dimension>
<patientsNumber>none</patientsNumber>
<colour>Green</colour>
<description>30 Km distant</description>
<patientsState>alive</patientsState>
<street>VIA DI CAREGGI</street>
<streetNumber>1</streetNumber>
<building>001</building>
<annex>I Obstetrics </annex>
<floor>1</floor>
<department>Maternity</department>
<room>DEG1</room>
</emergency>
<emergency>
<id>1</id>
<date>2013-10-29 09:41:17</date>
<type>fire</type>
<dimension>contained</dimension>
<patientsNumber>10</patientsNumber>
<colour>yello</colour>
<description>under control, needed
intervention</description>
<patientsState>stable</patientsState>
<street>VIA dei Santi Benedetti</street>
<streetNumber>76</streetNumber>
<building>001</building>
<annex>I General Anatomy</annex>
<floor>1</floor>
<department>Surgery</department>
<room>AMB1</room>



</emergency>
</emergencies>

The Media acquisition and delivering module is exploited
by the Event Manager when images and/or video regarding
events/emergency have to be sent to the CS to enrich the event
understanding.

The Collaboration Discovering module allows establishing
direct communication with neighbourhoods’ colleagues that are
connected with the same network, to exploit the device
connection to the local wireless network, and P2P solution.
Thus, the operators inside a building are facilitated to
communicate each other in order to cooperate and coordinate
the actions. The operators may exchange messages both in
broadcast or private mode. During an emergency situation,
operators inside a building may need to communicate with each
other in order to cooperate and coordinate the rescue actions.
For this purpose, we introduced in Mobile Emergency Pro a
functionality called Discovery Mode that allows to find all the
operators inside the building, exploiting the device connection
to the local wireless network. The Game Kit framework
provides classes to create an ad-hoc wireless network among
devices. Exploiting the P2P Connectivity 2 important
functionalities have been designed and implemented:

e Discovery: the user can discover all the other operators
inside the building and know their last position reported.

e Instant Messaging: the user can communicate with other
operators connected by exchanging text messages both in
broadcast or private mode.

In Figure 3, the classes modeling the collaboration and
discovering aspects are reported. They implement the
functionalities described according to the Model View control
patter of the programming model for iOS applications. Relevant
classes are those related to DiscoveryView and to
BroadcastChatView that are used for managing P2P discovering
phases and broadcast messaging, respectively.

UlTableView
1

I
A

[BroadcasiChatViow | [ DiscoveryView | [ WossagesView | [ EmergencyVideoGallorView |
| | | | [ | [ |
[ 11 | [ | [ |

-nolify -natify -nofify -natify

-user action -user action -user action -user action

BroadcastChatView
Controller

DiscoveryView Controller MessagesView EmergencyVideoGalleryView

~mySendDataToPeers
- mySendDataToPeer
- goToPriva

- sendMessage

- showMessages

-notify
-natify

-update -update

MobEmcy DatabaseManager
<<subsystem=>

Core Data b - executeQuery
- insertChatMessage(in ChatMessage)
- insertEmergencyMultimedialin MMEmergency)

Figure 3 - UML Diagram regarding collaboration discovering aspects

The QR acquisition allows getting position corresponding
to programmed QR codes placed in several positions in the
infrastructure (door, cabinet, etc.). QR codes are very cheap and
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can be printed aside of each wall map and hot point at low cost.
The QR codes have been coded by using 30% of redundancy,
and the string is defined as:
<serverURL>ID<PositionID><checkdigit>. The user can grab
QR code with the camera to take the position by using the
Mobile Emergency App. Once taken the QR string the device
creates a connection to the CS taking information about the
corresponding position, which is buffered into the mobile
device to avoid information preload. If the User is registered
and authenticated, the CS implicitly deduces the
position/location of the person. The access to QR URL by
means of the Mobile Emergency App. implies the access to
additional information used by the internal navigation system:
building code; department code; currently updated image URL
of the map; room code; spatial coordinates of the QR position
on the map; spatial coordinates of the nearest exits; spatial
coordinates of the nearest collecting areas, the list of point of
interests in the taken map. The Mobile Emergency App exploits
the additional information together with the maps downloaded
from the server to allow the users to navigate in both indoor and
outdoor in and integrated manner, to reach the nearest exit, the
collecting area and/or any specific position as described in the
following. On the other hand, the coding of a location code in a
QR as an URL allowed the Central Station server to provide
different information according to different QR readers, and
user agents. Thus, if the QR URL is not called by the Mobile
Emergency App, a simple map with the current position, exits
and collecting areas is provided. This allows any user to exploit
the information associated with QR place in the hospital by any
simple QR based applications, even if with limited capabilities
— e.g., ho navigation, no emergency status, no networking, no
communication, etc.

ITA 7

Collecting Areas

O 5
(@)
Figure 4 - (a) the Indoor Path Manager displays the path suggested to

reach an emergency exit. (b) the Outdoor Path Manager shows the suggested
path to reach an outdoor collecting area.

(b)

Once the maps are obtained or preloaded, the Map
Consulting module may be used to visualize them. The user
can visualize the building GPS position by consulting a
geographical map and can also consult all its floor maps,
passing from outdoor to indoor consultation. On each map, the
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user can see the position of all the POI (e.g., stairs, fire
extinguishers, medical kits, tech. cabinets, exits, ...).

In the Mobile Emergency Pro tool, the Path Manager
module allows to visualize the path necessary to reach a chosen
destination (exits, collecting areas, stairs, other operators) from
the current position. This module is divided in two sub-modules
and algorithms: the Indoor Path Manager and the Outdoor Path
Manager. The Indoor Path Manager is responsible for guiding
the user within a building. It exploits the floor map with
information about the user and the destination positions. In
order to help user to easily reach the destinations, the Indoor
Path Manager exploits the Indoor Navigation System (see
Figure 4a) that performs reasoning about the map
information/descriptor, taking into account the position and the
movements of the users. It estimates the user current position by
using the sensors of the mobile device to perform adjustments
with respect to the position set using a QR code. This module is
used, for example, to reach an emergency exit, a collecting area
or another medical operator detected with the discovery mode.
On the other hand, the Outdoor Path Manager (see Figure 4b)
guides the user towards a Point of Interest or buildings located
outside a building displaying the path required to reach the
destination on an outdoor iOS Map. This sub-module
determines the path on the basis of the user position, obtained
from the smartphone GPS sensor, and the knowledge of the POI
geographical coordinates. At every movement, the system
updates the user position on the map.

The Reach Location module provides support to teams
helping them to reach the event/emergency location, especially
even when they do not know the location details and how to
reach it. The adopted strategy takes into account available
information about the emergency status, maps, possible paths,
and takes into account indoor and outdoor paths. To this
purpose, the solution is based on an algorithm that work on the
internal data base of the mobile phones and when needed ask
for additional information to the central station.

+noty
IncioorhapViewControlier
on f——————{

9
+longitude

ReachEmergencyControlier

<user acton| MYPoS tonViewControler | ety

1
[+ioadMan0 |

MapViewCollectingController

+notity

Figure 5 - UML Diagram regarding integrated navigation aspects.
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As regards software model for the navigation aspects:
indoor/outdoor, path manager, indoor navigation system, they
have been mapped on several classes into the Mobile
Emergency Pro applications. The programming paradigm of the
Apple i0S constrains to map functional aspects connected to
the views according to the Model-View-Control pattern. To this
end, in Figure 5, the subset of classes connected to the
navigation aspect of the applications are depicted. Among them,
class IndoorMapView is the class that manages the indoor
navigation activating the Kalman filtering (and former
algorithms). Other interesting classes are: MapViewCollecting
that allow to load maps and show positions in browsing
modality, MyOutdoorPosition that permits to exploit the
outdoor navigators connected with the operating system
application and to collected the GPS coordinates,
ReachMergencyView that enforce the algorithm for the
strategies to reach the buildings, etc. These classes are also
connected to the QR code acquisition when needed. More
details about the algorithms for navigation are reported in the
following section.

V. INDOOR/OUTDOOR NAVIGATION

On the main purpose of Mobile Emergency Pro is to provide
support to (i) teams to get details about reaching the event
location, (ii) involved personnel in getting the closest and
updated exit, (iii) registered users in reaching POI. In order to
support the users reaching the target locations, an integrated
indoor/outdoor navigation system support is needed. To this
end, the teams/users to be moved can be located indoor/outdoor
and may receive info to reach a different location in the
minimum time. In the case of large infrastructures (industries,
parks, hospitals) dedicated solutions are needed to provide
updated and integrated indoor/outdoor information with all the
POI, exits, cabinets, collecting areas, positions of colleagues,
etc. For these reasons, the integrated indoor/outdoor navigation
system has been designed to work with the CS.

IV.A State of the Art of Indoor Navigation Systems

In the literature, many indoor navigation systems have been
proposed [8], [9]. In [10], a method of personal positioning for a
wearable Augmented Reality System based on dead reckoning
has been proposed. In that system, the user is equipped with a
communication device endowed of built-in sensors, a wearable
camera, and an inertial head tracker and display. Other solutions
adopted triangulation of Wi-Fi hotspots or other source of
signals (or laser light). In [11], a pedestrian location system has
been proposed by combining a foot-mounted inertial unit and
Wi-Fi, thus achieving a location accuracy of 0.73m in the 95%
of cases. Alternative solutions have proposed the combination
of inertial solutions based on accelerometers and RFID tags
[12]. Most of these solutions are not viable in large and
complex infrastructures since they may require to: (i) distribute
specific devices in the area to mark the zone; or (ii) navigate by
carrying on and using specific expensive devices; or (iii)
combine both cases. In large public infrastructures, the solution
has to be light and cheap enough to be placed in the hands of all
personnel, which should carry them every day. In [13], a simple
prototype for indoor navigation based on QR codes indicating
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direction for impaired has been presented. QR code can be
grabbed by a mobile phone camera, and the information is
provided via Wi-Fi. A very primitive navigation system has
been also provided, allowing to record the person’s ID, time
stamping the visited position, elapsed time after leaving the last
position and expected arrival time to the next position, in order
to activate the support team or family members in case of
anomalies. In [14] an infrastructure-less solution for navigation
in extreme environment (indoor and climbing) has been
proposed. This solution has been based on an electronic
compass, and for the indoor navigation case "You-Are-Here"
(YAH-map) maps have been adopted to take the initial
references. The successive posiions are estimated by assuming a
stable and regular walk step for the human. A low-cost indoor
navigation system running on off-the shelf camera phones is
presented in [14]. In this case, the proposed system uses
smartphone cameras to determine user location by detecting
fiduciary markers, called SignPost, which provide location
information. The scanning of SignPosts has to be performed by
the person with the phone camera (for example 37 markers in
an area of 100x200 meters). The required infrastructure is
limited to paper markers (square markers or frame markers) and
static digital maps. Moreover, the movements from one
SignPost to the next is not supported, they are just markers to be
discovered. In [16], a solution for indoor pedestrian navigation
based on QR and accelerometers, compass, camera and Internet
connectivity of modern smartphones has been proposed. The
user gets the initial position and map information from a QR
code on a YAH-map. The system deduces the initial position of
the user and his orientation on the basis of the distance and the
angle from the scanned 2D datamatrix. Then, the system
estimates the movement by calculating the number of user’s
steps from the starting point using the accelerometers and the
direction using the compass, and accumulating large errors due
to the assumption about the regular step length, in order of 4%
after 40 steps.

IV.B Integrated Indoor/Outdoor Navigation

The integration of indoor/outdoor with high precision is a
complex problem to be solved [7]. A detector of in/out passages
can exploit almost all accessible sensors of the mobile device,
among them: GPS accuracy, presence of WiFi, cell connection
power, magnetic field, etc. When the navigation system starts as
a first step, it has to understand if the device is indoor or
outdoor.

In Mobile Emergency Pro solution, the user may set the
target point to be reached: (i) by receiving a push message from
the CS for an intervention, (ii) searching and browsing for the
exits, collecting areas, position of colleague, POI. The identified
target position can be near of far from the current position; it
can be in another building, or at a different floor. Thus the
navigation system decomposes the problem in segments of
indoor and/or outdoor navigation subtasks taking into account
the position of the best doors to enter/exit in/out of the
buildings, and thus changing the navigation modality.

When the mobile is outdoor, the Outdoor Path Manager
exploits and displays the required path to reach the target point.
For example: reaching a building at precise accessible door. In
this case, the navigation system is provided by the iOS map and
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navigation support is activated with the right parameters on the
basis of the closest path to enter in the building from the right
door. In the case of ground floor, the passing from outdoor to
indoor or viceversa has to lead at the activation of the
indoor/outdoor according to the knowledge of the GPS position
of the building entrance, which are coded and associated with
the map information, as stored into the Mobile Emergency
database.

In Mobile Emergency Pro, the infout detector takes a
decision on the basis of the: GPS accuracy, previous position (if
any), and in the case of uncertainty ask to the user to get the
point acquiring a QR code. Once the position is identified, the
corresponding map is shown to the user (taking from the cache
or downloaded) and the user may navigate in the context. The
distance between the last GPS position (that should be just out
of the door) and the QR coded position should be coherent. In
any case, the QR coded position is taken as a reference, but a
confirmation may be requested to the user in some cases. If the
building is correct, and floor has to be changed the system
provides direction to the closest stairs showing them on the
map. Once reached the correct floor, the navigator displays a
map showing the current position of the user and the location of
the target position. In both cases, the Indoor Path Manager
helps the user to easily get closer and reach the destination.

IV.C Inertial Integrated Indoor Navigation

Within indoor environments, the system cannot obtain
updated GPS information with the needed accuracy. Therefore,
the proposed solution computes the current position by taking
into account of: (i) the information acquired from the last taken
QR information (the map and the position of the map with
respect to the coordinates, position of the QR in the map,
building, floor, etc.), (ii) the movements considering the device
sensors such as gyroscopes, magnetic compass and
accelerometers as an Inertial Navigation System.

In [3], the current position was calculated in relation to the
last position (QR) by using an improved dead reckoning
algorithm with respect to that proposed by [10]. The idea was to
exploit the signals extracted from the smartphone sensors to
construct a pedometer: a tool for measuring / counting the steps
performed by a human, and associating them to the
corresponding direction. Among the signals that can be used to
analyse the walking, those coming from the accelerometer are
the most relevant.

The Mobile Emergency Pro has been developed on iOS
platform. The available sensors on iPhone allow estimating the
acceleration, the magnetometer and the gyroscope. All these
sensors take the measures along three axes, and thus once the
measure is performed, it is possible to perform the inverse of
the rotation to get a measure independent on the device
orientation. On the other hand, the measures obtained are
affected by relevant errors. To make the usage of these data
possible, a strong reduction of the noise is needed, and thus the
Kalman filtering has been adopted [17]. The Kalman filter uses
state space models which relate inputs, outputs and state
variables by first order differential equations. A Kalman filter
performs the prediction of state x € R™, given the observation



(measure) z € R™. Both the state and the observation are
modelled as:

X = Axk_1 + Buk_l + Wg_1
Zy = ka + (%%

Where wy, and v, model the noise of process and that of
measure, they are assumed to be independent, white and normal
probability distribution of noise:

p(Wk)NN(Ol Qk)v p(vk)~N(O' Rk)i

Where R, and Q, are the covariance matrices. Low
covariance of Q, and R, will give rise to high trust, with
growing covariances the uncertainty in the equations will also
grow. The extreme case @, =0 would imply complete trust in

the previous state x;, _, while the case Q, >« implies no trust at

all. The variable u,, is an optional m dimensioned control input
and is related to x;, by the n x m matrix B. The filter process
alternates between these two steps: predict the future state at the
time update and adjust the predicted state in the measurement
update.

Predict:

- state estimate: Xy x—q = AXy_q)k-1

- estimate covariance: P = AP_1j—1AT + Qi
Update (a posteriori):

- gain: Ky = By HT (HPg_,HT + R)™

- stater Rigx = Kyror + Ki(zk — HRyppeq)

- covariance: Py = (I — KygH) Pr—q

The a-posteriori estimation of the covariance is a measure of
the accuracy about state estimation.

Typically, Kalman filter addresses linear systems. In this
case, there are parts of the model which introduce non-linear
features: the time between the steps is not constant, the
trigonometric functions sine and cosine used to compute the
position. The solution was to use an Extended Kalman filter
which uses a linearized non-linear model. The linearization
approach has led us to make some small changes into the above
presented equations

In practice, two Kalman filters have been applied for the
accelerations along the x and y axes. The state vector is
represented by position, velocity and acceleration assuming that
in each time interval (between two measures) the motion is
uniformly accelerated. Thus the acceleration between two
consecutive instant is constant. Thus the state transition matrix
A holds (where AT is the time interval):

1
0 AT =AT?
A= 2
0 1 AT
0 0 1

Q is a 3x3 diagonal matrix with constant values, R is a float,
and the measurement model H = (0,0,1). R has been measured
by keeping the mobile in the same position for a while and
taking the average of the covariance noise along x and y. The
obtained value: R=0.00064. Q cannot be directly estimated and
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thus after a number of trials a value of Q, = 15 was set as a
compromise.

The results obtained with the described implementation of
Kalman filter were not satisfactory due to the high level of
noise on the measures. As will be shown in the next section, the
experimental results obtained by using dead reckoning and the
above described simple and direct implementation of Kalman
Filter where quite similar, especially in the cases in which
several changes of directions have to be followed.

For the above reasons, in order to improve the solution an
Extended Adaptive Kalman Filter has been adopted to cope
with non-linearity [18]. Thus, in the second solution proposed,
matrix Q is adaptively estimated by using Q at the previous
time instant and a corrective scale factor (estimated on the basis
of the ratio from the innovation covariance and the predicted
value). The process was initiated by starting from the value
empirically estimated, Q,. In some cases, the adaptively
estimated value of Q may become zero, and thus, in order to
avoid singularity in the global estimation, when this happen, Q
is reset to Q,. That is the value that we early estimated. This
approach improved the quality of the path estimation and
following as described in the next Section of validation.

The assumption performed about the uniformly accelerated
motion is not always true. That is due to the fact that the
acceleration between two consecutive instant is not constant as
happen when the device is not moving. In these cases: v = v, +
at, therefore, in the presence of relevant noise on measures, the
velocity is neither zero nor constant and thus v tends to increase
even when a is zero or noisy around zero. This problems has
been avoided constraining the velocity to zero if the estimated
velocity is lower than 0.76. This decreases the chance to see the
continuous moving cursors when the user stopped.
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Figure 6 - (a) the indoor path for test (starting from the entrance and exploring
some of the rooms, thus multiple changes of directions), (b) trend of the mean
error of estimated for navigation with (1) dead reckoning, (2) Kalman filtering.
Error is in mm and the path length was of 40 mt.



V. EXPERIMENTAL RESULTS

The experimental results have been carried out to the global
assessment of the advantages of using the Mobile Emergency
App in the context of emergency in hospitals. The general
indoor/outdoor navigation has been assessed and the results
reported in [5]. The general advantage of adopting Mobile
Emergency has been the reduction of time needed to reach the
target point for the rescue team of the 18%. In addition, in this
paper, we focused about the improvement related to the
integrated indoor/outdoor navigation system, and in particular
on the new algorithms for the inertial indoor navigation. In [5],
the indoor navigation was based on an enhanced dead reckoning
algorithm as described in Section IV.C.

For this reason, the first step has been to compare the results
of the former algorithm of dead reckoning with the first
implementation of Kalman filtering with Q constant. The results
are reported in Figure 6, where the typical trend path is reported
together with the trend of the mean error (estimated on the basis
of 8 indoor navigations) on the same path of Figure 6a. In
Figure 7, some navigation screens taken during the navigation
are depicted. The results depicted in Figure 6b for Kalman (2)
show a relevant improvement with respect to the basis solution
of dead reckoning [5].

44% W

Next exit

Mobsie Emergoncy | )
Figure 7 - In the order: indoor navigation to reach an exit, outdoor navigation
segment, indoor navigation to reach a colleague.
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According to Section IV.C, a second algorithm has been
proposed, thus obtaining a further improvement by adopting the
Adaptive Extended Kalman filter. In Figure 8, the comparison
of the trend of mean error for Extended Kalman and the
Adaptive Extended Kalman Filer are reported. Therefore, the
final error is lower than 20 cm at the end of the path.

All the experiments and measures have been obtained by
sampling the curve and keeping aligned the time code for
measuring the data coming from the internal sensors with
respect the position of the person passing by the marked points.
The measures have been recorded with a TV camera to allow
review and verification according to the time code. Due to the
high number of samples taken for the measures, and the time
code in ms, the error of measure was smaller than 2 cm.
Therefore, proposed solutions are better ranked with respect to
the state of the art solutions reviewed in Section IV.A.
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Figure 8 - Trend of the mean error of estimated positions during navigation for
(1) Extended Kalman, (2) Adaptive Extended Kalman filtering. Errors is in
mm.

V1. DISCUSSIONS AND CONCLUSION

Wide infrastructures as industry plants and hospitals are
vulnerable to causality events. In this paper, we presented a
solution addressing the guiding personnel during maintenance
and/or emergency conditions. The aim is to reduce the time
needed to react and to cope with organization and maintenance
support, while facilitating communication, and indoor / outdoor
navigation. The solution is based on the formalization of
protocol, the modelling of knowledge for navigation, the
algorithms and the development of a mobile application and
corresponding server device for integrated indoor/outdoor
navigation. The introduction of the integrated indoor/outdoor
navigation has constrained to a major restructuring of the
software architecture of the application. The details are reported
in the paper. The navigation algorithms are based on low costs
mobile sensors and Adaptive Extended Kalman Filter. The
solution has been validated within a large medical
infrastructure, thus demonstrating the validity of the identified
modalities and procedures, measuring the advantage from both
qualitative and quantitative aspects. The indoor navigation
solution has been compared with other former solutions based
on classical Kalman and dead reckoning (the former solution).
The proposed solution for indoor navigation resulted to be
better ranked with respect to the solution reviewed at the state
of the art.



The present solution present some intelligence aspects in the
navigation systems (on client side) and may could integrate
some intelligence into the Central Station to select the
personnel, provide suggestions, arrange the groups for the
interventions. Both these aspects could be subjected to a further
addition of some intelligence and may of some Slow
Intelligence solutions [19]. The selection of the best teams on
the basis of their profiles, position, and intervention can be a
complex task. In more details, the slow intelligence approach
could be adopted for managing the status evolution of the
several groups and single persons involved into the emergency
or maintenance conditions.
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Abstract---Critical infrastructures are attractive targets
for attacks by intruders with different hostile aims.
Modern information and sensor technology provides
abilities to detect such attacks. The objective of this work
is to outline a system design for surveillance systems
aimed at protection of critical infrastructures, with the
focus on early threat detection at the perimeters of
critical facilities. The outline of the system design is
based on an assessment of stakeholder needs. The needs
were identified from interviews with domain experts and
system operators. The system design of the surveillance
system and the user requirements in terms of capabilities
were then determined. The result consists of the systems
design for surveillance systems, comprising the systems
capabilities, the systems structure, and the systems
process.The outcome of the work will have an impact on
the implementation of the surveillance systems with
respect to the sensors utilized, the sensor data algorithms
and the fusion techniques.

Keywords: security systems, surveillance systems,
critical infrastructure, user requirements,

l. INTRODUCTION

In recent times, the risk for critical infrastructures
to be subject to attacks from various groups of
terrorists or criminals has become increasingly high
and therefore they must be protected. To accomplish
sufficient  surveillance, modern information
technology could be used. Such surveillance systems
need to be based on modern sensors and sensor
systems with advanced sensor-data analysis and data
fusion. However, to accomplish systems of high
quality, they must be based on the stakeholders needs,
so that needed capabilities can be provided that
support the system operators in their work to handle
upcoming events and incidents enforced to the
facilities to be protected from attacks [1]. Hence, to
accomplish such surveillance systems it is essential to
put a sufficient amount of resources on the early
stages of the development, which is to identify the
stakeholder needs and to define the users requirements
in terms of system capabilities. To enhance the
realization of such systems they should be based on an
adequate system design. Thereby, the probability to
get useful systems that provide the means to support
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handling of incidents and crisis management will
increase and help to avoid or at least minimize the
consequences of attacks on critical infrastructure
facilities. The approach taken for determination of
the system design is based on the assessment of
stakeholder needs through a series of interviews
with a number of especially appointed domain
experts and security personnel.

This work has been carried out as a part of the
EU project, The Privacy Preserving Perimeter
Protection Project (P5). The objective of the project
is to demonstrate an intelligent perimeter
surveillance system that will operate in all weather
and light conditions and with privacy preserving
properties. The system will monitor a part of the
area just outside the boundary of critical
infrastructure facilities and, thereby, provide early
warnings to detected terrestrial and airborne threats.

The system should have a low false alarm rate,
e.g. due to animals and other innocuous events,
combined with high level of threat detection
sensitivity and privacy standards will be central
ambitions of the project.

The objective of the work described here is to
outline a systems design for surveillance systems
aimed at protection of critical infrastructures. In
particular, the surveillance system should be able to
support the security staff at the facility to respond to
attacks from intruders at an early stage and thus the
protection and surveillance of the perimeter of the
facilities will be in focus to make it possible to give
early warnings of attacks. Thus the overall objective
of this part of the project is to identify a systems
design including user requirements in terms of
capabilities. The system should thus be able to warn
for threats carried out by different types of objects,
(persons or vehicles etc.). Eventually, these
capabilities of warnings should be realized by state
of the art sensor solutions. To determine what
sensors to be used and the methods for sensor-data
analysis and fusion is, however, outside the scope of
this part of the P5 project.



Il. PHYSICAL CONTEXT

The physical context in which surveillance systems
of critical infrastructures operate is varying from
facility to facility; especially with respect to the
perimeter, which also differ with respect to the type of
infrastructure that should be protected. Generally, the
critical infrastructure facility can be described as
containing a central complex, i.e. the surveilled area of
the critical infrastructure with one or several buildings
or installations as illustrated in Fig.l. The area
surrounding the survelled area makes up the perimeter
of the facility that may differ in width with respect to
its extension. Thus, the perimeter can be defined as
illustrated in Fig. 1 where the perimeter is made up by
the Restricted area, the Facility boundary, a strip of the
outside area, and the airspace above the facility. In
some cases, there is no restricted area and the
boundary of the facility coincides with the boundary
of the Surveilled area. The outside strip may also vary
from facility to facility depending on its context.
Further, the terrain type at different facilities, differ as
well and the surveillance system must be able to adapt
to such differences.

ary .
Restricted
area

Critical
infrastructure
(Surveilled area)

Nemeeeee Y

Figure 1. An illustration of an extended perimeter surrounding a
critical infrastructure facility.

I1l. METHODS
The work was carried out as two main activities: a
needs assessment activity and an outline of the design
of the surveillance systems.

A. Needs assessment

The needs assessment was performed in six steps.
The initial step was to determine who the stakeholders
are, which of them should be given the opportunity to
influence the development of the system, and how
their statements should be collected. The work was
carried out during a workshop, involving the project
management, in which different categories of
stakeholders were identified, such as systems
operators, business managers, and security managers.
Thus, it was decided which categories of stakeholders
that should be provided the opportunity to influence
the design of the system. The second step was to
capture the stakeholders’ statements. The respondents
were selected as good representatives of the selected
stakeholder categories. Interview questions that focus
on the specific problems subject to the studies were
developed. Each interview was carried out by two
persons; one that asked the questions and another
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responsible for recording the answers through note
taking. The third step of the needs assessment was
to interpret the collected statements to determine the
actual needs. When asking stakeholders about what
needs they have, they will use descriptions of, e.g.,
problematic situations that they have experienced
and technical solutions that they believe can be
useful to them [2]. The Voice of the customer table
(VCT) was used for analyzing statements to reveal
the actual needs [1][3]. The outcome from this step
was a large set of unstructured and unsorted needs.
The fourth step was to thoroughly analyse the
identified needs, to unify the formulation of the
needs and, thereby, identify and discard duplicates
of needs. Further, the analysis also included to
determine if any needs had been left out, and if
appropriate add the missing ones. To accomplish
this and due to the amount of needs it is likely
necessary to categorize the needs. This step was
performed by using affinity diagrams and hierarchy
diagrams [3]. The fifth step is to validate the needs.
This was carried out in a workshop with stakeholder
representatives. During the workshop the identified
needs were presented to the stakeholders’
representatives; based on their comments
inaccuracies were corrected. The sixth step was to
prioritize the needs in terms of stakeholder value.
During a  workshop, the  stakeholders’
representatives were asked to prioritize, on a scale
from 0 to 3, the identified needs based on how
important they considered the needs to be; taking
into account the scope of the project. In this case 3
means the highest importance and 0 not important.
The highest prioritized needs, 3 and 2, were
established as the needs that should constitute the
foundation for the determination of the capabilities.

B. Outline of the system design

The outline of the system design was carried out
in three steps as definition of (1) the systems
capabilities, (2) the systems structure, and (3) the
systems process. The initial step, to define the
systems capabilities was based on the needs with the
highest priorities. The capabilities were compiled
and elaborated to a coherent set of capabilities,
documented in a hierarchical diagram [3]. The
validation of the capabilities was performed during
several workshops where the developers present the
capabilities to the stakeholder representatives. The
provided comments and suggestions are analyzed
and appropriately incorporated in the set of
capabilities. The second step was to define the
structure of the systems, i.e., systems components
that together provide the defined capabilities. The
third step was to define systems process. That is



outlining how the systems accomplish the capabilities,
as activity diagrams [3].

After the first version of the system design was
completed, validation of the design was performed
with stakeholder representatives and technical experts.
The latter were experts on surveillance techniques.

V. SYSTEM CAPABILITIES
The outcome of this study is a system design for
surveillance systems for protection of critical
infrastructures. The design is based on the systems
capabilities, the systems structure, and its process.

A Outline of the system design

The systems capability structure is hierarchical and
will thus include sets of subordinate capabilities and
eventual a number of leaf capabilities. Leaf
capabilities with attachments to the Sensor data
analysis and fusion modules are either of the type
Track (an entity of an event), Detect and Watch
(entities). Detect and Watch are concerned with the
detection of objects deviating from normal inside the
boundary of the facility respectively outside whereas
Track is concerned with tracking of the deviating
objects. Watch is similar to Detect but since different
legislation is applied to the outside area (in most
countries), sensor types that directly can identify
individuals are not allowed on the outside due to
privacy considerations that must be followed and for
this reason Watch is introduced.

The general interpretation of the capabilities is that
a certain capability is not enabled until all its
subordinate capabilities have been enabled or when a
leaf node has been supplied with relevant event related
information or in some other way terminated.

The ultimate capability for the protection and the
surveillance of critical infrastructures in this work is
Handle facility protection. This capability has four
subordinate capabilities Handle surveillance, Handle
deviation, Handle incident and Handle user
interactions (Fig. 2).

Handle facility
protection

Handle

p Handle deviation
surveilance

Handle user
interactions

Handle incident

Figure 2. The two top levels of the capability structure,

The capability Handle surveillance is concerned
with surveillance of the perimeter of the facility,
which on the next lower level is utilized by four
capabilities: Surveil Restricted area, Surveil Boundary
fence, Surveil Airspace, and Watch Outside area (Fig.
3). These capabilities are aimed at the surveillance of
the facility perimeter. Furthermore, the capability
Handle surveillance relates to aspects like: the system
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should be able to operate e.g. without interruption,
during all weather conditions and with respect to
privacy considerations.

Handle
surveillance

Surveil with
respect to given
constraints

Surveil with
respect to the
given context

Surveil Restricted
area

Surveil at different
states

[ 1

Watch Outside
area

Surveil Boundary

P Surveil Airspace
ence

Figure 3. The Handle surveillance branch of the capability
structure.

An illustration to the deeper levels of the four
perimeter surveillance oriented capabilities in Fig. 3
can be seen in Fig. 4, which shows how they are
divided further into surveillance of the land and the
sea areas and on the lowest level the detection of
various types of events requested to release an
alarm; this is indicated with either one of the alarm
types: verified alarm (VA) or unverified alarm (UA)
(section IV D). Thus, a Detect capability for
protection of the Restricted area is formulated as
Detect person behaving in a deviating way on land
of restricted area (UA), which indicates that the
capability determined to detect a person behaving in
a deviating way and that the alarm in this case is
unverified and consequently needs to be verified in
some way, e.g., guards can be sent out by the
operator to determine what kind of event that has
occurred.

Surveil restricted area

Surveil sea section of
restricted area

Surveil land section of
restricted area

Detect boat sailing towards

Detect entity on land of
shore on surface (VA)

restricted area

Detect unauthorized
disembarkment (VA)

Detect person on land of

restricted area

Detect vehicle on land of
restricted area

Detect person behaving in
a deviating way on land of

restricted area (UA)

Detect vehicle with
deviating behaving on land
of restricted area (UA)

Detect person in a
forbidden area of
restricted area (VA)

Detect vehicle in a
forbidden area of restricted
area (VA)

Figure 4. The capabilities for surveillance of the facility

perimeter.



The second capability, on the second level, is the
Handle deviation that has to be enabled once a
deviation has been determined (Fig. 5). These
capabilities are concerned with the handling of the
type of alarm that has been released but also to the
analysis of the occurred deviation type that eventually
should be reported.

The third capability, Handle incident (Fig. 6), is
enabled when an incident has been determined, by a
verified alarm, and is concerned with the monitoring
of the incident, that is, to track incident related objects,
to gather, analyse and store various kinds of incident
related information but also to request orders from and
to forward information to participating persons in the
crisis management organization. Eventually, the
incident will be terminated.

Handle
deviation

Handle
unverified alarm

Handle verified
alarm

Analyse
deviation

Figure 5. The main part of the Handle deviation capability structure.

Report deviation

The fourth and final capability at the top level, i.e.,
Handle user activities and support (Fig. 7). This
capability is aimed at directly support the operators to
control sensors, basically of visual type, and to gather
information from them. Further, information gathered
by the surveillance system should also be handled,
stored and aggregated in such a way that a situational
picture can be built up. The situational picture must
also be possible to adapt to the needs of the operator,
e.g., by zooming and panning to follow the events
going on during an incident. Among other things, the
situational picture will include information of
deviating objects such as detected deviations, objects
locations and tracks and alarm related information.

Handle incident

I

Monitor incident — | Terminate incident —

Track incident

e tedlenot/ | Request orders | —

Gather incident | | Receive ||
related information information
Analyse the e
development of TG —
the incident

Figure 6. The Handle incident capability structure.

B. System structure

The main components of the system structure are:
the User interface module, the Command & control
module and the Sensor system module (Fig. 8). Inside
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the Command & control module there is the User
support module that handles the surveillance
processes and on its upside it supports the user
interface; this means that it is serving the operator of
the surveillance system. At the down side, the
surveillance processes are served by the Sensor data
analysis & fusion module. The sensor system
delivers information about detected objects and
tracks from these objects.

Handle user
interactions

T
Adapt & present
current operational
picture

Gather operational

Control sensors A y
information

Aggregate collected
operational
information

T
Include current
surveillance
information

Automatic gathering

Automatic control (VA)

ErvE G Manual gathering

Figure 7. The Handle user interactions capabilities.

User interface module
: Deviation &
Operational .
| Sensor control . incident
picture . .

information

T

————

Command & Control module ‘
User support module
Surveillance Deviation Incident
process process process |
modul module module
— = —_—
—
Sensor system Detected entity Track
information information
| Sensor data analysis & fusion module
| User controlled | |
Sensors
sensors

Figure 8. A schematic description of the system structure of the
surveillance system.

The users can, besides the user interface, which
contains the operational picture with its deviation
and incident related information, also control visual
sensors outside the sensor system. The purpose of
these sensors is to allow the operator to follow and
verify what is going on during an event. Thus, some
video screens must be available for this purpose.

C. Surveillance structure

The subordinate capabilities of Handle facility
protection (Fig. 2) are the most influential
capabilities in the surveillance process. The
capabilities Handle surveillance, Handle deviation
and Handle incident can all be transformed into
corresponding processes, i.e., the Surveillance
process, the Deviation process and the Incident
process. The relationship between these processes



can be seen in Fig. 8. The Surveillance process is a
process that will be running for as long as the system
is running. A Deviation process is the cause of an
alarm and is also the result of a single registered event
(a single instance), and as many events may occur
simultaneously, due to some hostile and coordinated
activities this leads to the initiation of multiple
deviation processes that each in turn may initiate a
single Incident process. All detected incidents may
thus lead to the initiation of an Incident process but
multiple incident processes may, on a higher level, be
part of the same ongoing incident with multiple events
or actions taken by a group of intruders. Once any of
the events in any of the deviation and incident
processes have been solved the corresponding
processes must terminate.

D. Alarm handling

The alarm handling is essential to surveillance
systems, because false alarm rate must be kept low
and the type of alarm precise so that the operators
know when and how to act in case of serious events.
An alarm is either directly verified or unverified. At a
verified alarm the cause of the alarm is known with a
certainty high enough to initiate a response to the
event. The cause of an unverified alarm is uncertain
and in such a case the immediate action is to
determine its cause.

A verified alarm may turn out to be either false or
the result of a failing system component. Both cases
must be adjusted promptly. The third case is an
incident corresponding to an event that is anything
from harmless and up to something serious. In any of
these cases the operators must act to keep up the
security of the facility. An illustration of the type of
alarm that can be determined by the sensor system
may include the following information:

Sub-area type: Land section of Restricted area
Deviation: vehicle observed at forbidden area
Alarm type: VA (verified alarm)

This will lead to the release of a verified alarm in
the Restricted area with respect to the type of sub area
and the determined type of deviation (Fig. 4).

V. RELATED WORKS

In [4] a system for surveillance of critical
infrastructures is described, which concerns early
warnings with respect to attacks from e.g. terrorists
although in this work no strong efforts for
determination of user requirements have been
performed. Some other work on surveillance systems
design with relationship to the work carried out here is
the work by Jungert et al. [5]. In Goodall [6] gathering
of user requirements for a visualization system with
capabilities for intrusion detection analysis is
discussed. Shan, Wang, Li, and Chen [7] present a

21

comprehensive design for decision support systems
within emergency response. Hansson et al. [8]
demonstrates the intensions to determine the general
context for security systems as a foundation for user
and system requirements.

VI. CONCLUDING REMARKS

The objective of the work presented is this work
was to define a system design of surveillance
systems for protection of critical infrastructures,
which includes a set of capabilities and a systems
structure. The stakeholders’ needs have been
identified and used to define the users’ requirements
in terms of capabilities and a systems design in
collaboration with the stakeholders. The result of
this work will be used as input the other parts of the
P5 project, i.e. to complete the systems architecture
of the surveillance system with its sensor system
and network of selected sensors.
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Abstract: The advent of social networks and cloud computing has
made social multimedia sharing in social networks easier and
more efficient. The lowered cost of redistribution, however, also
invites much motivation for large-scale copyright infringement. It
is necessary to safeguard multimedia sharing for security and
privacy. In this paper, we propose a novel framework for joint
fingerprinting and encryption (JFE) based on Cellular Automata
(CA) and social network analysis (SNA) with the purpose of
protecting media distribution in social networks. The motivation
is to map the hierarchical community structure of social
networks into the tree structure of Discrete Wavelet Transform
(DWT) for fingerprinting and encryption. Firstly, the fingerprint
code is produced using SNA. Secondly, fingerprints are
embedded in the DWT domain. Thirdly, CA is used for
permutation in the DWT domain. Finally, the image is diffused
with XOR operation in the spatial domain. The proposed method,
to the best of our knowledge, is the first JFE method using CA
and SNA in hybrid domains for security and privacy in social
networks. The use of fingerprinting along with encryption can
provide a double-layer of protection for media sharing in social
networks. Theory analysis and experimental results show the
effectiveness of the proposed JFE scheme.

Keywords: security and privacy; fingerprinting; multimedia
encryption; social multimedia sharing;

L INTRODUCTION

The advent of social networks and cloud computing makes
multimedia sharing in social networks very easy. Multimedia
content may be generated, processed, transmitted, retrieved,
consumed or shared in social networks [1]. Content distribution
in social networks offer distinctive challenges such as privacy
and security issues. In order to decrease the loss of multimedia
owners, secure multimedia sharing in social networks is
becoming more and more urgent for practical applications. To
prevent illegal use in social networks, techniques, such as
watermarking (or fingerprinting) and encryption [2] of these
media for security and privacy need to be carried out.

Multimedia encryption is one way which may ensure the
content security and prevent an unauthorized access. Chaotic
maps are employed to generate a permutation table for
confusion and a pseudo-random keystream for diffusion [3],
therefore, the chaos-based approach is a promising direction for
multimedia encryption. A substantial amount of research work
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on chaos-based image encryption has been carried out [4-6].
However, these schemes only focus on encrypting. In fact,
when the ciphered data is deciphered by the authorized user, it
is unprotected, and it is still possible for a legal user to deliver
decrypted data to an unauthorized person. The content could be
copied and redistributed at their option. There are not ways to
continue the work of protecting the multimedia content,
therefore the privacy of content owner may be leaked. In this
case, extra protection schemes should be adopted to deter
content redistribution, therefore, encrypted data need an
additional level of protection in order to keep control on them
after the decryption phase. Watermarking is another technology
to protect copyright further. It enables a distributor to hide
additional bits into multimedia content while preserving its
quality [7]. The use of watermarking along with encryption can
provide a double-layer of protection for multimedia sharing.

There have been some related works on watermarking in
the encrypted domain over the past few years. Commutative
Encryption and Watermarking (CEW) could be used for
providing comprehensive security protection for multimedia
content. D. Bouslimi et al. proposed a joint encryption and
watermarking algorithm in [8]. The convergence of the two
technologies is now facilitating privacy and security studies [9].
An interactive buyer-seller watermarking protocol for invisible
watermarking was proposed in [10]. And in [11], the
encryption is performed on most significant bit planes while
watermarking the rest of lower significant bit planes. Two
robust watermarking algorithms were proposed to watermark
compressed JPEG Images in encrypted domain [12] and
JPEG2000 compressed and encrypted images [13] respectively.
However, watermarking can’t trace somebody who
redistributed the copies. To solve this problem, digital
fingerprinting methods have been intensively investigated.

Digital fingerprinting is a technique for identifying users
who might try to use multimedia content for unintended
purposes [14]. Fingerprint, which is used to identify adversary
who leak copies of the content, represents the ID of a user [15].
Although the approach of embedding and extracting
fingerprints is similar to that of watermarking, the goals of each
method are quite different. Basically, watermarks embedded
into multimedia data for enforcing copyrights [16] must
uniquely identify the data, but fingerprinting is aimed at traitor



tracing. Fingerprinting can further safeguard security and
privacy for content sharing in social networks. Kundur and
Karthik [17] proposed a novel architecture for joint
fingerprinting and decryption (JFD) that holds promise for a
better compromise between practicality and security. The
scheme provided a good framework for JFD, but the encrypted
data is not secure in visual perception since the encryption of
signs of DCT coefficients cannot fully scramble the original
data. A joint fingerprinting and decryption (JFD) scheme based
on vector quantization is proposed with the purpose of
protecting multimedia distribution in [18-20]. In [21], the JFE
scheme in the compressed domain is proposed. In order to map
the community structure of social networks into the tree
structure Haar (TSH) transform, the authors proposed a secure
content sharing method in the TSH transform domain [22].

Although the above joint encryption and watermarking
(fingerprinting) methods meet the requirements of protecting
multimedia distribution, they are performed on either the
transform domain or pixel domain, and none of them can be
applied to hybrid domains for security and privacy in social
networks. In addition, the traditional fingerprinting methods do
not consider the relationship between users in social networks;

then they cannot be applied to secure sharing in social networks.

Undoubtedly, safeguarding privacy and security of personal
information in social networks is still in its infancy, therefore a
fast and simple encryption procedure is required for real time
request. In fact, CA is capable of developing chaotic behavior
using simple operations or rules offering the benefit of high
speed computation, which makes CA an interesting platform
for digital image scrambling [23]. With the different wavelet
bases and decomposition levels, the DWT can extract different
kinds of information from the multimedia, and is therefore very
likely to map community structure of social networks into tree
structure of DWT for fingerprinting and encryption. To encrypt
the important data only, transform domain algorithm can
improve the encryption speed, but the encryption effect is
weaker obviously. In practice, permutation and diffusion are
often combined in order to get high computational security.

In this paper, the first JFE method in hybrid domains using
SNA to deal with the issues of multimedia sharing is proposed.
The proposed JFE method offers a discussion of how to use
SNA for the JFE to realize secure content sharing in social
networks. This paper addresses the issue of protecting
multimedia distribution using fingerprinting/encryption in the
hybrid domains for social networks. Firstly, we describe a
method for the fingerprint code produced by the dendrogram of
hierarchical and overlapping structure of social network, and
conduct to get wavelet decomposition with the structure of
fingerprint code. Secondly, we propose a JFE method in hybrid
domains, where the fingerprints are embedded in the DWT
domain, and the encryption process is carried out in both the
spatial domain and the DWT domain. By using our technique,
one is well able to design a privacy-preserving and secure
sharing system in social networks. By using the proposed
scheme, two properties of multimedia content transmission can
be ensured, including privacy preserving and traitor tracing,
which sometimes deter traitord behaviors. The remainder of
this paper is organized as follows. In Section 2, techniques used
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in this paper will be introduced. Section 3 details the proposed
JFE scheme based on CA and SNA. Then, the experimental
results will be given in Section 4. Finally, conclusions are
drawn in Section 5.

II.  BASIC THEORY

A. Social network

A social network is a cluster of people or groups of people
with some pattern of contacts or interactions between them.
Our intent here is to suggest that SNA [24] can help design
secure multimedia sharing systems. Graph theories are

available to measure networks. Given a graphG = (V, E) , the
elements of V ={V,,V,,

elements of E ={ge,e,,
connected if they regularly talk to each other.

,V,} are the nodes, while the

,€,} are edges. Two nodes are

B. Chaotic maps

The Logistic Map is a well-known continuous dynamical
system. A 1D Logistic map is described as follows:

Xns1 =UXn(1—Xn) (D

where U € [0,4], X, € (0,1), n=0,1,2,.... The research

result shows that the system is in a chaotic state under the
condition that 3.56994<U <4. This Logistic Map generates
continuous values between [0, 1], which are discretized
(binaries) in order to fulfill the initial CA to later encryption.
The piecewise linear chaotic map (PWLCM) can be described
in Eq. (2):

Yo /10 0<y,<n
(Yo —m)/(0.5-1), n<y, <0.5
= F 5 =
yn+1 (yn 77) O, yn :05 (2)
F(1-y,.7), 0.5<y,<1
where Y, € (0, 1), n=0, 1, 2, .... When control parameter

17 €(0, 0.5), Eq. (2) evolves into a chaotic state, and 77 can
serve as a secret key.

C. Cellular Automata

CA [23] are dynamical complex space and time discrete
systems. GL (Game of Life) is governed by its local rules and
by its immediate neighbors, which specifies how CA evolves in
time. In general, the state of a cell at the next generation
depends on its own state and the sum of the neighbor cells. At
every time step, all the cells update their states synchronously
by applying rules (transition function). Each cell has eight
neighbors which are the cells that are horizontally, vertically, or
diagonally adjacent. Each cell computes its new state by
applying the following transition rules.
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Figure 1. Encoding and DWT using social network analysis

Any live cell with fewer than two live neighbors dies

Any live cell with two or three live neighbors lives on
to the next generation.

e Any live cell with more than three live neighbors dies,
as if by overcrowding.

Any dead cell with exactly three live neighbors
becomes a live cell.

For binary cells C,,C,, ...,Cy, we say that the transition

function, at any time t, for GL (Game of Life) rule [25] is of
the form:

9
1,if ) s(c,t) =3
i=1

Cy €, € 9
$lc, c ¢ 1if Y s(c,t)=3,i=5 (3)
C, Cy ¢, -

0, otherwise

CA capable of exhibiting chaos is attractive in cryptography
because of the large keyspace. We propose performing pixel
scrambling with the help of the GL.

III.

The proposed technique uses a multimedia content such
as an image and gives a fingerprinted and encrypted image
which can be decrypted later for various purposes. The
proposed technique consists of four phases. In the first
phase, the fingerprint code for users in social networks is
produced by the dendrogram of hierarchical and
overlapping structure of social networks, followed by the

THE PROPOSED JFE ALGORITHM
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second phase, image | is transformed with DWT through
mapping community structure of social networks into tree
structure of DWT. For the third phase, the fingerprints are
embedded in the DWT domain, and the permutation
process is carried out in both the spatial domain and the
DWT domain, and the low-pass subband coefficients of
image DWT decomposition are permuted by GL in DWT
domain. Finally, the image after IDWT reconstruction is
diffused with PWLCM map and XOR operation in the
spatial domain.

Notations
For ease of reference, important notations used throughout
the paper are listed below.

Nu the number of users

X ©  the robust coefficients vector for the outer code
X ' the robust coefficients vector for the inner code
L© the length of the outer code

L the length of the inner code

Q,(}) the quantization function with step size A

F. the fingerprint information for user k

d, the dither sequence

Y, the fingerprinted coefficients vector

W the codeword

m the traitor

G° the initial two-dimensional grids of cells

| )7 the scrambled and fingerprinted image

R the number of iteration times for scrambling

P the pixel sequence

FP  the chaotic sequence for encryption

CP  the encrypted coefficients sequence

| 'FE  the encrypted fingerprinted image

A. Fingerprint Encoding Using Social network analysis

Given a multimedia social networks, we try to use the
method in [26] to get the overlapping and hierarchical structure
of social networks. In the Fig.1, the dendrogram shows the
social relations between members in a given social networks.
The dengrogram can provide a good concatenated
fingerprinting code design by the tree-based fingerprint scheme
to reduce the length of code. As shown in Fig.1, users are
placed into C four communities. These communities are
encoded by outer code that is constructed by BS code [27], and



the users in each community are encoded by the inner code
produced with Tardos scheme [28]. Therefore, for Nu users

can be concatenated by a multilevel outer code for
communities and an inner Tardo code for users in the
communities [29]. In Fig.1, note that every level outer code can
be small if users are grouped appropriately and the collusion
probability in the same community is higher than that of
collusion between communities.

B. DWT Using Social network analysis

As a kind of frequency transformation, DWT provides a
time-frequency representation of an image. In the DWT
transform [30], an image is split into LL, LH, HL, and HH
subband. In this paper, we transform middle-frequency
subbands repeatedly. This process can be repeated until the
height or width of the area to be transformed is no longer
divisible by two.

For example, in Fig.1, the number of layers of community
structure is N+ 1, then, the interval Intv will be split into
N +1 intervals, while the sizes of these intervals are decided
by the length of the outer codes in Fig.1. The LH and HL
subbands are then themselves split into a second-level
approximation and details, and the process is repeated. For a
given code scheme, we define the splitting scheme for multi-
level DWT through social network analysis. For example, in
Fig.1, the number of the layers of community structure isn +1,
then the number of the layers of outer code is n, and the LH
and HL subbands for community code embedding will be split
into N levels according to Fig.1. An example of decomposing
an image by a 4-level wavelet transformation is shown in Fig. 2.

Figure 2. Logarithmic tree decomposition scheme in two dimensional case

C. The JFE process

The architecture of joint fingerprinting and encryption (JFE)
algorithm based on DWT and chaotic CA is designed and
shown in Fig.3. The JFE process is composed of two processes:
fingerprinting and substitution in the DWT domain, and
diffusion in the spatial domain.

1) Fingerprint embedding

Digital fingerprinting is a technique for identifying traitor
who uses multimedia content for unintended purposes, such
as redistribution. Digital fingerprinting system could realize
traitor tracing. Once a traitord copy is detected, the owner
extracts the fingerprint of the traitord copy and carries out
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traitor tracing algorithms to identify the traitor.

In this paper, we focus on blind watermarking to embed
fingerprints because the watermark is detected without
reference to the original image once a traitord image was
found. To simplify the description of embedding method,
we only discuss embedding of a unique fingerprint using an
improved QIM scheme.

Suppose N, is a set of users. We choose the robust
coefficients in all LH-level and HL-level subbands to create
a vector, Xo=(X1,X2,...,XLO) of host signals to embed

community fingerprint code, and choose another robust
coefficients sequence in LL subband to create a vector,

X' =(X,X,,X), Where L° and |' is the length of the

outer codeword and the inner codeword, respectively. So
the length of fingerprint code is L = |° + L' . The outer code
hiding scheme is described in Eq. (4), and the inner code
embedding scheme is similar to that of the outer codeword.

Y, =Q,(X{ +F +d)-F —d, k=12,.,N, (4

where Q . (*) is the quantization function with step size A, F,

is the fingerprint information for user k, and dk is a dither

sequence which follows a uniformly distribution over

(-A12,A/2).

LL,"

LL,

L, | HH,

Fingerprint
Embedding

Iﬂ n

LH,

Initial Scrambling

Parameters

GL
Permutation

Logistic

Map

Subbands

PWLCM
System

Initial
Parameters

Random
Sequence

Encrypted and
Fingerprinted
Image

Figure 3. The architecture of image fingerprinting and encryption algorithm

2) The traitor tracing
The traitors tracing algorithm takes a codeword w* and
outputs at least one traitor. The fingerprinting system is formed
by IS {0,1} , where D is a base alphabet. An (N,,L) code
is an ordered subset of Y1, where L is the code length. A set
={w®, w®, .., w™} of codewords will be called an

(N,,L) code. The codeword W (i € {1,2,...,N,}), the



i -th codeword of (N, L) code, is assigned to the userU; . In

our implementation, we apply the minimum-distance detector
technique to trace the traitor who leaked information. The
robust coefficients extracted from all LH, HL, and LL subband
compose a long vector Z with size L . By calculating the
difference as follow:

m= argmink:]’z____Nu HZ =Y, Hz

©)

The detector produces the value of the m th user, which is
declared the traitor.

3) Encryption and decryption algorithm
The contents are encrypted totally via chaotic CA
permutation process and XOR diffusion process. The proposed
encryption algorithm can be divided into the following steps:

Step 1: Divide the original image of size M x N into two
parts, | =1, +1,, where |, denotes half of the image. Then

calculate the sum of both parts denoted by S; and S, ,

respectively. Substract these sums and multiply the total
number of gray levels in the image to get Th , which is used to
generate the initial value using MDS5, which is a widely used
cryptographic hash function with a 128-bit hash value [31]. The
MD5 hash value of Th is\/ ™. According to the order of bits,

we segment \/ ™" into eight 16-bit partsV Thl ,VThz , ...,VTh8 ,
and compute the values of these parts in decimal numbers. We
can compute initial values, X, , Y, , and parameters U , 7], which

are viewed as the secret keys in this algorithm. Our encryption
algorithm actually does have some of the following secret keys:

(1) The initial values X, (Logistic map) and Y, (PWLCM

system); (2) The control parameters U (Logistic map) and
17 (PWLCM system).

Th

=2 u=3.57+V 5
2

216

Th

Th
:V 1 x0.43 ﬂ:Tf

X

Step 2: We calculate the one-level DWT coefficient matrix
of the image | . Then we can get four sub-bands: the
approximation coefficients LL, and the detailed coefficients HL,
LH, and HH;

Step 3: Use a logistic map to generate the sequence
(X, X5 == Xp/2xn,2 )- Then we create a two-dimensional grids

of cells G, as the seeds of GL, where G"is used to permute

the LL coefficient matrix. The rule is that if the value of X; is

bigger than the mean value of the sequence, the corresponding
cell is alive, else is dead,
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Step 4: When producing the K th generation G* by the

rules of GL, the corresponding plain coefficients are inserted in
the scrambling matrix one by one;

Step 5: After R iterations, we stop and put the rest of
the value into the scrambling coefficient matrix;

Step 6: Perform two-level IDWT reconstruction with
the encrypted wavelet transform coefficients. We have now

the scrambled and fingerprinted image | 775 ;
Step 7: Convert 2D image | 7S into a 1D pixel sequence
P = {p;} by using the pixel positions;

Step8: Using the PWLCM map to generate chaotic
sequence F'P={ fp,, fp,,..., fp,, .y }, then compute

cp, = (dt;®p) @ (¢, ®K).i=12,..MxN (6)

where dt, = (fp, x10*)mod 256 , r=r_ ®p,r,=128 . This
produces the new sequence CP= {CP,,CP, , ... ,CPy .y };

Step 9: Convert CP={ Cp, } into a 2D image |’FE

according to element positions, i.e., encrypted image , by
using the element positions.

The decryption algorithm uses the inverse process of the
encryption algorithm.

IV. EXPERIMENT RESULTS AND SECURITY ANALYSIS

The performance of the proposed JFE technique
demonstrated using MATLAB platform on a computer having a
Pentium(R) Dual-Core E5700 CPU and 2-GB RAM. A number
of experiments have been performed on a set of grayscale test
images, which include images Lena, Peppers, Airplane,
Couple, Fishingboat, Bridge, Baboon, and Watch. Six

parameters are used as the keys: the initial values X, (Logistic

map) ; Y, PWLCM system); the parameters U (Logistic map),
17 (PWLCM system), k, and the iteration times R . In our
experiments X, =0.986372185231, U =3.95374324256, Y, =
0.475291583612, 17=0.419673893132.

A. Perceptual Security

The visual impact of the proposed encryption scheme is
demonstrated in Fig.4. It is clear that all the encrypted images
become noise-like images and are all actually unintelligible.
Therefore, the proposed scheme indeed possessed high
perceptual security. The fingerprint is embedded in the DWT
domain using social network analysis. In order to preserve
visual quality, the fingerprint in the fingerprinted copy should
be imperceptible and perceptually undetectable. Fig.4 (b), (f),
(j), and (n) show some experimental results of decrypted
fingerprinted images. It can be observed that the quality of the
fingerprinted image doesn’t have any observable change.



B. Ability of resisting brute-force attack

Key space size is the total number of different keys that can
be used in an encryption algorithm. The total key space
includes two processes: confusion and diffusion. Our
encryption algorithm actually does have some of the following

secret keys: (1) Initial values X, (Logistic map), Y, (PWLCM
system); (2) Parameters U (Logistic map), 77 (PWLCM
system), k; (3) The iteration times R . The sensitivity to X,
Yy, U and 77 is considered as 1(~'® [32], The total key space

is about 10'®*=10% .This key space is large enough to resist
the brute-force attack.

a

Figure 4. The experimental results: (a), (), (i), and (m) are the encrypted
images, (b), (), (j), and (n) are the decrypted images with fingerprints, (c), (g),
(k), and (o) are the grey histograms of the original images, (d), (h), (1), and (p)
are the grey histograms of the encrypted images

C. Resistance to statistical attack

The basic idea is to compare the histograms of the
original and encrypted images. Fig. 4 show the grey-scale
histograms. Comparing the two histograms we find that the
pixel grey values of the original images are concentrated on
some values, the histogram of encrypted images is very
uniform. The features of the original images are destroyed
during the encryption process, which makes statistical
attacks difficult.

An effective encryption algorithm can reduce the
correlation between adjacent pixels. In order to test the
correlation of two adjacent pixels, we randomly select 3000
pairs (horizontal, vertical and diagonal) of adjacent pixels
from the original image and the encrypted image. Using the
following formulas for the correlation coefficient, we
obtain:

27

D() =Y (4~ E()’ @

cov(x,Y) == 04 ~ECY ~EW)  ®)
cov(X,y)

9

¥~ JD(x) x+/D(Y)

where x and y are the grey values of two adjacent pixels in the
image, COV(X, Y)is the covariance, D(x) is the variance, and
E(x) is the mean. Fig. 5(a), (b) show the correlation of two
adjacent pixels in Lena image and its encrypted image, where
the correlation coefficients are 0.9468 and 0.0036, respectively.
It can clearly be seen that our algorithm can destroy the
relativity effectively; the proposed image encryption algorithm
has a strong ability to resist statistical attack.

a
Figure 5.  Correlation of two adjacent pixels in the original image and in the
encrypted image.

D. Resistance to differential attack

Attackers often make a slight change to the original image,
and use the proposed algorithm to encrypt it before and after
changing. Then they compare two encrypted images to find out
the difference, which is called differential attack. Such
difference can be measured by means of two criteria namely,
the number of pixel change rate (NPCR) and the unified
average changing intensity (UACI). The proposed
cryptosystem can ensure two ciphered images completely
different, even if there is only one bit difference between them.
The following formulas are used to calculate the NPCR and the

UACL
0. T DT i
C(i,j)={’.I 1(.I’.D 2(.|’.J) (10)
L, if T,(i, ) #T,0, J)

N

Z_ C(, j)

NPCR = Il|</| x100% (11

X
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UACI — i=1 j=1 ( )

x100%

M x N

where M and N are the height and width of the image, and
T,(i, J) and T,(i, J) denote the grey value of the encrypted
images before and after one pixel of the plain image is changed.
We obtained NPCR . =0.9965 and UACI . =0.3256, from

the simulation of the images. This result demonstrates that our
algorithm has a strong ability to resist differential attack.

mean

E. Information entropy

If the distribution of grey values is more uniform, the
information entropy is greater. The information entropy is
defined as follows:

H(m) == P(m) log,"™

i=0

(13)

where M; is the ith pixel grey value for an L level grey
image, P(M,) is the emergence probability of M, , so

L . .
zi:() P(m,) =1. For an ideal random image, the value of

the information entropy is 8. An effective encryption
algorithm should make the information entropy tend to 8.
We obtained an information entropy H=7.9946, that is very
close to 8. It can be seen that the proposed algorithm is very
effective.

F. Discussion of the encryption process

According to Section 3, we know that the diffusion process
in Fig. 6 only enhances the unintelligibility of the encrypted
image and is optional for the proposed method. Therefore, even
if the chaotic map used in GL is cracked, the hacker still cannot
decrypt the image since the random sequence of diffusion
remains secret. Fig. 6 shows the comparison of when a
diffusion process is and is not applied. It is clear that the
diffusion process in the proposed scheme can enhance
perceptual security. Therefore, if confidentiality is in high
demand, the proposed first method with diffusion can be
applied. Otherwise, the encryption method with only
permutation can be performed since only a rough sketch
without details would be revealed, making the perceptual
quality unacceptable.

G. The adaptability of the algorithm

According to Section 3, the proposed algorithm encrypts
the original image of size M x N based on the height and
width of the image, therefore, the algorithm can encrypt any
images adaptively. In addition, the images are encrypted totally
via chaotic CA permutation process and XOR diffusion process,
after the two processes, the relativity of the original images is
destroyed, in the end, the encrypted images become noise-like
images. According to the grey histograms of the encrypted
images shown in Fig.4 and the resistance to statistical attack in
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Fig.5, the proposed algorithm can also apply to a larger set of
images.

Figure 6. Evaluation of the encryption process: (a), (), (i), (m) are 4 x 4
block permutation in the 2-level LL subband via GL, (b), (), (j), (n) are
single coefficient permutation in 2-level LL subband via GL, (c), (g), (q), (0)
are images which are permutated by 4 x 4 block in all subbands of 1-level
DWT via GL, (d), (h), (1), (p) are encrypted images with permutation on 2-
level LL subband via GL and diffusion in spatial domain

H. Encryption Efficience

This subsection presents a comparative analysis of the
proposed technique with the joint encryption/watermarking
algorithm for verifying medical image presented by D.
Bouslimi et al. [8]. The authors have suggested the merging of
a stream cipher algorithm (RC45) and watermarking
approaches. However, the stream cipher algorithm for
encryption still has a high time complexity according to the
abundant data in images. The approach is inefficient because a
large amount of time is spent on the encryption process. The
proposed algorithm is able to overcome the aforementioned
weaknesses by confusing LL subband with CA and diffusion in
the spatial domain. This proves an improvement by the
proposed technique over the existing watermarking and
encryption technique.

In the case of multimedia distribution in social networks, if
a technique requires a huge amount of time to encrypt/decrypt
an image, then it is not considered a feasible technique.
Therefore, the time efficiency of the proposed technique is
evaluated in this subsection. In the proposed technique, the
time efficiency is depicted in Table 1. These experiments are
run on a computer having a Pentium(R) Dual-Core E5700, and
with MATLAB 7.1 version. From the table, it is clear that time
taken for the encryption process is completed in 0.5s or so.
Therefore, we can say that the proposed JFE scheme is time



efficient, and it can provide security services within strict time
deadlines to users.

TABLE L. TIME EFFICIENCY
Images Lena | peppers | airplane baboon | watch
Time(s) 0.560 0.5228 0.4997 0.5188 0.5397

V. CONCLUSION

The traditional JFE methods don’t consider the relationship
between users, therefore they cannot be applied to secure
content sharing for social networks because of the tremendous
scale of social networks. In this paper, the first JFE method
based on CA and SNA in hybrid domains to deal with the
issues of multimedia sharing and traitor tracing is proposed.
The experiment results and algorithm analyses show that the
new algorithm possesses a large key space and can resist brute-
force, differential and statistical attacks. Our method does not
require a great deal of computation time because the proposed
algorithm confuses the important data using chaotic CA in the
DWT domain. This algorithm is simple, secure, fast, and easy
to be realized. The fundamental goal of our research has been
to provide a useful synthesis of SNA for the field of secure
multimedia distribution in social networks.
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Abstract—Recommendation systems have become prevalent
in recent years as they dealing with the information
overload problem by suggesting users the most relevant
products from a massive amount of data. For media
product, online collaborative movie recommendations make
attempts to assist users to access their preferred movies by
capturing precisely similar neighbors among users or
movies from their historical common ratings. However, due
to the data sparsely, neighbor selecting is getting more
difficult with the fast increasing of movies and users. In this
paper, a hybrid model-based movie recommendation
system which utilizes the improved K-means clustering
coupled with genetic algorithms (GA) to partition
transformed user space is proposed. It employs principal
component analysis (PCA) data reduction technique to
dense the movie population space which could reduce the
computation complexity in intelligent movie
recommendation as well. The experiment results on
Movielens dataset indicate that the proposed approach can
provide high performance in terms of accuracy, and
generate  more reliable and personalized movie
recommendations when compared with the existing
methods.

Keywords—Movie recommendation, Collaborative
filtering, Sparsity data, Genetic algorithms, K-means

l. INTRODUCTION

Fast development of internet technology has resulted
in explosive growth of available information over the last
decade. Recommendation systems (RS), as one of the
most successful information filtering applications, have
become an efficient way to solve the information
overload problem. The aim of Recommendation systems
is to automatically generate suggested items (movies,
books, news, music, CDs, DVDs, webpages) for users
according to their historical preferences and save their
searching time online by exacting useful data.

Movie recommendation is the most widely used
application coupled with online multimedia platforms
which aims to help customers to access preferred movies

*Corresponding author. Tel.: +86 22 27406125; Fax: +86 22 87401540
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intelligently from a huge movie library. A lot of work has
been done both in the academic and industry area in
developing new movie recommendation algorithms and
extensions. The majority of existing recommendation
systems is based on collaborative filtering (CF)
mechanism [1-3] which has been successfully developed
in the past few years. It first collects ratings of movies
given by individuals and then recommends promising
movies to target customer based on the “like-minded”
individuals with similar tastes and preferences in the past.
There have been many famous online multimedia
platforms (e.g., youtube.com, Netflix.com, and
douban.com) incorporated with CF technique to suggest
media products to their customers. However, traditional
recommendation systems always suffer from some
inherent limitations: poor scalability, data sparsity and
cold start problems [3, 4]. A number of works have
developed model-based approaches to deal with these
problems and proved the benefits on prediction accuracy
in RS [5-8].

Model-based CF uses the user-item ratings to learn a
model which is then used to generate online prediction.
Clustering and dimensionality reduction techniques are
often employed in model-based approaches to address
the data sparse problem [5, 8-9]. The sparsity issues arise
due to the insufficiency of user’s history rating data and
it is made even more severe in terms of the dramatically
growth of users and items. Moreover, high-dimensional
rating data may cause it difficult to extract common
interesting users by similarity computation, which results
in poor recommendations. In the literature, there have
been many model-based recommendation systems
developed by partitioning algorithms coupled, such as K-
means and self-organizing maps (SOM) [15-18, 20]. The
aim of clustering is to divide users into different groups
to form “like-minded” (nearest) neighbors instead of
searching the whole user space, which could dramatically
improve the system scalability. It has been proved that
clustering-based recommendation systems outperform
the pure CF-based ones in terms of efficiency and
prediction quality [7, 9-11]. In many works, the
clustering methods are conducted with the entire
dimensions of data which might lead to somewhat



inaccuracy and consume more computation time. In
general, making high quality movie recommendations is
still a challenge, and exploring an appropriate and
efficiency clustering method is a crucial problem in this
situation.

To address challenges aforementioned, a hybrid
model-based movie recommendation approach is
proposed to alleviate the issues of both high
dimensionality and data sparsity. In this article, we
construct an optimized clustering algorithm to partition
user profiles which have been represented by denser
profile vectors after Principal Component Analysis
transforming. The whole system consists of two phases,
an online phase, and an offline phase. In offline phase, a
clustering model is trained in a relatively low
dimensional space, and prepares to target active users
into different clusters. In online phase, a TOP-N movie
recommendation list is presented for an active user due to
predicted ratings of movies. Furthermore, a genetic
algorithm (GA) is employed in our new approach to
improve the performance of K-means clustering, and the
improved clustering algorithm is named as GA-KM. We
further investigate the performance of the proposed
approach in Movieslens dataset. In terms of accuracy and
precision, the experiment results prove that the proposed
approach is capable of providing more reliable movie
recommendations comparing with the existing cluster-
based CF methods.

The remainder of this paper is organized as follows:
section 2 gives a brief overview on collaborative
recommendation  systems and  clustering-based
collaborative recommendation. Then we discuss the
development of our proposed approach called PCA-
GAKM movie recommendation system in detail in
Section 3. In section 4, experiment results on movielens
dataset and discussion are described. Finally, we
summarize this paper and the future work is given.

Il.  RELATED WORK

A. Movie Recommendation Systems based on
Collaborative Filtering

Recommendation systems (RS), introduced by
Tapestry project in 1992, is one of the most successful
information management systems [12]. The practical
recommender applications help users to filter mass
useless information for dealing with the information
overloading and providing personalized suggestions.
There has been a great success in e-commerce to make
the customer access the preferred products, and improve
the business profit. In addition, to enhance the ability of
personalization, recommendation system is also widely
deployed in many multimedia websites for targeting
media products to particular customers. Nowadays,
Collaborative filtering (CF) is the most effective
technique employed by movie recommendation systems,
which is on the basis of the nearest-neighbor mechanism.
It is on the assumption that people who have similar
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history rating pattern may be on the maximum likelihood
that have the same preference in the future. All “like-
minded” users, called neighbors, are derived from their
rating database that is recording evaluation values to
movies. The prediction of a missing rating given by a
target user can be inferred by the weighted similarity of
his/her neighborhood.

Reference [6] divides CF techniques into two
important classes of recommender systems: memory-
based CF and model-based CF. Memory-based CF
operate on the entire user space to search nearest
neighbors for an active user, and automatically produce a
list of suggested movies to recommend. This method
suffers from the computation complexity and data
sparsity problem. In order to address computational and
memory bottleneck issues, Sarwar et al. proposed an
item-based CF in which the correlations between items
are computed to form the neighborhood for a target item
[4]. In their empirical studies, it is proved that item-based
approach can shorten computation time apparently while
providing comparable prediction accuracy.

Model-based CF, on the other hand, develops a pre-
build model to store rating patterns based on user-rating
database which can deal with the scalability and sparsity
issues. In terms of recommendation quality, model-based
CF applications can perform as well as memory-based
ones. However, model-based approaches are time-
consuming in building and training the offline model
which is hard to be updated as well. Algorithms that
often used in model-based CF applications include
Bayesian networks [6], clustering algorithms [9-11],
neural networks [13], and SVD (Singular Value
Decomposition) [5, 14]. While traditional collaborative
recommendation systems have their instinct limitations,
such as computational scalability, data sparsity and cold-
start, and these issues are still challenges that affect the
prediction quality. Over the last decade, there have been
high interests toward RS area due to the possible
improvement in performance and problems solving
capability.

B. Clustering-based Collaborative Recommendation

In movie recommendation, clustering is a widely
used approach to alleviate the scalability problem and
provides a comparable accuracy. Many works have
proved with experiments that the benefits of clustering-
based CF frameworks [15-18]. The aim of clustering
algorithms is to partition objects into clusters that
minimize the distance between objects within a same
cluster to identify similar objects. As one of model-based
CF methods, clustering-based CF is used to improve k-
nearest neighbor (k-NN) performance by prebuilding an
offline clustering model. Typically, numbers of users can
be grouped into different clusters based on their rating
similarity to find “like-minded” neighbors by using the
clustering technique. Then the clustering process is
performed offline to build the model. When a target user
arrived, the online module assigns a cluster with a largest



similarity weight to him/her, and the prediction rating of
a specified item is computed based on the same cluster
numbers instead of searching whole user space.

According to early studies in [3, 6], CF coupled with
clustering algorithms is a promising schema to provide
accuracy personal recommendations and address the
large scale problems. But they also concluded that good
performance of clustering-based CF depends on
appropriate clustering techniques and the nature of
dataset as well. Li and Kim applied fuzzy K-means
clustering method to group items which combined the
content information for similarity measurement to
enhance the recommendation accuracy [9]. In the
conclusion of their work, it shows that the proposed
cluster-based approach is capable of dealing with the
cold start problem. Furthermore, Wang et al. developed
[19] a new approach to cluster both the rows and
columns fuzzily in order to condense the original user
rating matrix. In Kim and Ahn’s research, a new optimal
K-means clustering approach with genetic algorithms is
introduced to make online shopping market segmentation
[10]. The proposed approach is tested to exhibit better
quality than other widely used clustering methods such
as pure K-means and SOM algorithms in the domain of
market segmentation, and could be a promising tool for
e-commerce recommendation systems.

Liu and Shih proposed two hybrid methods that
exploited the merits of the Weighted RFM-based and the
preference-based CF methods to improve the quality of
recommendations [20]. Moreover, K-means clustering is
employed to group customers based on their enhanced
profile. The experiments prove that the combined models
perform better than the classical K-NN mechanism. Xue
et al. proposed a novel CF framework that uses clustering
technique to address data sparsity and scalability in
common CF [7]. In their work, K-means algorithm is
employed to classify users for smoothing the rating
matrix that is to generate estimated values for missing
ratings corresponding to cluster members. In latter
recommendation phrase, the clustering result is utilized
to neighborhood selection for an active user. The
experiment results show that the novel approach can
demonstrate significant improvement in prediction
accuracy. Georgiou and Tsapatsoulis developed a genetic
algorithm based clustering method which allows
overlapping clusters to personalized recommendation,
and their experiment findings show that the new
approach outperforms K-means clustering in terms of
efficiency and accuracy [21].

The above works have proved that clustering-based
CF systems show more accuracy prediction and help deal
with scalability and data sparse issues.

Ill.  PCA-GAKM BASED COLLABORATIVE FILTERING

FRAMEWORK

In this section, we aim at developing a hybrid cluster-
based model to improve movie prediction accuracy, in
which offline and online modules are coupled to make
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intelligent movie recommendations. Traditional CF
search the whole space to locate the k-nearest neighbors
for a target user, however, considering the super high
dimensionality of user profile vectors, it is hard to
calculate a similarity to find like-minded neighbors based
on ratings which leads to poor recommendation because
of sparse. To address such an issue, our offline clustering
module involves two phases: 1) to concentrate feature
information into a relatively low and dense space using
PCA technique; 2) To build an effective GA-KM
clustering algorithm based on the transformed user space.

Fig 1 shows an overview of the new approach: offline
module represented by light flow arrows, is used to
optimize and train the user profiles into different clusters
on the basis of history rating data; online module is real-
time movie recommendation noted with dark flow arrows,
to which a target user’s rating vector input, and come out
with a TOP-N movie recommendation list. We explain
the details in the following.

8

Feature Selection
with PCA

B —

Active user
R (r.r, r)

GA-Kmeans

clustering

TOP-N list
recommendations
' cz2

caculate
estimate rating -

value with
neighbors in C,
Fig 1. Overview of proposed movie recommendation system
framework

nearest cluster
C; selection

A. Pre-processing Data using PCA

In this section, we employ a linear feature extraction
technique to transfer the original high space into a
relatively low space in which carries denser feature
information. Since the high dimensionality of user-rating
matrix which is mostly empty at the beginning makes the
similarity computation very difficult, our approach is
started with PCA-based dimension reduction process. As
one of the most successful feature extraction techniques,
PCA is widely used in data prefilling and dimensional
reduction of collaborative filtering systems [14][22-23].

The main idea of PCA is to convert the original data
to a new coordinate space which is represented by
principal component of data with highest eigenvalue. The
first principal component vector carries the most



significant information after ordering them by
eigenvalues from high to low. In general, the components
of lesser significance are ignored to form a space with
fewer dimensions than the original one. Suppose we have
user-rating m>n matrix in which n-dimension vector
represents user’s profile. It turns out the n principal
components after performing eigenvalue decomposition,
and we select the only first d components (d<«n) to keep
in the new data space which is based on the value of
accumulated proportion of 90% of the original one. As a
result, the reduced feature vectors from PCA are
prepared to feed to GA-KM algorithm for classification.

B. An Enhanced K-means Clustering Optimized by
Genetic Algorithms

Memory-based CF systems suffer from two main
common flaws: cold-start and data sparse. Many research
works have proved benefits of cluster-based CF in terms
of the increased quality of recommendation and
robustness. The objective of this section is to propose an
effective classification method to ensure the users who
have the same preference could fall into one cluster to
generate accurate like-minded neighbors. The GA-KM
algorithm we employed in this work can be roughly
performed in two phases:

e K-means clustering

K-means algorithm is one of the most commonly
used clustering approaches due to its simplicity,
flexibility and computation efficiency especially
considering large amounts of data. K-means iteratively
computes k cluster centers to assign objects into the most
nearest cluster based on distance measure. When center
points have no more change, the clustering algorithm
comes to a convergence. However, K-means lacks the
ability of selecting appropriate initial seed and may lead
to inaccuracy of classification. Randomly selecting initial
seed could result in a local optimal solution that is quite
inferior to the global optimum. In other words, different
initial seeds running on the same dataset may produce
different partition results.

Given a set of objects (X, X,,:*X,) , where each object

is an m-dimensional vector, K-means algorithm aims to
automatically partition these objects into k groups.
Typically, the procedure consists of the following steps
[24-25]:

1) choose k initial cluster centers C;, j=1,2,3...k;

2) each x; is assigned to its closest cluster center
according to the distance metric;

3) compute the sum of squared distances from all
members in one cluster:

1)

where M; denotes the mean of data points in
Ctemp;

ok s “m P
J’Zj:lz'ectemp“xi MJ”
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4) if there is no further change, then the algorithm
has converged and clustering task is end;
otherwise, recalculate the M; of k clusters as the
new cluster centers and go to step2.

To overcome the above limitations, we introduce
genetic algorithm to merge with K-means clustering
process for the enhancement of classification quality
around a specified k.

e Genetic algorithms

Genetic algorithms (GA) are inspired by nature
evolutionary theory which is known for its global
adaptive and robust search capability to capture good
solutions [26]. It can solve diverse optimization problems
with efficiency due to its stochastic search on large and
complicated spaces. The whole process of GA is guided
by Darwin’s nature survival principle and provides a
mechanism to model biological evolution. A GA utilizes
a population of “individuals” as chromosomes,
representing possible solutions for a given problem. Each
chromosome contains number of genes which is used to
compute fitness to determine the likelihood of
reproduction for the next generation. Typically, a
chromosome with the fittest value will be more likely to
reproduce than unfit ones. GAs iteratively creates new
populations replace of the old ones by selecting solutions
(chromosomes) on the basis of pre-specified fitness
function. During each successive iteration, three genetic
operators are executed to construct the new generation
known as selection, crossover and mutation. Selection
process selects a proportion of the current population to
breed a new generation according to their fitness value.
Crossover operator allows swapping a portion of two
parent chromosomes for each other to be recombined
into new offspring. Mutation operator randomly alters
the value of a gene to produce offspring. All above
operators provide the means to extend the diversity of
population over time and bring new information to it.
Finally, the iterations tend to terminate when the fitness
threshold is met or a pre-defined number of generations
is reached.

A common drawback of K-means algorithm has
described above that sensitivity selection of initial seeds
could influence final output and easy to fall into local
optimum. In order to avoid the premature convergence of
K-means clustering, we considered a genetic algorithm as
the optimization tool for evolving initial seeds in the first
step of K-means process in order to identify optimal
partitions. In our study, a chromosome with k genes is

designed for k cluster centers as (X, Xy, --X.), where x;

is a vector with n dimensions. During the evolution
process, we applied fitness function to evaluate the
quality of solutions that is:

f (chromosome) = "~ min__ (dist(C.x,))  (2)

1<i<k



The fitness value is the sum of distances for all inner the fitness criterion is satisfied. Once the optimal cluster

points to their cluster centers and tries to minimize the centers have come out, we use them as initial seeds to
values which correspond to optimized partitions. In every perform K-means algorithm in the last step of clustering.
successive iteration, three genetic operators precede to Pseudo-code of the hybrid GA-KM approach is presented
construct new populations as offspring according to the as follows, and other configuration parameters will be
fittest survival principles. The populations tend to pointed in Fig 2.

converge to an optimum chromosome (solution) when

Algorithm: GA-KM Pseudo-code
Initialization:
Parameters Initialization:
Maximum Iterations Tmax = 200 and iteration t=0;
Population Size popnum = 50;
Clusters Number: k;
Probability of Crossover: Pc;
Probability of Mutation: Pm;
Fitness function: minimize the total distance of every sample to its nearest center
f (chromosome) = ZX min___ (dist(C, x,))
Population Initialization:
Generate the initial population P(0) randomly, each individual consists of k centers;
While ( t< Tmax)

{
For i =1 to popnum
fi = f (chromosomei );
End
Optimization Reserved for Each Population;
Selection Operator:
Roulette Selection;
Crossover Operator:
Select @ €[1,k] randomly;
Crossover parent chromosomes with probability Pc:
Parent chromosomes C;;,Ci,, new pair of Children chromosomes C;;',Ci,":
Cii'=[Ci1 (L: @ 2); Cip (at1: end, )]
Ci2 = [Ci2 (1: o, 2); Ciy (a+1: end, :)]
Compare Ci;',Ci,' with C;1,Cjy, if the children chromosomes are better than the parents, the parents will
be replaced with the children;
Replace the worst two chromosomes in population with C;;',Cy,";
Mutation Operator:
Mutate each center of the best chromosomes with probability Pm respectively:
For each center C;:
Replace C; with random center in all samples;
Compare C,y With C;, if itis better, C; will be replaced with Cie, ;
t=t+1;
}

Get the initial k centers with the optimal fitness value.
K-means Optimization:
Generate new clusters and new Kk centers;

Fig 2. GA-KM clustering algorithm procedure

The offline model was constructed by our PCA- S simU,.y)x R, ~R)
GAKM approach, and once the target user is reached, P ien = R, + 25 @ y iy €)]
we calculate the most interesting movies as TOP-N e 2, (simU,, )
recommendation list online from a cluster neighborhood
instead of searching the whole user space. The _
estimated rating value for an un-rated movie given by where R, is average rating score given by U,, Cis a
U, is predicted as follows [27]: set of neighbors belonging to one common cluster with
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U, R, denotes the average rating given by U,’s

neighbor y, sim(U, , y) is a similarity function based on
Pearson correlation measure to decide the similarity
degree between two users.

IV. EXPERIMENTS AND RESULTS

In this section, we describe the experimental design,
and empirically investigate the proposed movie
recommendation algorithm via PCA-GAKM technique
and compare its performance with benchmark
clustering-based CF. Finally the results will be analyzed
and discussed. We carried out all our experiments on
Dual Xeon 3.0GHz, 8.0GB RAM computer and run
Matlab R2011b to simulate the model.

A. Data Set and Evaluation Criteria

We consider the well-known Movielens dataset to
conduct the experiments, which is available online,
including 100,000 ratings by 943 users on 1,682 movies,
and assigned to a discrete scale of 1-5. Each user has
rated at least 20 movies. We use ¢ to describe the
sparsity level of dataset: Om=1-
100,000/943%1682=0.9369. Then the dataset was
randomly split into training and test data respectively
with a ratio of 80%/20%. We utilized training data to
build the offline model, and the remaining data were
used to make prediction. To verify the quality of
recommendation, we employed the mean absolute error
(MAE), precision, recall as evaluation measures which
have been widely used to compare and measure the
performance of recommendation systems. The MAE is a
statistical accuracy metric which measures the average
absolute difference between the predicted ratings and
actual ratings on test users as shown in Eq.(4). A lower
MAE value corresponds to more accurate predictions.

Z|'Si,j —ri,,-| (4)
M

where M is the total number of predicted movies, F"}j ,

represents the predicted value for user i on item j, and
r, ; is the true rating.

MAE =

To understand whether users are interested with the
recommendation movies, we employ the precision and
recall metrics which are widely used in movie
recommender systems to evaluate intelligence level of
recommendations. Precision is the ratio of interesting
movies retrieved by a recommendation method to the
number of recommendations. Recall gives the ratio of
interesting movies retrieved that is considered
interesting. These two measures are clearly conflict in
nature because increasing the size of recommended
movies N leads to an increase in recall but decrease the
precision. The precision and recall for Top-N (N is the
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number of predicted movies) recommendation are
defined in (5) & (6) respectively.

interesting (1 TopN
precision = | g MTopN| ®)
N
interesting (1 TopN
recall = | gNTop | (6)

linteresting|

B. Experimental Designs

We try to conduct different clustering algorithms —
K-means, SOM, and the proposed GA-KM on a
relatively low dimension space after PCA
transformation. K-means is easy with efficiency, but
sensitive for initial cluster and often convergence to a
local optimum. SOM, as an artificial neural network,
has been applied to many intelligent systems for its
good performance. In our GA optimal processing, we
use Euclidean distance measure to decide the similarity
of n-dimensional vectors in search space. The initial
population is generated with the size of 50 and number
of generation: Tmax=200. Parameter N represents the
number of movies on the recommendation list. To
decide the cluster number K suitably, we first make a
robust estimation on unrated scores by performing
global K-means clustering operations on dataset where
K varies from 4 to 28. It has been seen in Fig 3 that
smaller MAE values occurs when K is between 12 and
18. Thus we set K to 16 as the total number of clusters
to guide our numerical experiments.

0. 82

N =~
: e

0.7

0. 77

0. 78
4 6 8 10 12 14 16 18 20 22 24 26 28

K-cluster number

Fig 3. Precision error on different cluster numbers

In this part, we use an all-but-10 method, in which
we randomly held out ten ratings for each user in test
data that should be predicted based on model. Prediction
is calculated for the hidden votes by three clustering
algorithms to compare the recommendation accuracy. In
addition, to examine the prediction precision, we
employed UPCC (Pearson Correlation Coefficient based
CF) and up-to-date clustering-based CF methods to
compare with the proposed hybrid clustering approach.

We also conduct experiments to verify quality of the
new hybrid model. Here cold-start users are defined as
users who have rated less than 5 movies. We get five
ratings visible for each test user; the rest of ratings



replaced with null, and tried to prediction their values.
Given5 data is designed to test cold-start problem
caused by a new user with little history information. To
normal target users, we also build Givenl10 to Given20
and Allbuts to Allbutl0 test data to generate
recommendation. In each above experiment, we repeat
five times for randomly training and test datasets, and
average the results.

C. Results and Discussion

The sparse of user-item rating matrix makes it hard
to find real neighbors to form the final recommendation
list. In our experiments, we compare the performances
and some trends of the existing baseline CF movie
recommendation systems with our approach, while the

neighborhood size varies from 5-60 in an increment of 5.

Detail explanation is showed as the follows from
experiment results:

1) Performance of PCA-GAKM CF approach

We first try to evaluate the movie recommendation
quality with the traditional cluster-based CFs. Fig 4
shows that all methods tries to reach the optimum
prediction values where the neighborhood size varies
from 15-20, and it becomes relatively stable around 60
nearest neighbors. All clustering with PCA algorithms
performed better accuracy than pure cluster-based CFs.
We consider that PCA process could be necessary to
dense the original user-rating space, and then improve
the partition results. Without the first step of
dimensional reduction, GAKM and SOM gave very
close MAE values and it seems that GAKM produce
slightly better prediction than SOM. When coupling
with PCA technique, GAKM shows a distinct
improvement on recommendation accuracy compared
with SOM. Moreover, the proposed PCA-GAKM
performs apparently high accuracy among all the
algorithms, and produces the smallest MAE values
continually where the neighbor size varies. All K-means
clustering CF generate increasing MAE values which
indicate the decreasing quality for recommendation due
to sensitiveness of the algorithm. Traditional user-based
CF produces relatively worse prediction compared with
the basic clustering-based methods.

To exam the difference of predictive accuracy
between our proposed method and other comparative
cluster-based methods, we applied t-test in the
recommendation results. As shown in Table 1, the
differences between MAE values are statistically
significant at the 1% level. Therefore, we can affirm
that the proposed PCA-GAKM outperforms with
respect to the comparable cluster-based methods.
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TABLE 1. THE T-TEST RESULTS FOR VARIOUS CLUSTER-BASED
METHODS IN TERMS OF MAEs.

PCA-

GAKM
Method Mean Std. dev t-Value  Sig*
PCA-SOM 0.8018  5.900e-03 9.0633  .000
SOM-CLUSTER 0.8078  2.589e-03 16.5194 .000
UPCC 0.8232  1.292e-03 28.9869 .000
KMEANS- 0.8175  2.244e-03 23.3691 .000
CLUSTER
PCA-KMEANS 0.8412  2.845e-03 37.0515 .000
GAKM-CLUSTER  0.8040  2.786e-03 13.8541 .000
PCA-GAKM 0.7821  4.747e-03

*Statistically significant at the 1% level.
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Fig 4. Comparing accuracy with existing clustering-based CF

2) Precision of PCA-GAKM CF approach

To analyze precision of recommendation, we fix the
neighbor size n=20. As seen from Fig 5, the overall
precisions improve with the increasing number of
recommendation, and the PCA-GAKM generates higher
precision rates which indicate that it can recommend
more interesting and reliable movies to users than other
clustering-based algorithms when a relatively small
number of movies on recommendation list are
considered. In addition, Fig 6 compares the recall rates
of user interesting movies, and it’s apparently that PCA-
GAKM still provide greater recall rates with each value
in N (the number of recommendation). The existing
cluster-based CFs show lower precision and recall rates
comparing to our optimal clustering approach.

3) Recommendation of cold-start users

We finally experiment the cold-start problem with
“less information” users who has rated few movies in
history. It is understandable that searching neighbors in
high dimensional space become difficult for cold-start
users with few ratings. Fig 7 enables us to discover that
clustering coupled with PCA methods may produce a
generalized improvement in prediction accuracy for
cold-start users. Among examined clustering methods,
the proposed PCA-GAKM seems to have the best



performance in alleviating cold-start with the
satisfactory MAE values. With increasing number of
ratings used to make prediction, all approaches show the
similar trend that prediction accuracy is getting higher
as presented in Fig 7.
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V. CONCLUSIONS AND FUTURE WORK

In this paper we develop a hybrid model-based CF
approach to generate movie recommendations which
combines dimensional reduction technique with
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clustering algorithm. In the sparse data environment,
selection of “like-minded” neighborhood on the basis of
common ratings is a vital function to generate high
quality movie recommendations. In our proposed
approach, feature selection based on PCA was first
performed on whole data space, and then the clusters
were generated from relatively low dimension vector
space transformed by the first step. In this way, the
original user space becomes much denser and reliable,
and used for neighborhood selection instead of
searching in the whole user space. In addition, to result
in best neighborhood, we apply genetic algorithms to
optimize K-means process to cluster similar users.
Based on the Movielens dataset, the experimental
evaluation of the proposed approach proved that it is
capable of providing high prediction accuracy and more
reliable movie recommendations for users’ preference
comparing to the existing clustering-based CFs. As for
cold-start issue, the experiment also demonstrated that
our proposed approach is capable of generating
effective estimation of movie ratings for new users via
traditional movie recommendation systems.

As for future work, we will continue to improve our
approach to deal with higher dimensionality and
sparsity issues in practical environment, and will
explore more effective data reduction algorithms to
couple with clustering-based CF. Furthermore, we will
study how the variation number of clusters may
influence the movie recommendation scalability and
reliability. To generate high personalized movie
recommendations, other features of users, such as tags,
context, and web of trust should be considered in our
future studies.
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Abstract

How to smoothly replay high-definition (HD) videos in
desktop virtualization systems has been a much needed yet
challenging problem. Existing desktop virtualization sys-
tems apply well to classic office-applications but offer a
very limited performance for multimedia applications, e-
specially for replaying HD videos. In existing solutions,
video is decoded on the server, and then decoded video da-
ta is highly compressed before being delivered to the client.
However, high compression ratio requires a large amount
of processing power and causes response delay, poor video
quality and dropped frames that greatly deteriorate user ex-
perience. Although some solutions have been optimized for
video replay, they are forced to modify media players and
only support specific video formats. Therefore, we propose
an original-stream based solution to provide good user ex-
perience for replaying HD videos in desktop virtualization
systems without any modification on applications as well
as support most of prevalent HD video formats. In our so-
lution, video content is directly delivered to the client in its
originally encoded state, and the actual video decoding and
rendering are executed by the client’s GPU. The experimen-
tal results validate our method and show that this proposed
approach measurably outperforms state-of-the-art solution-
s.

1 Introduction

As an emerging trend, virtualization [1, 2, 3] has been
widely used in cloud computing [4, 5, 6] over the past
decade. Among those virtualization applications, desktop
virtualization has become an important branch [7, 8]. In
desktop virtualization environment, all applications and op-
erating system code are executed in a server which lies in a

*This research is funded by National Natural Science Foundation of
China under grant NO. 60970125.
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remote data center. End user only needs a thin client which
handles display, keyboard and mouse combined with ade-
quate processing power for graphical rendering and network
communication. The client no longer has to keep user state
and communicate with server by using a remote protocol.
The protocol allows graphical displays to be virtualized, and
transmit user input from the client to the server [9]. Many
productive desktop virtualization systems have been devel-
oped and applied to various commercial applications since
they provide a lot of advantages for IT enterprises such as
reducing maintenance and operating costs and improving
resource utilization efficiency.

However, existing desktop virtualization systems stil-
1 suffer from a number of problems before being widely ap-
plied: they can not provide high fidelity display and good
interactive experiences for end users, especially on multi-
media applications which are commonly used in desktop
computing. Current remote display protocols such as Re-
mote Framebuffer protocol (RFB) [10] and Remote Desk-
top Protocol (RDP) [11] are widely used in desktop virtu-
alization systems [12]. They are mainly designed for low-
motion graphical applications, such as text editors whose
graphic changes are minor with low frequency. However,
those protocols cannot effectively support high-motion s-
cenarios such as video playback and real-time interactions.
First, because the transport of multimedia data over those
protocols is inefficient, requiring high bandwidth to ensure
the delivery of all frames to the client in real time. Sec-
ond, intensive computation for video decoding imposes a
heavy burden on server’s CPU, which greatly decreases the
overall performance of a desktop virtualization system with
increasing clients. The problems become even worse when
it comes to replaying high definition (HD) video [13] which
has a much larger amount of data than standard definition
(SD) video. Real-time re-encoding of the video data can
definitely save bandwidth but it is computationally expen-
sive, even with modern CPUs, and it causes high response
delay, poor video quality and dropped frames that greatly
deteriorate user experience.



To address the existing problems, we propose an
original-stream based solution for replaying HD videos in
desktop virtualization systems, which is named HDR for the
sake of simplicity and readability. Combined with virtual-
ization technology, HDR provides great user experiences of
replaying HD videos without any changes on applications
or the window system. The HDR prototype is implemented
in Virtualbox [14], an open source virtualization software.
The experimental results show that our system could reach
almost 100% video quality and full frame rate in full screen
on HD video playback in both 100 Mbps and 10 Mbps net-
work environments while classic systems only achieve no
more than 20% quality and very low frame rate which is
not enough to replay HD videos smoothly. We have tested
most of prevalent video formats such as H264, MPEG-2 and
VC-1 with generally used resolutions for HD videos such as
720P, 1080i and 1080P. Besides, a number of popular me-
dia players have been tested in our experiments. The re-
sults show that all the tested video formats and media play-
er applications can be well supported in HDR while some
other systems only support specific video formats and me-
dia player applications. Additionally, our solution greatly
reduces both server and client’s CPU usage by using GPU-
accelerated video decoding technology [15].

2 Related Work

Many productive desktop virtualization systems have
been developed and applied to various commercial appli-
cations since they provides a lot of advantages for IT en-
terprises such as reducing maintenance and operating cost-
s and improving resource utilization efficiency. VNC [10]
and THINC [16] are famous thin-client systems proposed in
academic research while in industry there are Microsoft Re-
mote Desktop [11], Citrix XenDesktop [17], VMware View
[18], Sun Ray and HP Remote Graphics and so on. Howev-
er, most of them cannot provide a satisfactory performance
for replaying HD videos.

VNC (Virtual Network Computing) is a popular remote
display system with RFB protocol. It uses a virtual driver
to maintain local copy of the framebuffer state used to re-
fresh its display and forward user input directly to the serv-
er. VNC provides a good performance for office applica-
tions but not for video, because the “Client-Pull” mode of
screen update in VNC is very sensitive to network latency.
It takes encoding time, data transmission time and round
trip latency time for every frame to be fully processed that
it is not suitable for frequently updated video replay.

THINC and its portable version pTHINC intercepts low-
level video driver commands and adopts a push mode to in-
teract with client. Its codec is efficient for Ul compression
but suffers from compression performance degradation over
multimedia content encoding. As a result, it can achieve
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a great multimedia playback performance with sufficient
bandwidth but not for network environments with low band-
width.

RDP (Remote Desktop Protocol) is widely used in desk-
top virtualization products such as Microsoft RDS and VM-
vare view. For office applications, such as a text editor or
a spread-sheet, RDP is highly optimized and the display
changes are quite small and have a sufficiently low frequen-
cy to cope with. However, with the emergence of multi-
media applications, existing remote display protocol cannot
reach the high levels of crisp. As a result, RDP provides a
poor performance for video replay. In recent years, multi-
media applications has been playing a significant role in re-
mote display, for example, Microsoft is taking much more
efforts to optimize RDP and VMyvare is trying to find a more
efficient solution for its desktop virtualization systems.

For the past few years, popular commercial products X-
en Desktop and RemoteFx [19] have devoted much effort
to the optimization for video replay. They try to deliver
video files to the client before they are decoded on the serv-
er, this method will achieve good video quality with low
bandwidth, but the main drawback is that they capture the
video stream from application layer by taking advantage of
Windows media foundation so that it only supports certain
video formats and media player applications that use the
necessary Windows media framework. Considering multi-
tudinous video formats and media player applications and
system scalability, these solutions are inappropriate to be
used in desktop virtualization systems.

3 Design of Architecture

We propose HDR, an original-stream based method to
solve existing problems of replaying HD videos in desk-
top virtualization systems. In the HDR, encoded video con-
tent and decoding API calls are intercepted from the display
driver of the server and delivered to the client through the
network. The client re-executes the API calls to display the
video on the screen. The intercepted video content is in it-
s originally encoded state, which means that the video has
never been decoded in the server. The proposed method
has two main goals: i) improving user experience of watch-
ing HD videos remotely in terms of video quality, fluency,
bandwidth and generality and ii) an obvious reduction on
server and client’s CPU utilization and an exclusive use of
server’s GPU.

3.1 Overview of HDR

Figure 1 shows the overview of the HDR. The clients are
connected to the desktop virtualization server through ether-
net or wireless network. User’s applications are executed in
Guest OS virtualized by the server. A HD video file played
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by a media player of the server will be eventually displayed
on the client’s screen. Generally, media players call video
acceleration (VA) APIs to leverage GPU-accelerated video
decoder for better decoding a HD video. Then the encoded
video content is passed to the display driver and finally de-
coded and rendered by GPU. But in the HDR, the video con-
tent and API calls will be intercepted in the display driver of
the server and delivered to the client by the virtual desktop
agent. The virtual desktop agent composes of command-
s & video bitstream hooker and event manager. Actually
the hooker is implemented by modifying the display driver,
which is used to intercept video content and API calls. Then
the event manager delivers the intercepted data to the clien-
t through the network. The hooker and the event manager
communicate with each other by shared memory. On the
client side, the client agent re-executes the API calls from
the server to display the video on the screen.

In the workflow of HDR, there is no need to compress
the video data for transmitting to the client, because the HD
video is not decoded on the server and it is still at the orig-
inally encoded state (e.g. H264, MPEG2, VC-1) which is
very suitable for transmitting. No compression and decom-
pression mean little quality loss, low response latency and
low CPU usage. Also the GPU of the server is not used.
Moreover, HDR intercepts the video data and commands
from the display driver layer which is transparent to appli-
cations so that it is able to work seamlessly with existing
applications without any modifications.

3.2 Original-stream based streaming

In the HDR, we deliver HD video content in its origi-
nally encoded state instead of highly compressed decoded
video data to the client through the network for two rea-
sons: Firstly, HD videos produced by cameras are always
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encoded to H264 [20], MPEG-2 or VC-1 formats due to
the large amount of data so that they can be easily stored
and transported in computer systems. For a desktop virtual-
ization system, it is very convenient to deliver and process
HD videos in those formats. Secondly, in a desktop vir-
tualization system, the objective is to enable client users to
achieve the same desktop experiences as in the local PCs. In
traditional solutions, HD videos are decoded on the server
and the decoded video data is highly compressed to reduce
bandwidth before transmitted to the client. On the client,
the compressed video data has to be decompressed before
displayed on the screen. The complicated process on video
data greatly damages the quality of HD videos, causes high
response delay and consumes more CPU power. Therefore,
HDR transmits HD video content in its originally encoded
state. In the HDR, high compression is not needed for video
data on the server and decompression is also eliminated on
the client, HD video can be replayed on the client at its ful-
1 quality with ideal frame rate. User can achieve the same
experience as that in the local PCs with low CPU usage of
both the server and client.

3.3 Driver-based video hooking

In the previous subsection, we discuss that it is much
better to deliver video data in its originally encoded state
instead of highly compressed decoded video data. In this
subsection, we discuss where to intercept the encoded video
data. In practice, video data can be intercepted at different
layers: media player application, display driver and frame-
buffer. In framebuffer, the video has been decoded to pixel
data which has to be highly compressed for transmitting to
client. In application layer, a video file is in the encoded
state but often encapsulated into different formats such as
MKYV, WMV and MP4, etc. Besides, a variety of media
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player applications have been developed such as Windows
media player, MPlayer, KMPlayer, etc. Meanwhile, vari-
ous development frameworks for media player application-
s such as Windows media foundation (WMF) and Direct-
Show have been proposed. In a virtual desktop, it is neces-
sary to support most of popular media player applications
and video formats. If we intercept the video data from the
application layer, we have to modify those different appli-
cations and the client agent will become much more com-
plicated. Therefore, the best choice is to intercept the video
data from the display driver layer which is transparent to
applications, and in the display driver, the video is also in
its encoded state. It enables HDR to work seamlessly with
existing applications without any modifications.

To intercept the encoded video data from the display
driver, we assume that all the media players of the serv-
er adopt GPU-accelerated technology to decode and render
the video. The GPU-accelerated technology guarantees the
encoded video data to be passed to the display driver for G-
PU decoding. GPU-accelerated video decoding technology
is very popular and widely used by most of media player
applications because that decoding tasks for HD videos are
often computation-intensive which imposes a heavy burden
on classic low-end CPUs, and high-end CPU is much more
expensive than GPU and consume a lot of power.

4 Implementation

We have implemented a prototype server based on Win-
dows 7 system in a virtual environment created by Virtual-
box and a client based on Windows 7 system in real phys-
ical machines. In the HDR, we have assumed that all the
media players of the server adopt GPU-accelerated technol-
ogy to decode and render HD videos so that the encoded
video data can be intercepted from the display driver. In
Windows 7 system, DirectX Video Acceleration (DXVA)
[21] technology is the most widely used GPU-accelerated
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technology. It is a Microsoft API specification for the Mi-
crosoft Windows and Xbox 360 platforms that allows video
decoding to be GPU accelerated. The pipeline of DXVA
allows certain CPU-intensive operations such as IDCT, mo-
tion compensation and deinterlacing to be offloaded to the
GPU. The DXVA is used by software video decoders to de-
fine a codec-specific pipeline for GPU-accelerated decoding
and rendering of the codec. The pipeline starts at the CPU
which is used for parsing the media stream and conversion
to DXVA-compatible structures. DXVA specifies a set of
operations that can be hardware accelerated and device driv-
er interfaces (DDIs) that the graphic driver can implement
to accelerate the operations.

In the HDR, we intercept encoded video content and de-
coding API calls By modifying the implementation of DX-
VA DDIs in server’s display driver. However, most of the
display drivers especially for Windows OS are commercial
proprietary closed, to achieve our goal, we have develope-
d a virtual display driver based on Windows Device Driver
Model (WDDM) [22] on the server. The main modification-
s are made in the user-mode display driver in case of severe
effects on system kernel as shown in Figure 2.

In order to deliver the intercepted data from the display
driver to the client, the virtual desktop agent takes advan-
tage of shared memory technology for the communication
between the event manager and the modified display driver
(i.e., the hooker). First, the event manager creates a shared
memory region and maps the region to its process space.
Then, the driver also maps the same shared region to its
process space so that both the event manager process and
the driver process can notify each other to read and write
the shared memory by holding an event handle. The driver
writes the intercepted data to the shared memory and notify
the event manager. The event manager reads the data and
delivers them to the client through the network.

Generally, media players need to query the ability infor-
mation of the local GPU before using DXVA to decode HD
videos. This is because that DXVA is only available for
suitable GPUs. In the HDR, the actual decoding and ren-
dering operations for HD videos are executed by the clien-
t’s graphic device. To work compatibly with the server, the
client should deliver the ability information of its graphic
device to the server in advance. Considering various video
cards of clients, we adopt a simple and adaptive method to
finish this job. Firstly, when a connection between a client
and server is built, the client delivers the ability information
of its video card to the server and the server will save the in-
formation as a local file which shall be valid until the client
disconnects with the server. Once a media player begins to
query the ability, the information of the file will be extract-
ed to it. This method effectively solves the ability query
problem and dynamically adapts diverse client video cards.



5 Performance Evaluation

In this section, system performance is evaluated in real
applications under different network conditions to demon-
strate the effectiveness of HDR. We mainly evaluate the per-
formance of HDR in terms of bandwidth consumption, CPU
usage, video quality and frame rate. Several prevalent re-
mote display systems are involved for comparison. They are
TightVNC [23], Microsoft Remote Desktop and THINC.

5.1 Experimental Setup

In our experiments, we use a 100 Mbps, 1ms latency
LAN network to emulate different network conditions. The
bandwidth emulated by the widely used network emulator
WANem [24] is 100 Mbps and 10 Mbps. The Server ma-
chine has a 2.66 GHz Intel Core 77 — 920 processor and 8
GB of RAM. Client_1 is a 2.0 GHz Intel Core II laptop with
1 GB of RAM, Client_2 is a thin client with a 1.6 GHZ Intel
ATOM N270 processor and 512 MB memory. the client_1
runs Windows 7 SP1 system and the client_2 runs Windows
Embedded Standard 7 system. For THINC, we use Virtual-
Box 4.1.16 to run Ubuntu 12.04 system on both server and
client hardware. For HDR we use VirtualBox 4.1.16 to run
Windows 7 system on server hardware. WANem emulator
is also installed on a virtual machine created by VirtualBox
4.1.16 on server hardware. The tested videos include vari-
ous formats with different resolutions, but in the following,
we just give the results of the two H264 HD video clips
for the limited space of this paper: (1)Video_l.avi (1280 *
720p, 30 fps, H264 codec, time: 119 s); (2)Video_2.mkv
(1920 * 1080p, 30 fps, H264 codec, time: 96 s). The media
player used is Windows media player for Windows system,
and for linux we use MPlayer.

5.2 Experimental Results

In the following, we introduce our experiments in detail
and show the experimental results of all the tested solutions
in terms of bandwidth consumption, CPU utilization, video
quality and frame rate. Besides, we have also tested that
how the FPS in HDR is affected by network delay.

5.2.1 Bandwidth consumption

This experiment is designed to show the detailed bandwidth
consumption of each participating system under differen-
t network conditions while replaying HD videos of differ-
ent resolutions. For the 100 Mbps high-bandwidth and 10
Mbps low-bandwidth environments, we compute the aver-
age bandwidth consumption during the video replay. We
can see the results from Figure 4 (a) and (b), all the solu-
tions consume different bandwidth for HD videos of differ-
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ent resolutions. 1080P video_2 consume much more band-
width than 720P video_1. HDR and TightVNC consume
much less than other solutions under both 10 Mbps and 100
Mbps, but TightVNC does not consume much bandwidth
simply because the quality of video is extremely low.

5.2.2 CPU consumption

Table 1. CPU utilization for video_1

Role ooiver Client.1 Client.2
Protocol

TightVNC 3.7% 4.9% 21.2%
RDP 12.5% 11.1% 35.4%
THINC 10% 10.4% 38.3%
HDR 3.7% 2.4% 10%

Table 2. CPU utilization for video_2

Role Server Client_1 Client_2
Protocol
TightVNC 4.8% 5.6% 22.5%
RDP 15.1% 12.9% 46.8%
THINC 12% 14.5% 44%
HDR 4.1% 3% 13.2%

For desktop virtualization systems, CPU consumption
is an essential metric for system performance. In this ex-
periment, we have tested the average CPU consumption of
video replay on the two clients and the server. Table 1 and
Table 2 show the CPU utilization of the participating sys-
tems for the two videos, respectively. As shown in the ta-
bles, video_2 consume much more CPU than video_1. H-
DR performs better than RDP and THINC, because HDR
delivers video data to the client without high compression
which costs much CPU resource and the client’s CPU dose
not need to decompress the video data. Additionally, video
decoding on the client is executed by GPU and CPU is just
used to process network I/O requests in HDR.

5.2.3 Video quality

Video quality is measured by using slow motion technique
[25], which takes both playback delays and frame drops in-
to consideration. Define Video Quality (V.Q.), the video
quality is calculated according to formula 1. 100% video
quality is the optimal quality, which means all video frames
are played at real-time speed. Figure 5 (a) and (b) show
the results of video quality for the two videos under 100
Mbps and 10 Mbps network environments, respectively. A-
mong the tested solutions, TightVNC provides the worst
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quality of video. RDP performs better than Tight VNC, it
can achieve almost 65% for 720P video-1 but only 40%
for 1080P video_2 under 100 Mbps. It becomes much
worse while the network bandwidth is reduced to 10 Mbps.
THINC does very well under 100 Mbps but it only achieve
the video quality no more than 20% under 10 Mbps even for
720P video_1. By contrast, HDR provide 100% quality of
the two videos under 100 Mbps, and the only quality loss is
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for 1080P video-2 under 10 Mbps. Thus, our proposed so-
lution outperforms all the tested solutions in terms of video
quality.

(DataTransfered(30fps))/(PlaybackTime(30fps))
Ideal FPS(30fps)
(DataTransfered(1fps))/(PlaybackTime(30fps))
Ideal FPS(1fps)

V.Q =

(1



5.2.4 Frames per second (FPS)

Table 3. Frame Rate under different network
environments

rotocol
Video

TightVNC RDP THINC HDR

10Mb/s (video_1) 4.1 6.6 11.2 30
10Mb/s (video-2) 3.7 5.3 6.2 28.8
100Mb/s (video-1) 6.2 124 208 30
100Mb/s (video_2) 5.8 10.1 16.1 30

In this experiment, the evaluated factor is FPS for video
replay on the clients, we compute the average FPS during
the video replay. FPS is a count of how many pictures a
movie displays per second. A frame is a still, visible image.
Showing these frames in succession creates the illusion of
a motion picture. For video_1 and video_2, the full FPS
is 30. We have tested these videos in a local PC, all of
them can achieve 30 FPS, but in the participating systems,
not all of them can make it. As shown in Table 3, HDR
can achieve an ideal FPS for both the two videos under 100
Mbps and video_1 under 10 Mbps, and it reaches 28.8 even
for 1080P video-2 under 10 Mbps. However, among the
other solutions, only THINC achieves a FPS greater than
20 for 720P video_1 under 100 Mbps, all the others have a
very low FPS especially for 1080P video_2 under 10 Mbps.

5.2.5 Network delay

The above experiments are done under LAN network with 1
ms latency. Although we have limited network bandwidth,
latency is not taken into account. In practice, propagation
delay between server and client can also affect system per-
formance. The above experimental results show that HDR
performs very well under both 100 Mbps and 10 Mbps en-
vironments, now we test the performance under different
network delay. We use WANem to emulate a 100 Mbps net-
work with different delay to test the average FPS of video
replay. As shown in Figure 6, when the delay is lower than
20 ms, the FPS is still ideal, but as the delay increases, the
FPS decreases rapidly. When the delay is more than 50 ms,
the FPS is too low for users to watch HD videos smooth-
ly. Though the above experiment results indicate that HDR
is an excellent solution for replaying HD videos in desktop
virtualization systems and performs much better than exist-
ing solutions, high network latency limits the performance
due to the large amount data of HD videos.

45

35

T T
—+— video_1
—&— video_2

30: % %

251

20

FPS

15-

10r

0

. . . . .
25 30 35 40 45
Delay (ms)

I I I I
0 5 10 15 20 50

Figure 5. How FPS is affected by network de-
lay in HDR

6 Conclusion

Desktop virtualization has been widely applied and mul-
timedia applications play a significant role in it. Existing
desktop virtualization systems provide good performance
for general-purpose applications but still have some chal-
lenges for multimedia applications, especially for replaying
HD videos which have large amount of data and frequent
display updates. We introduce HDR which transmits video
content to the clients in its originally encoded state so that
video is replayed on the client with ideal FPS, none of quali-
ty loss, low CPU cost and network bandwidth. The encoded
video content is intercepted from display driver layer on the
server which enables HDR to work seamlessly with unmod-
ified media player applications, do not depend on any mul-
timedia framework such as Windows media framework and
support most of prevalent video formats and HD resolution-
s. Besides, HDR uses an adaptive method to dynamically
adapts various clients with different video cards.

We have measured HDR’s performance on HD video re-
play in terms of bandwidth consumption, CPU usage, video
quality and frame rate under 100 Mbps and 10 Mbps net-
work environments and make a comparison with classic re-
mote display systems. From our experimental results, we
can see that HDR costs much less resource (CPU, network
bandwidth) and provides better user experience (FPS, video
quality) than other systems. It shows that HDR is a very
favorable method, which far outperforms other state-of-the-
art methods. In HDR, client users will achieve the same
good experience as that in a local PC. However, there are
still some limitations in our prototype system. In the fu-
ture, we plan to expand HDR to more client devices such as
smartphones and PDAs. We will also make more optimiza-



tions to reduce the complexity of client agents and lower the
processing time on the server to adapt for network environ-
ments with high latency.
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Fostering Participation and Co-Evolution
in Sentient Multimedia Systems
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Abstract—User diversity and co-evolution of users and systems
are two important phenomena usually observed in the design and
use of IT artifacts. In recent years, End-User Development (EUD)
has been proposed to take into account these phenomena, by
providing mechanisms that support people, who are not software
professionals, to modify, adapt, and even create IT artifacts
according to their specific evolving needs. This is particularly
true in the case of sentient multimedia systems, in which the
system is called on to interact with multiple sensors and multiple
human actors. However, to motivate and sustain these people, a
culture of participation is necessary, as well as proper meta-
design activities that may promote and maintain it. To this aim,
this paper first proposes a model for describing interaction and
co-evolution in sentient multimedia systems enhanced by EUD
features. Then it presents four main roles involved in interaction
and co-evolution, including that of maieuta-designer, as the
“social counterpart” of the meta-designer. Finally, it describes
how the maieuta-designer is in charge of carrying out all those
activities that are necessary to cultivate a culture of participation,
by means of proper ways that are briefly introduced in the paper.

Keywords-End-User Development; cultures of participation; co-
evolution; meta-designer; maieuta-designer

L INTRODUCTION

Sentient multimedia systems are distributed systems that
actively interact with the environment through the exchange of
multimedia information with many kinds of information
sources, such as sensors, robots, actuators, websites and others.
End users also belong to such sources of information, since
they are called on to communicate and express their feelings,
evolving needs and requests to this web of computational
nodes. Accordingly, the overall system has to take into account
this information flow coming from humans. If we take this
stance, a sentient multimedia system can also be seen as a
socio-technical system, which encompasses people (rather than
just users) that are bound together by social ties and personal
relations of acquaintance and that are also linked with each
other and with personal devices and other machines. The latter
are able to perceive the environment in which people interact,
also by considering the capability of people to feel a situation
besides perceiving it (e.g., through the issue of a preference,
"likes", and emoticons in tweets), and interpret situations to
give people multimedia and multichannel means to act
accordingly.
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In many IT domains, IT artifacts are usually developed as
commodities rather than as ad-hoc projects, that is more for
uniform populations of consumers rather than for members of
different communities that exhibit local needs and perform
situated practices to achieve their goals [1]. Moreover, each
end-user community is often characterized by user diversity,
due to users’ different physical and/or cognitive abilities, past
experiences, roles, responsibilities and work contexts. To this
end, in today's competitive global market, the adoption of
product configuration software has recently helped to
increasingly speed up the understanding of the customers'
needs for a successful design and implementation of
customized products [2-5]. In fact, product configuration is the
activity of customizing a product, in order to better meet the
needs of a particular end user more quickly. However, fulfilling
the needs of end users is a “moving target” [6], since they
evolve (e.g., regarding their proficiency of wuse, skills,
expectations, needs, wishes and domain knowledge) by using
software systems, and they can also change their practices (to
accommodate the new artifact [7]). Acknowledging this
twofold evolution (i.e., of users and their tasks) entails the
requirement that IT artifacts should be designed to be very
flexible, in order to be easily adapted to the specific needs of
the user communities and, hopefully, to be personalized by the
individual users to better fit their own evolving needs. This
overall phenomenon has been called co-evolution of users and
systems, to denote the variety of situations where users and
their systems must co-evolve in a continuously self-adapting
mutual fit [8].

End-User Development (EUD) has been proposed as one
possible solution to cope with the challenges posed by user
diversity and co-evolution, since it encompasses techniques
that allow end users to modify and extend their own IT artifacts
without necessarily delegating these modifications to software
professional developers. Taking co-evolution seriously sheds
light on the fact that continuously relying on professional
actors for these interventions would not be feasible in the long
run. Indeed, one kind of unintended consequence related to IT
artifact deployment, which is reported most frequently in the
specialist literature, regards the never-ending request for
modifications, corrections and evolution of artifacts by the
users [9]. In other words, in a EUD perspective, software
systems are viewed as “continuously evolving sociotechnical



systems driven by design activities of both professional
software engineers and users” [10].

For the particular human-oriented extension of the
traditional definition of sentient multimedia systems (see
above) proposed by us, we uphold that an EUD approach is
necessary also for the design and continuous evolution of this
novel class of applications. In particular, through the use of
EUD methods and techniques, a sentient multimedia system
can resemble a living system, with some degree of intelligence,
that reacts to the end users’ evolution through the consequent
self-adaptation and in turn favors the adaptation of end users to
the evolution of the system. In this way, the word “sentient”
would also imply “alive” and “intelligent”, as this kind of
emergent behavior is what characterizes many complex
systems, like socio-technical systems, that do have feedback
loops between perception and action.

However, this far-reaching objective also requires the
“cultivation” of a culture of participation, in order to motivate
and sustain end users in their contribution to system evolution.
This avoids the risk of participation inequality [11] and of
replicating the current gap between IT professionals and end
users at the shop floor level. The meta-design framework,
which aims to help “users to become co-designers at use time”,
has been proposed to this latter aim [12]. However, this
framework seems to have neglected some important aspects
that might make it more operative in real settings, like its
relationship with activities promoting a culture of participation.
Therefore, in this paper, we would like to investigate how to
extend the original proposal of meta-design with mechanisms
that are more specifically aimed at cultivating a culture of
participation and thus enabling a suitable environment for the
sustainable co-evolution of users and their systems.

To this end, we draw on our research experience in a
variety of application domains (e.g., medicine, mechanical
engineering, e-government and others) and on the analysis of
the existing literature about a variety of EUD projects. We first
propose a model for interaction and co-evolution that aims at
clarifying the dynamics occurring in EUD settings among the
different professionals involved, their tasks and the systems
they use. In particular, we expand the technical activities a
meta-designer should perform to support system adaptation and
growth over time, and then provide indications about the
activities of his/her “social counterpart”, namely the maieuta-
designer, who is in charge of activating all the necessary social
mechanisms that may sustain the co-evolution phenomenon.

The paper is organized as follows: Section II presents the
related works; Section III describes the proposed model for
interaction and co-evolution between users and systems, by
clarifying in particular the role played by each different
professional; Section IV expands the role of the maieuta-
designer and proposes a framework for supporting his/her
activities and Section V concludes the paper.

II.

Since the eighties, the human-computer interaction (HCI)
literature has proposed different techniques for the design of
interactive systems. They start from user-centered methods [13]
— including field studies, interviews, task analysis, usability

RELATED WORKS
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testing — and move on to participatory design techniques [14],
where users are directly involved in the creation of interaction
scenarios [15] and/or static and semi-static prototypes [16].

However, while HCI scholars have been considering user-
centered and participatory design approaches as consolidated
and successful practices for interactive system development,
only in recent years the need for continuous system
development with the participation of end users also at use time
has received adequate attention. Consequently, end-user
programming (EUP) techniques have been embedded in
commercial software, such as macro recording in word
processors, formula composition in spread sheets or filter
definition in e-mail clients. EUP is defined in [17] as
“programming to achieve the result of a program primarily for
personal, rather than public use.” However, as highlighted in
[18], the problem with end-user programming is that the
programs created by end users are often of too low quality in
terms of efficiency and maintainability. To cope with this
problem, the End-User Software Engineering (EUSE) research
area has emerged, which studies EUP practices and proposes
new kinds of technologies that help end users improve software
quality [17]. Software engineering activities, such as
specification, reuse, testing, and debugging, are the primary
focus of this research area, and therefore attention is put on the
software code created by end users.

Recently, the term ‘end-user programming’ has been
gradually replaced with the term ‘end-user development’ [19],
in order to give user involvement in system design a broader
perspective, with respect to mere code development for
personal goals. Indeed, EUD denotes any kind of active
participation of end users in the software design and
development process, ranging from requirement specification
through domain-specific modelling (cfr. [20]) to more
advanced activities, such as system personalization and
modification, or even creation of new software artifacts [21].
Therefore, contrary to participatory design, EUD research
advocates end user participation not only during the design
phase, but also during system usage. Both research lines are
currently very active: on the one hand, new methods and
techniques are being studied to better capture and satisfy user
requirements; on the other, a variety of mechanisms are being
proposed to allow run-time system modifications with
increasing complexity and expression power [22] and possible
creation of new software artifacts to be used by (or also by)
other people [23].

This has led to the conception of a new design paradigm for
systems that support EUD activities, namely meta-design.
In [10], meta-design is regarded as a framework for creating
“sociotechnical environments that empower domain experts to
engage actively in the continuous development of systems”.
Conversely, in [8] Costabile et al. view meta-design as “a
design paradigm that includes end users as active members of
the design team and provides all the stakeholders in the team
with suitable languages and tools to foster their personal and
common reasoning about the development of interactive
software systems that support end users’ work”. The two
proposals focus on different but complementary aspects of
meta-design: the former stresses the social as well as the
technical nature of the software environment that should foster



users’ involvement; the latter highlights the importance of
defining proper languages and tools to adequately support
different stakeholders’ participation in system development.

In both cases, meta-design is regarded in the wider
perspective of cultures of participation [12, 24]. Indeed,
cultures of participation open up new opportunities and
challenges for the design of innovative interactive systems,
whose users “are provided with the means to participate and to
contribute actively in personally meaningful problems” [12].
With respect to EUSE, cultures of participation thus pay more
attention to interaction design and conceptual modelling of
EUD environments, cooperation among users and impact on
work organizations. Particularly, beyond meta-design, Fischer
proposes two other components for establishing a culture of
participation [12] that we think are fundamental also in the
conception and design of sentient multimedia systems: 1)
social creativity, in order to allow all possible contributions to
be considered to solve a complex problem and to support
people interacting with each other and through shared hardware
and software artefacts; 2) richer ecologies of participation, in
order to obtain different levels of participation on the basis of
the different roles that people and their devices can play or
would like to play.

The importance of cultures of participation has been
demonstrated in the literature with reference to a variety of
application domains [12]. However, one aspect has been
neglected till now, that is how to enable users to appropriate
such a culture, in order to obtain software artifacts that
successfully evolve in user’s hands and co-evolve with users’
tasks, abilities, skills, and preferences. This is particularly true
for sentient multimedia systems, as they are bound to the
environment and the people living in it, and thus this requires
users to be even more engaged in their shaping over time. In
our view, this requires proper mechanisms and tools that allow
the nurturing and cultivation of cultures of participation within
organizational settings. To this end, in the following we
propose an analysis of the activities a meta-designer should
perform throughout the software life cycle. In particular, we
suggest refining the meta-designer role, by splitting and
specializing it into two main sub-roles — a more technical role
and a more social one — which, according to the situation,
domain, and budget constraints, can be played by the same
person or by different professionals.

III. ECOLOGY OF PARTICIPANTS IN CO-EVOLUTION OF

USERS AND SYSTEMS

This section is aimed at proposing a model for interaction
and co-evolution in complex settings, including sentient
multimedia systems. To this end, it first presents the traditional
view on the interaction and co-evolution between users and
systems, and then extends this view to the case of EUD
settings. In particular, it focuses on the roles played by different
stakeholders in EUD practice, and then clarifies how co-
evolution may be “technically” and “socially” sustained.

A. Interaction and Co-Evolution of End Users and Systems

The interaction and co-evolution model proposed in [25]
describes three types of mutual influence between end users
and systems, which give rise to three different cycles (see
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Figure 1). The most internal one is the interaction cycle,
namely a short-term cycle emerging from the exchange of
visual, aural, haptic or multi-modal messages between a user
and a system during interaction. This cycle has been modelled
in the literature in a variety of ways [26-28]. The intermediary
cycle is what Carroll and Rosson call the task-artifact cycle
[7]. Tt is a mid-term cycle that highlights how the software
artifacts created to support some user’s tasks usually suggest
new possible tasks and, to support these new tasks, new
artifacts must be created. Finally, the external cycle is a long-
term cycle that concerns the mutual influence between the
technology used for artifact implementation and the user
organization (fechnology-end-user organization cycle). Since
technology advances give software developers new
possibilities for improving interactive systems once they are
already in use, new interaction possibilities occur that might
change users’ working habits, thus making their social and
work organization evolve itself with technology [8, 29]. The
co-evolution phenomenon thus encompasses all the three
cycles, and they affect each other as described in [25].
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Figure 1. The traditional Interaction and Co-Evolution model.

Figure 1 also highlights the two roles involved in this
traditional view on interaction and co-evolution: the end user
and the sofiware developer. The end user is considered a
passive user of an interactive system and consumer of its
products and services. The software developer is the creator of
the system and, during its life cycle, he/she may be called on
to modify and extend it for adaptation to the emerging needs
and requests of end users.

B. Four Main Roles in EUD practice

In EUD literature, a new role is considered: the meta-
designer. Thus, the two main roles usually highlighted, other
than the software developer, are: end user and meta-designer.
End users are increasingly required to act as active contributors
at use time, thus becoming “producers” of contents and
functionalities, like in Wikipedia, Scratch, SketchUp, and many
others [12]. In literature such an “active” end user is called in
different ways: “power user” [30], “local developer” [31],
“gardener” [32], “end-user developer” [33], “bricolant
bricoleur” [34].



' System

Figure 2.

To disentangle this variability of names, we have proposed
to refer to such a figure with the term domain developer [23].
This term has been chosen because this person is always an
expert of the domain in which he/she works and her/his main
goal is more the development of the capabilities available in
her/his setting than just software code (software is never an end
in itself, but always a means). Thus, the domain developer
subsumes all those roles denoting people in charge of carrying
out software development activities (namely, ‘actual’ EUD
activities) without being professional software developers. In
some cases, end user and domain developer are roles played by
the same person, as in the case described in [10], where a
geoscientist decided to spend three months in acquiring
programming knowledge, in order to be able to develop
software for himself to analyze the data he collected. However,
in the majority of situations they are played by different people,
who may also belong to different communities, like in multi-
tiered proxy design problems [33], i.e. in all those situations
where end users cannot or are not willing to act as developers.
A typical example is the case of e-government, where citizens
using e-government services constitute the community of end
users, whilst civil servants called on to develop services for
citizens belong to the community of experts in government
issues [35], and thus may become domain developers. Another
example is the system described in [36], which provides an
editing tool that allows caregivers (domain developers) to
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customize a simple, wireless prompting system for individuals
with cognitive disabilities (end users).

The role of meta-designer, on the other hand, is intended
for all professionals who are in charge of creating “socio-
technical environments that empower users to engage actively
in the continuous development of systems rather than being
restricted to the use of existing systems” [37]. In other words, a
meta-designer “creates open systems at design time that can be
modified by their users, acting as co-designers, requiring and
supporting more complex interactions at use time” [12].

Given these definitions, which do not completely clarify the
activities a meta-designer should actually perform, we also
consider the role of maiueta-designer (the term is pronounced
just like that of meta-designer, but with a ju in the middle:
‘meta designer vs. mer ju.ta designer). Like the meta-designer,
also the maieuta-designer can be considered as someone in
charge of designing the EUD-enabling environment, by which
domain developers can build and adapt the artifacts to be used
by end users. The role of the maieuta-designer encompasses
activities that are involved in the task of supporting the meta-
task of the domain developers, namely creating the socio-
technical preconditions for: a) having the domain experts
appropriate the design culture and technical notions necessary
for the meta-task of artifact development and b) involving as
many end users as possible in the process of continuous



refinement of the artifact, by improving participation and
“produsage” [38]. For this reason we call such a designer a
“maieuta”. This is partly in analogy with the Socratic method
of making people acquire notions, motivations and self-
confidence to undertake challenging tasks and partly in clear
assonance with the term meta-designer, of which it is a
specialization more oriented to the social aspects of EUD
practice than to the technical ones [34].

C. Co-Evolution of End Users and Systems through EUD

The four roles described above — end user, domain
developer, meta-designer and maieuta-designer — interact with
each other and with the IT artifact and EUD tools, and each
contributes to the co-evolution phenomenon. Fig. 2 presents an
extended version of the Interaction and Co-evolution (ICE)
model previously described, which encompasses all the four
roles.

In EUD practice, the traditional co-evolution process (left-
hand side of the figure) is sustained by the right-hand side co-
evolution process, which involves the domain developer (see
Fig. 2). Indeed, requests for system evolution coming from end
users reach domain developers, who may directly operate on
the system through EUD tools or, if necessary, may in turn ask
meta-designers for the evolution of their own tools (by means
of the most internal cycle, i.e., the interaction cycle). In
particular, the task-artifact cycle that involves end users affects
the meta-task-artifact cycle of domain developers. For
example, in the Electronic Patient Record (EPR) project
described in [39], ward physicians can be aware that new data
are needed (for example, in the case of specific pathologies),
but they cannot find the related module in the EPR. Thus, they
have to ask for a new specific module from the head physician,
who, using EUD tools, will evolve the current EPR accordingly
or request meta-designers to create the new type of module.
The most external cycle is also in this case a long-term cycle
that regards the mutual influence between the technology used
for artifact implementation and the organization of the
community of the domain developers (technology-domain
developer organization cycle). Technology advances give
meta-designers new possibilities for improving interactive
systems used by domain developers to evolve the system,
resulting in new interaction possibilities that might also change
users’ work habits.

Thanks to the powerfulness of the current technology, even
accessible through the Internet, users have the possibility of
increasingly taking an active role in the development of
software tools suited to their needs. This has led from a strong
dichotomy between the end user and the domain developer to a
continuum of roles that constitutes a rich ecology of
participants [12, 40] with different skills towards development,
responsibility, appropriation and contribution in the whole eco-
system. This is true also in the case in which the same person is
and wants to be just a “consumer” (i.e., only a user) in some
situations and a “producer” (i.e., domain developer) in others.
Therefore, “end user/domain developer” is not an attribute of a
person, but a role assumed in a specific context. As we will
discuss in the following, the maieuta-designer is in charge of
fostering and favoring the migration path from the role of end
user to that of domain developer.
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The artifact in Fig. 2 is an intermediary object between the
two co-evolution processes, which can be regarded as being
composed of two parts: 1) the software system devoted to the
end user and 2) the EUD tools (including the EUD
environment and/or software components as building blocks of
the software system being developed) that are used by the
domain developer to generate and/or adapt the software system
for end users.

An intermediary object is usually an object that is shared,
exchanged and circulated among members of networks and
communities to mediate their interactions [41]. In [23], we
have further distinguished intermediary objects as boundary
objects and knowledge artifacts to better characterize their role
in EUD contexts. The notion of boundary objects has been
introduced by Bowker and Star [42] to account for those
artifacts that enable a sort of standardized and effectively
simplified communication and coordination between members
of different communities of practice. For example, in the e-
government project described in [43], a civil servant may
generate the XML description of an e-government service
through a suitable EUD environment, and this description gives
rise to the automatic creation of the web pages to be used by
citizens who will apply for the service. Therefore, the XML
description and the corresponding web pages can be regarded
as a boundary object between the civil servant and the citizen
communities. Knowledge artifacts, on the other hand, are
artifacts that enable and support learning and innovation within
a specific community of practice (what in [44] has been called
a “knowing community”), namely processes of knowledge
acquisition, accumulation and sharing among its members [45].
For example, the Electronic Patient Record [39, 46, 47]
represents a knowledge artifact used within a hospital ward and
among different wards for accumulating and sharing
knowledge about patients.

D. Supporting Co-Evolution in EUD settings: the Meta- and
Maieuta-Designer roles

Fisher et al. have proposed a set of meta-design guidelines
[10], namely indications at a high level of abstraction, on how
to carry out a meta-design project. Assuming the validity of
such guidelines, we propose here to make a further step, by
identifying some more operational indications, in order to make
the meta-design activities concrete. In particular, splitting the
social activities and technical activities that the meta-designer
and maieuta-designer are called on to carry out respectively is
done to take into account the socio-technical gap, that is the
divide between what is known that should be supported
socially and what can actually be technically supported [48].

To this aim, we suggest that the meta-designer be in charge
of designing and providing the most effective EUD tools that
may sustain the co-evolution between end users, domain
developers and IT artifacts. In this way, the meta-designer is
not just a software developer playing the role described in
Figure 1 (system development and its possible evolution over
time, on the basis of the users’ requests); but he/she must be
endowed with a set of skills that allows him/her to understand
the users’ potential for participation in software co-creation, in
order to support them with suitable technical tools. Thus he/she
must have competencies in human-computer interaction,



computer-supported cooperative work, interaction design,
knowledge management, multimedia and even semiotics [49].

A variety of EUD solutions have been proposed in the
literature over the years, from script creation [36], to
component-based approaches [50, 51] and from meta-model
instantiation [52, 53] to visual programming [8, 54, 55]. The
meta-designer is thus called on to choose the most suitable
paradigm for the case in hand, and tailor it to the application
domain, namely to its habits and users’ characteristics and
preferences. Furthermore, a meta-designer is requested to
develop the infrastructures for communication among end users
and between end users and domain developers [56].

The maieuta-designer, on the other hand, is not only what
elsewhere has been defined as a facilitator [57], that is, the role
responsible for facilitating the adoption of an IT artifact within
a certain community. Rather, the maieuta-designer is the person
who is supposed to facilitate appropriation [58], i.e., the
process by which end users migrate from their initial role to
that of domain developer along the continuum of roles
discussed in [40] or, at least, to enable and empower end users
to appropriate and contribute to their IT artifacts. Therefore, the
end users can commit themselves to improving the artifacts as a
way to make them more effective and their work more
efficient. Whenever an end user is not capable of, or not
interested in, “evolving” into the role of domain developer, the
maieuta-designer might favor her/his participation in system
evolution, e.g., by simply guiding her/him to report perceived
shortcomings and system faults, and suggesting due
modifications and appreciated improvements. Moreover, the
maieuta designer is also in charge of reducing the socio-
technical gap, by creating the conditions and making feasible
the use of the IT artifacts and lowering the tendency of the
users to just give up using them, especially if they do not have
any technical support from IT professional people.

The clarification provided here of the roles of meta-
designer and maiueta-designer is based on a critical reflection
on the authors’ experience in a variety of EUD projects.
Actually, in these projects they have often been engaged in
playing both roles, at different stages of the system life cycle.
As meta-designers, they have studied and proposed different
interaction metaphors and environments, to support domain
developers in carrying out EUD activities; whereas, as maieuta-
designers they have realized that, besides asking users the right
questions as any good business analyst does, it is even more
important that the users themselves are induced to think about
their answers and build their own awareness on how to deal
with issues through the system. Thus, the aim of this paper is to
shed light on the techniques that could be adopted to sustain
system appropriation, by underlying the need for transferring
this capability to someone inside the organization who could
reiterate the awareness process and make it sustainable.

IV. HELPING END USERS HELP THEMSELVES
This section provides some further hints on how the tasks
of the maieuta-designer could be performed.
A. Identifying the maieuta-designers and their tasks

As has been outlined above, the concept of maieuta-
designer means identifying someone who could make the
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community gathering around a EUD platform progressively
more independent of the IT professionals. To some extent,
he/she is the person who guarantees the long-term
sustainability of the EUD project. Therefore, this can be an IT
professional with an educational curriculum that is quite
different from the one traditionally proposed for the common
software analyst or engineer. This agenda would encompass,
for instance, teaching the basics of social informatics and some
qualitative research methods adapted to the IT domain [59],
like focus groups [60], insights on current theories on IT
impact and risk management [61], as well as notions of
socially-informed history of technological evolution [62].

The person playing this role must also train on the job one
or more “insiders” of the community of end users that will
continue his/her work of facilitation. The latter should be
endorsed by the sponsors of the IT project and the
organization’s top managers, and also be chosen on a
voluntarily basis according to their ability and will to
encourage colleagues to take part in the development process.
The term “designer” is not out-of-place here for at least two
reasons: first, the maieuta-designer would be a clear example of
a critical designer, i.e., someone “who asks carefully crafted
questions and makes [people] think” [63], instead of focusing
on solving problems and finding answers. Moreover, one of the
main tasks of the maieuta designer would be to “design” (or
better “co-design”) initiatives in which to promote the EUD
project, disseminate the underlying values and concepts (i.e.,
empowerment, co-production, appropriation, co-evolution,
produsage, equipotentiality [38], etc.) and enrol the most expert
and enthusiastic end users. Then the maieuta-designer should
give due visibility of the end users’ contributions, and devise
simple mechanisms to foster participation and build a real
culture of participation. This can be done in many ways: for
instance by applying blended gamification, within a
competition among colleagues, possibly associated with some
reward or compensation policy, e.g., a mechanism by which
“the more contributions produced, the higher the rank
achieved”. Moreover, this can be done by setting up a social
media associated with the IT project, e.g., a forum, a blog, a
wiki, or something that integrates all of these simpler
components, in which to ask for content and contributions and
moderate communication within these ad-hoc means. In so
doing, such a Web resource would flank the EUD platform as
an additional “resource for action” [64] and a virtual meeting
place where tasks are coordinated upon the EUD artifacts and
the related procedures, FAQs and wuse instructions are
documented/discussed.

B. The Google example

Over the years, Google software developers have produced
a set of apps and gadgets, technologies for voice recognition,
home appliances and entertaining devices. Many of them are
smartphone-based and thus accessible and widely used by end
users, as well as most of the technologies developed so far by
Google. However, even though the specific functionality of
each application is usually known, the possibility of connecting
or using together different applications, as parts of a unique
ubiquitous system, is rarely considered by end users. Indeed,
Google apps and technologies are thought to also interact with
each other, in order to provide a more pervasive and ubiquitous



experience. For example, Chromecast dongle can be connected
to the TV and exchange data with your tablet or phone, while
Google Now can exchange data with Google platform, in order
to suggest personalized hints. Actually, all these applications
can be considered as parts of a pervasive multimedia system
surrounding us.

Since people might not be immediately aware of this
possibility, Google has set up a team whose aim is to advertise
the “hidden” sentient multimedia system already available in
our pocket. The team has thus created the Google House
Project, an itinerant house toured through New York, London,
Paris, Hamburg, Dubai and many other important cities all
around the world'. The house is split into five rooms: kitchen,
living-room, study, travel-room and fashion-room, with a sixth
environment outside to try out Google Glass, the company’s
latest wearable device (Fig. 3). The majority of technologies
available in the house are smartphone-based, linked up to huge
displays scattered around the home via Wi-Fi.

w Loogle

fashion-room

living-room

kitchen study travel-room

outside
environment

Figure 3. The Google House idea.

In such a setting, tablets or phones can be used in the kitchen to
look for recipes, by using voice commands, or run a Google-
owned YouTube channel with millions of subscribers while
cooking, or have the system convert doses from grams to
ounces. In the living-room you can use Google Nav to plan
your day’s journey or use Google Chromecast dongle. The
Chromecast dongle is popped into the back of the television
and then connects wirelessly with any tablet or smartphone to
stream your favorite movie or, even, use the new photo app
Auto Awesome. This application is able to automatically

! http://www.thenational.ae/uae/technology/google-house-in-
dubai-the-home-of-the-future-now
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exclude duplicates and duds from a gallery of holiday pictures
and take the smiles from a series of photos of the same people,
in order to pool them into one, perfect shot. In the fashion
room, your daughter can use Hangout to talk with her friends
about choices of dress or to access Google Trends to identify
the most popular fashion styles while getting dressed.

In short, Google has created over the years a variety of
applications and devices, which have been put in the hands of
the users, in order to allow them to provide their feedback, try
different usages, contribute their contents (e.g., in Google Maps
or Google Sketchup), and eventually become part of the world-
wide Google community. Then, Google developers (we can
call them meta-designers in this case), have offered the
possibility of combining these “pieces” of technology in
different ways and at the user’s own pace to obtain a low cost,
sentient multimedia system. However, most end users, even
though they are perfectly able to exploit existing applications
and devices in this new way, without the intervention of
computer experts, were not aware of this possibility. Hence,
Google had the idea of “advertising” it through a widely
understandable example: a real and tangible house. Indeed, the
team of researchers welcoming and hosting visitors to try out
the Google experience (the maieuta-designers in this case),
aimed to make users conscious of the possibility to create their
own sentient multimedia system, and thus actually carry out a
form of EUD. Furthermore, the Google House project allows
end users to appreciate the different usages of each application:
for example, the use of Hangout is shown in the fashion-room,
but nothing prevents a scientist from deciding to use it in his
study, to keep in touch with his foreign colleagues.

In other words, the task of maieuta-designers has been
accomplished in this case by creating a real house and
exploiting the resonance that the Google name may have all
over the world. Like a bait-and-switch, this has enabled a
limited number of users to actually visit the house and try its
gadgets, but it has allowed millions of users to become aware
of the nearly infinite scope of sentient multimedia systems and
of the ever-expanding catalog of available applications which
can be combined, according to one’s preferences.

Obviously, this approach can rarely be followed in medium
and small organizations, and thus other ways should be
identified to make users more confident in adopting tools and
their capabilities, in order to put them in a position to exploit
customization and extension possibilities, for a better fit with
their needs. Furthermore, a true maieutic approach would also
entail challenging real users, visiting the house, with Cedric
Price’s provocative question: “if Google [Technology] is the
answer, what is your question?” In looking for possible
answers, the end users could also appropriate the underlying
idea of such an augmented shelter and could make the best out
of it in their situated lives and homes. For these reasons, the
following sub-section delineates a more scalable approach that,
capitalizing on the experience gained so far in different IT
projects, is built around the idea of asking users questions.



TABLE I. MACRO-AREAS OF CONCERNS AND LIST OF QUESTIONS
Macro-areas Sample Questions
of concern
Psychological What’s the system for you, and why has it been produced
ownership and and its adoption encouraged within the organization?
change Do you think that communication within your team, or
management

with the other teams, has changed lately, and if this is the
case, has it been for the better or for the worse?

How long have you been using the new system, do you
think your work load has changed, that is increased,
reduced, or it is just the same?

Work process
redesign and
adjustment
(i.e., fit to task)

To what extent do you think you can exploit the system’s
full potential? How much do you think the system fits your
specific needs currently?

Do you still use paper and office applications that you
believe the new system will (or should) substitute sooner
or later?

Usability Have you found using the system easy so far?
shortcomings Have you realized you have made errors in the process of
and room for . - T .

. either entering or retrieving information from the system?
improvement

Lack, Do you think the system is requiring you to fill in too

redundancy or
overload of
data structures

many data that are not really necessary to proceed in your
tasks?

Do you think the system provides too many functionalities

and - .

. .. among which you need to find the right one for your tasks?
functionalities & ¥ € ¥
Anomaly Have you found any errors or something you've considered

detection, bug
reporting and

a fault of the system while using it lately?

Have you applied some effective solution or workaround

evolutlgq to overcome a shortcoming related to the system lately?
traceability
Do you think that the system has become more difficult to
be used after some of its recent updates and new releases?
End-user Have you lately experienced problems in the handing over
deskilling and of tasks or in the workflow (like unusual delays, common
expertise resources blocked by other teams and the like)?
p r(:jservanon Do you think that using the new system may contribute to
an preserving or even enhancing your know-how about the
enhancement
work tasks?
Authorship- Do you think that sharing content and system
and privacy- modifications within your team prevents you from
related protecting ideas and information?
concerns Do you think that either the data you put into the system,
or the actions you perform during its use could threaten
your security and privacy?
End-user Since the introduction of the new system, do you think that
accountability new people or roles have gained more visibility and power
and power within your organization, at the expense of others?
issues (also What's the main obstacle that prevents you from
empowerment)

participating more actively in the IT project (like time,
skills, the colleagues already involved, a sense of
pointlessness, ...)?

What could really convince you to join the IT project, if
anything (e.g., explicit acknowledgment by the top
management, economic rewards, non-monetary
compensations, benefits, social status, ...)?
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C. The maieutic approach

A maieutic approach is mainly characterized by the fact that
it “brings others to conceive ‘thoughts or ideas” with
questioning [65], that is by helping others actively understand
by themselves how they could make a worthy contribution to
the project. To contextualize this approach in EUD settings, we
propose a tentative list of items (see Table 1). Each item in the
second column of Table 1 is a question that the maieuta-
designer could ask (or speak about with) his/her colleagues to
address a broader theme or topic regarding the process of
digitization of the work setting or the related changes. This can
be done in either small polls or surveys, administered through
social media, or in informal but scheduled meetings with the
members of a specific team at a time. It could also be done
even in totally informal and impromptu talks at the coffee
break or in similar situations [66]. In particular, the first
question in the table (“What’s the system for you, and why has
it been produced and its adoption encouraged within the
organization?” [67]) is the most important one, as it refers both
to the original Socratic main question (What’s this? Ti esti;)
and to one of the most important matters of concern in
requirement engineering.

Far from being comprehensive, the list of questions
reported in Table 1 represents just a first contribution within a
research strand. This could address more seriously how to
contribute to fostering a culture of participation within
organizational communities, especially in the context of a
digitization project that is supported by EUD and meta-design
techniques. Indeed, a more general framework of concerns, that
a maieuta-designer should address, can be built from this
preliminary list and the study of its impact on real settings (see
the first column of Table 1). This framework to date includes
eight macro-areas of concern that encompass: psychological
ownership and change management [68, 69]; work process
redesign and adjustment (i.e., fit to task); usability
shortcomings and room for improvement; lack, redundancy or
overload of data structures and functionalities; anomaly
detection, bug reporting and evolution traceability; end-user
deskilling and expertise preservation and enhancement;
authorship- and  privacy-related  concerns;  end-user
accountability and power issues (also empowerment).

Our point is that there is a need to detect motivated people
within organizations, and not only give to the domain
developers a set of tools (i.e., the EUD environments), but also
(and above all) assign to some people (i.e., the maieuta-
designers) precise responsibilities and roles. It is particularly
important to provide maieuta-designers with an indication of a
set of possible actions to undertake and initiatives to foster, so
that they can contribute to building a real culture of
participation within their organization. All the actors involved
may thus enjoy such a culture within the wider process of co-
evolution.

V. CONCLUSIONS

In this paper we have proposed explicitly extending the
notion of a sentient multimedia system to encompass socio-
technical networks of humans and non-humans [70], where
both kinds of agents are able to perceive and act in the
environment, but only the former can feel it and make the



whole ensemble “sentient”. The most important feature of these
networks is their ability to autonomously reconfigure their
inner relationships (human-human, machine-machine, human-
machine) and also to evolve, in the face of the continuous
changes in the environment and the network itself. In this
paper, we have focused on a particular design approach that
does not only allow for continuous evolution, but even fosters
it: meta-design. We have extended this framework, originally
proposed within the EUD field, by enriching it with an
additional role, the maieuta-designer, that could also be seen as
a critical design device, and therefore as a way to make sentient
multimedia systems able to wonder about and reflect upon
themselves. As a critical design device, we suggest supporting
the maieuta-designer with a list of questions, organized in turn
according to a set of macro-areas of concerns, through which
he/she can trigger reflection and cultivate a culture of
participation. This can be a powerful way to make sentient
multimedia systems more capable of interacting with an ever-
changing environment and to be ready for the unexpected.
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Abstract: Mobile computer games have become increasingly
popular in recent years. A major factor for successful game
development is the adequate control of the game’s difficulty.
This paper discusses justification for dynamic difficulty
adaption for Parkour games. It presents an adaptive mechanism
for difficulty adjustment in response to the player’s run-time
performance in the single player mode. The mechanism is based
on game content generation techniques, considering constrains
for mobile screens. Both the functionality of the game’s objects
and the player’s psychological and behavioral inclinations are
taken into consideration. Our preliminary experiment shows
that game experiences are significantly enhanced with the
adaption mechanism.

Keywords: Mobile games; difficulty adaption; parkour

. INTRODUCTION

Technological advances have made games on smartphones
increasingly sophisticated. Customized methodology based on
automatic content generation has been introduced into game
designs to enhance interactivity and improve responsiveness.

Most mobile games provide the Player versus
Environment (PvE) mode for offline scenario. A player
completes the missions while progressing the game alone
against given obstacles in the game environment. Comparing
with Player versus Player (PvP) game mode, PVvE mode has
no participation from other players who may produce complex
variations. Considering the time and labor costs, designing
obstacles manually hinders efficient game production while
missing rich diversities of obstacle patterns. Repeated game
actions and tasks tend to cause boredom to players.

To maximally stimulate players, we introduce rules for
automatic content generation which would also reduce the
design effort, increase creativity for game content variations,
and enhance playability.

Setting difficulty scales statically as in traditional game
designs cannot satisfy players’ differentiated needs. With such
a statically set difficulty scales, each player simply chooses
easy, medium and hard, or a few more difficulty scales, before
starting. Such a coarse difficulty setting is too simplistic to
suit variety of game phases, scenarios and variety types of
players. We therefore need to build a dynamic mechanism to
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keep the difficulty level just as challenging as attainable by
the player.

This paper reports our design and experience with two
editions of the Dragon One game, a type of Parkour games,
using both a self-adaptive difficulty mechanism and a fixed
difficulty mechanism. The former is developed for better user
experiences. Various game scenarios and typical features are
also taken into consideration. The next section reviews the
related work, and Section 3 introduces the mobile Dragon One
game. Section 4 analyzes various influences on a game’s
difficulty. Section 5 describes our difficulty adaptation
mechanism, followed by the evaluation results in Section 6.
Section 7 concludes the paper.

Il.  RELATED WORK

A. Difficulty Scales of Game Design

Difficulty scaling is one of the most important issues in
game designs [2]. Players have fun by continually attempting
to overcome obstacles [22] with increasing difficulty. The
enjoyment of game stems from the levels of challenge,
curiosity and fantasy [8]. Challenge is the key criteria in
Game-Flow Model for evaluating game enjoyment [17].

The theory of flow has been introduced into game design
by Csikszentmihalyi [5]. This theory describes the mental
state when a person is fully immersed in a feeling of energized
focus or utterly concentrated in the process of an activity for
its own sake. People would experience a distorted sense of
time and a lack of self-consciousness. Such a status has
become the pursuit of user-centered game design [17]. Simple
and repeated tasks would lead to boredom and mindless, while
excessive hardness would cause frustration. It is important to
set challenging but attainable task flow adaptive to the
player’s ability.

A good game design would follow an escalating difficulty
curve [3] [10]. However, players’ perceived difficulties may
be different from the predetermined difficulty. Assessment for
game playing experiences has both objective and subjective
dimensions [9]. Perceived difficulties are essentially
determined by players’ learning abilities, operation strategies,
preference of risks, reaction times and team cooperation.
Predetermined difficulties are set by default parameters at
each level, such as the maximum speed of protagonists,
acceleration abilities, endurances and attritions. A difficulty



increment might be too little for a risk-taking experienced
player, too challenging for a risk aversion novice. Therefore,
an optimized and adaptable difficulty solution customized for
different types of players would promote game experience and
replayability.

B. Procedural Content Generation

Procedural content generation (PCG) has been defined as
“the algorithmic creation of game contents with limited or
indirect user input” [18]. Just-in-time PCG uses a player’s
run-time data during the game, rather than historical data, to
generate game contents dynamically. It has become a
mainstream of intelligent games with the support of
customization. Previous works realized automatic mission,
procedure and space generation [12], relying on users’
behavior models based on skills [7], experiences [4] [13] [25]
[14], risk preferences [6], and immersion in different difficulty
scenarios. Apart from the player’s individual behavior, data
from the user community are also collected and analyzed to
support automatic generation [21] [23].

Previous research conducted case studies in knowledge
learning game [1], puzzle game [16], racing game [19], action
adventure game, and etc., proposed generating, adapting,
optimizing mechanism and game difficulty balancing
mechanism [26][20][11][24] by introducing neural network
techniques and theory of incongruently in other disciplines,
paving the way to automatic generation tailoring players’
needs.

However, none of the aforementioned studies discusses
the interaction and balance mechanisms between the player’s
instant behavior and the difficulty level. We consider a self-
adaptive difficulty adjustment mechanism, in response to the
player’s dynamic performance to be extremely important. Our
work introduces dynamic difficulty adjustment in response to
the player’s performance, and extends the literature on 2D
Parkour games for mobile devices.

I1l. DRAGON ONE GAME FOR MOBILE DEVICES

This section presents a simple mobile game Dragon One
developed by our team for experiments. Several scenarios of
the game are shown in Figure 1.

Game objective: The player needs to pass through all the
obstacles and collect as many fortunes as possible along the
way.

Narration: It is a type of Parkour game with a simple story
line. A Chinese witch builds a food streamer of thousand
layers to satisfy her gluttony. She puts all her preys in the food
streamers as her food. One day, her cat, who is kind-hearted in
day time, but evil at night, breaks the iron chain of a layer.
One of the preys, a cute and innocent dragon, gets a chance to
escape. He starts his journey through shots and obstacles to
pursue his freedom and rescue other preys.

Task and manipulation: The player has to control the
dragon’s movement in horizontal directions at a constant
speed without delay, to run a long distance and earn as
bonuses as possible. If killed by an obstacle, the game would

58

restart from the same difficulty level, but not the same
contents. The player needs to continuously make quick
decisions by clicking he left or right arrow.

Figure 1. Game interface and scenarios of Dragon One

Obstacles and bonuses: Obstacles include knives, bombs
and lasers shots. They are lethal once hit. The bonus objects
include golden coins and white breads. Collecting as many
golden coins as possible for good fortune is one of the game’s
objectives. A white bread is an elixir of rebirth when killed by
an obstacle. The fortune value, an indication of operation
skills, could not be used to exchange for any rebirth chance or
extra protection. In spite of this, players would maintain their
desire for fortune, trying not to abandon any piece of fortune.
The functions of obstacles and bonuses are briefly illustrated
in Table 1.

TABLE I. FUNCTIONS OF OBSTACLES AND BONUSES

Type Item Function

Obstacle

Flying Knives | Action 1: 5 knives work in one group,
reciprocating moving, falling down very
fast in vertical direction.

Action 2: The knife group revolves when

falling down.

Bomb Explode with thorns at a fixed height on
screen.
Two bombs set abreast with a gap

through which the dragon can pass.

Laser Shots Shoot from left or right side.

Golden Coins
White Bread

Bonus Fortune value increases when hitting it.

Get a rebirth chance when hitting it.




Fixed difficulty experiments: The game with fixed
difficulty randomly invokes 7 manually designed sessions.
Each session consists of all the functions in Table 1, lasting
about 7 seconds.

The game is reported to be very challenging at the
beginning. Players make progress fast after practicing a while,

because necessary trainings are simply about repeated patterns.

Players get bored very soon after being able to handle the
fixed difficulty without much effort. We, therefore, further
extended the game with the difficulty levels dynamically
adaptable to the player’s performance, in order to maximally
engage the player and extend the playtime.

IV. ANALYSIS OF INFLUENCES ON GAME DIFFICULTY

A. A Comparative Study

We extract generally applicable rules to estimate the
difficulty in a Parkour game, by comparing Dragon One with
Super Mario, Man on the Next Layer 100 and the most
difficult game Flappy Bird. Super Mario developed by
Nintendo has been popular for almost 30 years. Mario’s
adventure in Mushroom Kingdom has been considered a
masterpiece of Parkour games, providing significant reference
of the setting mechanism for tasks, goals, obstacles, bonuses
and rebirth functions. However this game is not designed
specifically for mobile devices. The Man on the Next Layer
100 is a 2D action adventure game, developed for mobile
devices. Players need exquisite skills to keep on jumping
down onto lower floating layers, avoiding falling to the
lifeless abyss, or being crushed on the ceiling for sluggish
movement. For an ordinary player, this game would last less
than 3 minutes. It does not provide a scale of difficulty with
step-up sessions. The fixed difficulty sometime irritates
players with lower risk preference and lower adaptive ability.
Similarly, Flappy Bird, a grueling difficulty game commented
by game geeks in an online forum, are flocked as touchstone
for game intelligence. The first two obstacles could stop more
than 95% players. Parkour games tend to control the playing
time for each round by setting the difficulty scale. Very brief
playing time would facilitate mobile users’ fragmented time,
but hard to reach the climax of enjoyment.

Game designers tend to follow the “design for segment
market” principle. Games are designed for either casual
players or hardcore players in a hegemonic manner. Players
have to adapt themselves to follow the game rules. The
dichotomy of players’ categorization ignores the diversity of
players and also individual players' prior training. An adaptive
mechanism is therefore helpful to change the user-unfriendly
impressions.

B. Difficulty vs End of Game

Parkour games bear remarkable resemblance between each
other in terms of continual operations, penalties and rewards.
Except the difference of scenes, storylines and visual traits of
items, difficulty setting is the key to game experiences.
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Players have to keep on making right decisions in given
reaction time. Generally, a Parkour game has high risk with
no sunk cost for upgrade or accumulated bonus. The attrition
value is as high as 100%. One accidental failure is fatal. It is
almost impossible to survive after a wrong decision.

Comparing with the game of lower attrition setting, every
moment running a Parkour game is at the door of death.
Players have to stay highly concentrated. Accommodating for
extremely high risks, low sunk cost makes players not worried
about the consequence of failure. The perceived difficulty
would not increase when approaching the end of endurance.
The potential influences from different stages of endurance
thus are excluded.

In addition, the protagonist’s speed is constant, without
acceleration or buffering actions, which further simplified the
game difficulty mechanism. By eliminating possible
influences, we can ascribe the difficulty into the reaction time
and decision making.

C. Obijective Influences on Difficulty

The objective difficulty is determined by the physical
attributes of game tasks, essentially the speed and complexity.
For Dragon One, the falling speeds of obstacles are basic
criteria for evaluating difficulty. Mixed types of obstacles
require different amounts of time for analysis and decision
making. When a bonus appears, a concern to balance the risk
and fortune further increases the complexity for decision
making.

D. Subjective Influences on Difficulty

Subjective influences emphasize on players’ psychology
and behaviors. Players who are highly tempted to purchase
fortune could be terribly misled. The floating bonus items
suggest seductive routes, which may lead to unpredictable
risks. Moreover, players are prone to make more mistakes
when they become mindless. A critically difficult task after a
few easier and relaxed tasks require players to be on high alert.
Those tricky conditions may deviate players’ performance
from usual.

To summarize, we should employ both objective and
subjective influences to estimate and adjust the difficulty scale
of a Parkour game. The next section introduces the basic rules
for generating game contents and constraint conditions for
determining difficulty levels.

V.

We design the adaption mechanism based on the number
of obstacles passed, e.g. the difficulty level increments at
every 15 obstacles as shown in Table 1.

DIFFICULTY ADAPTION MECHANISM

In the flowchart in Figure 2, parameter setting and
difficulty increment are the key in the adaption mechanism.
We assume that the sizes of the items are fixed. Variable
parameters include the falling speeds of items and the space
between them.



Parameters Setting

Passed 15 obstacles?

A4 v

Restart from the last
difficulty setting

—| Difficulty Increment

Figure 2. A simple mechanism for difficulty adaption

A. Parameter Setting for Objective Difficulty

We generate game contents by randomly arranging
obstacles and bonuses using a constraint condition filter. The
mobile screen on which our games are implemented measures
4 inches (640x1136 pixels). The dragon’s function area is
presumed to be a circle, whose diameter is 95 pixels. We
defined the diameter of bomb 190 pixels, knife group
260>110 pixels, diameter of the revolving knife group 280
pixels (as shown in Figure 3). The obstacle and bonus items
are lined up vertically. The initial falling speed is 384 pixels
(1/4 screen) per second. The initial average reaction time on
one item is about one second.

We designed an obstacle insertion rule, by inserting an
obstacle into a random horizontal position. Players may take
advantage of random content generation by staying at either
the left or right side of the screen. Without continuing
operation, the fun no longer exists. Therefore, we make an
obstacle to appear to steer an active action if the dragon has
been along the left or right border more than 1.5 seconds.

Expert players tend to control the dragon by flying around
1/5 of the screen height, to pre-judge the approaching danger
and optimize his/her strategy according to multiple items. It
means that, at each moment of decision making, players
process the visual information on the screen as organized
patterns, rather than independent individual objects. Therefore,
we analyze various composition methods and corresponding
solutions, as the determining basis for difficulty control. There
are 3 kinds of obstacles, in 5 functions, as listed in Table 1.
We abstract the 5 functions into geometric objects, shown in
Figure 3. No two consecutive obstacles having the same
function would appear in the game. The compositions of the
same difficulty functions are excluded in our design. There
are potentially 10 possible compositions with every two types
of obstacle functions. The top-down reversal compositions
obey the same rules.

We define the minimum vertical space value between two
consecutive items as interval, denoted |, i.e. the height of the
gateway between two items, from the bottom edge of the
above item to the top edge of the item below. Assume that the
diameter of the dragon’s active area and the diameter of a
bomb as x, and x, respectively, the length of a knife group
and the length of a laser as x; and X3 respectively. The | value
could be calculated under the given patterns as Figure 4.
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The horizontal distance between items also impacts on the
minimum . If the horizontal distance is large enough, or the
space between items is not the only route for the dragon, |
could be any value. The patterns in Figure 4 represent the
most difficulty compositions when the horizontal distance is
at minimum while the interval is also at minimum. If a pair of
randomly generated obstacles is eligible for the criteria of
patterns in Figure 4, a smaller interval value in horizontal
direction would produce higher difficulty.

Figure 3. Variables related to obstacles and difficulty

The interval between two items is set between 0-320
pixels. There are rules for the minimum interval values for
special cases, which make sure that it is possible for the
dragon to get though the toughest obstacle combination. We
set the initial interval value at 4 Iy, The interval value
decreases when upgrading the difficulty level.



1 2 For Patterns 3, 4, and 6, assume that the lower left corner
J ¢ of the rectangular in Patterns 3 and 4, and upper left corner in
Pattern 6 are (o, B), the center and radius of the circle are (a, b)
andr (r= %) respectively in Patterns 3 and 4; rzx?l in Pattern

6),

1> /(r + x0)2 — (o — a)2-r.

For Patterns 7-10, 1> 0. Players have to find a chance to
get through.

B. Control for Subjective Difficulty

3. 4. The level of danger or risk is positively proportional to the
level of awards in games and also in life. A long string of
bonuses suggests a misleading route. For example, the golden
coins arranged along a curve would lead to a corner where it
is too late to survive by altering the trajectory. Players need
more effort and skills to deal with temptations and potential
risks, and foresee the exact time to give up the pursuing of
bonuses that may worth maximum rewards. Both golden coins
and white breads could be used as baits to elevate subjective

5. 6. difficulty.

Golden coins are usually organized as a line or a matrix.
For obstacles, except laser, when the left side of the obstacle
(p, Y1), Xo=p=0, the interval value is 0, a coin line leading to
(9, ¥2), p =9=0, would be tricky. It works the same way for
the right side.

A white bread occurs alone. As a bait, a white bread’s
position is determinant. An expert player is skilled at planning
the route to earn a chance of rebirth. Any white bread at an
obviously fatal position would be ignored without any attempt.

7. 8. White breads are therefore placed in reachable positions to
raise the player’s temptation as traps. The trade-off of risks
and gains requires rapid and intuitive decision making with

exquisite skills.
Ll Lk Ll |

Assume the left side of the obstacle to be (u, yi), the
interval value 1, 0=u= x,, the radius of the circle r (could be
Y2 X, Or %2 X»), the horizontal speed of the dragon v;, and the

vertical speed v, (i.e. the falling speed of the items). The

9 10 horizontal value of the critical position would be u + 2r — 1"—21

v
The measurements on the right side are calculated similarly.
| | | | | | | When an obstacle and a bonus item are next to each other,

if 1=0, the game difficulty is raised to the maximum. The
value of | mediates the difficulty for collecting the fortune.

Bonuses are introduced after the first 30 obstacles have
been cleared, and then the rate of bonuses appearing will
escalate to average 1 per 2 screen length. The type of

Figure 4. Patterns of obstacles and dragon’s movement (blue) subjective difficulties would be random, with coins and white
breads as baits at misleading positions.

. . (x0+x2)
For Pattern 1 in Figure 4, 1> \/§T —x2. C. Difficulty Scale

For Patterns 2 and 5, assume the centers of the circles are We define the cases with maximum falling speed,
(al, B1) and (02, P2), minimum interval space, highest rate of obstacle compositions
as shown in Figure 4, setting the highest frequency of
> i ; o
S [(xix2 _ o2 X14x2 misleading bonuses as the hardest level of difficulty. The
= \/( 2 T XO) (@l —a2) 2 difficulty of the game is measured by
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F(x)= af(v)+bf(l)+cf(h)+df(p),

where v is the falling speed of items, | is the time interval
between two consecutive falling items, h is the proportion of
10 most difficult compositions in all the appeared
compositions, and p is the frequency of misleading situations,
a, b, ¢, and d are coefficients.

Assume that the difficulty is divided into n levels and set
at 20 initially. Parameter n could be adjusted according to the
player’s performance. Upon three times of failure in the same
level, n is automatically set equivalent of 1.1 times of the
original value. The amount of levels could be 20 x
1.1™" (20 < n < 0), i.e. between 20 -120.

For each level up, the difficulty increment is
= [F() maxF(minl-

The difficulty increment is therefore more delicate and
sensitive to the player’s instant performance as desired. After
a period of practice, players may reach their learning plateau,
the game difficulty remains at the challenging status until
players make another break through.

Parkour games usually do not provide tutorials or pretest
level for novices due to their simple and intuitive operations.
Once the fixed difficulty is no longer challenging enough, the
game would be abandoned soon. Therefore, an adaptive
difficulty mechanism not only serves as the guidance to the
novice, but also stimulates experienced players for upgrading
progress.

VI. PRELIMINARY EVALUATION

We conducted an experiment to evaluate the effects of the
difficulty adaptation mechanism on different types of players
and report our findings in this section.

A. Experimental Setup

We invited six volunteers as the experimental subjects
whose profiles are shown in Table 2. The subjects are aged
from 28 to 58, with the education levels from high school to
Ph.D. The skill levels are determined by the subjects’ self-
evaluation based on their previous experiences in playing
similar games. There are five levels, from 1 to 5, representing
“never played mobile game before”, “beginning player”,

“average player”, “skilled player” and “hardcore player”.

TABLE II. SUBJECTS’ PROFILES
ID | Gender | Age | Occupation Skill level
1 Female | 30 | Ph.D.in Arts, Researcher 3
2 Female | 28 | Graduate student in 3
Computer Science
3 Male 33 Game designer 5
4 Male 30 Ph.D. in Biology, Researcher 4
5 Male 58 Property company manager 1
6 Male 35 Public security guard 2
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We handed over a smart phone installed with Dragon One
and asked each subject to play the game for at least 15 rounds,
and recorded the score in each round.

B. Results

0.3
0.25
0.2
0.15
0.1

0.05

1 2 3 45 6 7 8 9 1011 12 13 14

P1 P2 P3 P4 ==@=P5 P6

Figure 5. Difficulty levels for the first 15 rounds

We infer the subjects’ difficulty curves from their scores,
and present them in Figure 5. The horizontal axis indicates the
15 game rounds, and the vertical axis measures the difficulty.

The six players’ difficulty curves are significantly
different. The hardcore player (P3) got a high score in the first
round. His difficulty value raised to 0.2. By the ninth round,
his difficulty value reached 0.25. In contrast, the beginning
player P5 struggled to pass the first level until the fourth
round. In fact, he played for quite a long time at 0.0909
difficulty value after his extraordinary performance. The other
players also got appropriate challenges after a few rounds of
playing. The difficulty adaptation mechanism has satisfied the
disparity of players’ expectations.

Game experiences are optimized accordingly with more
delicate and sensitive difficulty increments. For example, if
player P5 kept on practicing before each upgrade, his
difficulty increment at level n would be 0.05 x 1.11~", far
less than the initial increment value of 0.05. The slow learner
would not be too frustrated to continue.

It is increasingly difficult to upgrade after reaching the
plateau adaptive to the player’s skill and ability. Therefore,
the difficulty curve would be flat for many rounds to come.

The adaptive difficulty makes the difference in players’
incentives. Players in fixed difficulty scenarios are informed
of their progress by the increase of the distance and fortune in
each round. But in the adaptive difficulty setting, the reference
criteria have to be about the upgrade information. If the
player’s level setting is also customized, the incentive
information could be set as the percentile among peer players
apart from the player’s own experience.

VII.

Galvanic skin response, heart rate and muscle movement
data have been used to assist the design of game adaption

FUTURE WORK



mechanisms. Such interaction data could be used in Parkour
games to generate customized experience and suit for more
complicated playing modes, such as two players in
competition or cooperation.

Additionally, the sizes of items in a Parkour game can be
varied, as variable sized obstacles require more sophisticated
strategies and generate new and exciting game experiences.
The increment of item sizes would decrease the available safe
areas, and increase the difficulty. The enhanced game
difficulty adaption mechanism and its application in
marketing research are our future research focus.
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Abstract — Emotions are an increasingly important factor in
Human-Computer Interaction. So, extracting emotions from
multimedia contents is becoming one of the most challenging
research topics in Computer Science. Facial expressions, posture,
gestures, speech, emotive changes of physical parameter (e.g.
body temperature, blush and changes in the tone of the voice) can
reflect changes in the user's emotional state. All this kind of
parameters can be detected and interpreted by a computer
leading to the so-called “affective computing”. Through affective
computing, client's posture, gestures, and facial expressions could
be used, along with words, for a more accurate evaluation of
their psychological state. In this paper an approach for the
extraction of emotions from images will be introduced. The
proposed framework involves the adoption of action units’
extraction from facial expression according to the Ekman theory.
The proposed approach has been tested on standard datasets and
the results are interesting and promising.

Keywords — Affective Computing, Ekman Theory, Emotional
Intelligent

l. INTRODUCTION

Affective computing is a kind of human-computer
interaction where a device has the ability to detect and
appropriately respond to its user's emotions and other stimuli.
A computing device with such a capacity could gather cues
about user emotion from a variety of sources. Facial
expressions, posture, gestures, speech, the force or rhythm of
key strokes, temperature changes of the hand on a mouse can
all reflect changes in the user's emotional state, and these can
all be detected and interpreted by a computer. Affective
computing gets its name from the field of psychology (where
"affect” is, basically, a synonym for "emotion") and could offer
benefits in an almost limitless range of applications: e-learning,
e-health, e-therapy entertainment, marketing

[11[2][31[4][5][€] [10][11] [12][13][14][58].

The problem of automatic affective recognition through
non-verbal communication (facial expression, gestures,
movement and posture of the body and hands) is becoming
more and more an attractive research topic in recent days.
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Several studies [7] have shown that a face, especially a facial
expression, can be a powerful communication channel to
convey emotions and opinions related to experiences or
common situations. A facial expression can be defined as a
visible manifestation of the emotional state, cognitive activity,
intention, personality and psychology of a person [3]. It is well
known that facial expressions contribute strongly to the effect
of a multimedia message, more than vocal and verbal part [11].

For mining affective states from multimedia contents the
adoption of the Ekman Model is an effective approach [7] [8].
This model can mine six different affective states: happiness,
anger, sadness, disgust, fear and surprise. Some studies have
focused on enriching this model by introducing particular states
such as attention [15], fatigue [16] and pain [17]. In general,
the detection of affective states from multimedia contents
follows two main approaches: the direct recognition of discrete
basic affects (template matching) or the recognition of affects
by the inference from movement of facial muscles according to
the Facial Action Coding System Coding (FACS) [8]. FACS
classifies the facial movement as Action Units (AUS)
describing the facial expressions as a combination of AUs.

The first approach requires the execution of two main steps:
encoding the face through features (landmarks or filtered
images) and classification of facial expression. Many papers
deal with this approach such as [18] that shows how to
represent the facial expressions in a space of face. The face is
encoded as a landmark (58 points) and the classification is
performed with a probabilistic recognition algorithm based on
the manifold subspace of aligned face appearances. The
adoption of a space of faces allows describing the sequences of
facial expression [19][20]. Zhang et al. [21] analyzes the space
of facial expressions to compare two classification systems
(geometric-based (face is encode by a landmark) and Gabor-
based (face is encode by Gabor features)) and performs the
classification with two-layer preceptor network. They show
that the best results are obtained with a network of 5-7 hidden
preceptors to represent the space of expression. In this way, the
facial expression analysis can be performed on static images
[21][23] or video sequence [22][24][57]. Cohen et al. [22]
proposes a new architecture of HMM to segment and recognize
facial expression and affects from video flow, while Lee et al.



[24] proposes a method using probabilistic manifold
appearance. Wang et al. [27] describes an automatic system
that performs face recognition and affect recognition of grey-
scale images of face by making a classification on a space of
faces and facial expressions. This system can learn and
recognize if a new face is in the image and which facial
expression is represented among basic affects. In H. Deng’s
paper [25] is shown how to choose the Gabor features with
PCA method and then LDA is used to identify the basic affects.
Bartlett et al. [26] proposes an extraction system of facial
expressions from video that chooses the Gabor features with
AdaBoost Algorithm and then affects are classified by a SVM.
Garbas et al. [31] extracts features from the face through a LBP
filter and chooses the most representative features using Real-
AdaBoost algorithm. Finally the faces are classified as positive
or negative by a binary classifier.

The recognition of affects by the inference from movement
of facial muscles according to the Facial Action Coding
System Coding (FACS) requires three steps: feature extraction,
AUs recognition and basic affect classification. Parts of the
face, such as eyebrows, eyes, nose and lips, are analyzed and
encoded in sets of points [28][29] or as texture features [3]
[17][30] to detect AUs. Cohn et al. [28] introduces a method to
detect the AUs starting from eyebrows, classifying their
movements as spontaneous or voluntary by the use of a
Relevance Vector Machine approach. After the detection of the
AUs it classifies their affective class by a probabilistic decision
function. The problem is also addressed in the case of rotation
of the head [29]. Automated Facial Image System (AFA) [32]
analyzes video in real-time to detect the sentiments. In this
case, the face is encoded with a 2D mask which is used to
interrogate a SVM to detect the associated affect. P. Robinson
et al. [33] have developed a system that analyzes real-time
video streams to detect the presence of one of the following
moods: concordant, discordant, focused, interested, thinking
and unsure. The face is encoded by 24 points and the features
used are the distances between these points to identify different
situations (open mouth, head movements, position of the
eyebrows) the expressions encoded by FACS are recognized by
a chain of HMM for each possible action and the computation
of the probability of each state is obtained by the use of a
Bayesian Network.

In this paper a new method is proposed for analyzing facial
expressions and recognizing emotion from multimedia
contents, in particular images and videos. This method uses
AUs detection to recognize basic emotions [18] and
implements a new technique for extracting feature points from
the face, including an original method for measuring emotion.
The classic prototypes have been extended introducing the
concept of combinations of AUs: when a combination occurs, a
bonus or a penalty is assigned to the measure of emotions. In
this way, a more detailed recognition model can be obtained.

The paper is organized as follows: the proposed approach is
discussed in the next section. In the second section results of
test on CK+ dataset [33], for image analysis, and on MMI
Facial Expression [34], eNTERFACE 05 [55] and Cam3D
[51] datasets for video analysis are presented. The obtained
results are discussed in last section.
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Il.  THE PROPOSED FRAMEWORK

As previously said, in this paper a system of Facial
Expression Analysis, based on the Facial Action Coding
System (FACS), is proposed. The proposed framework is
organized in three fundamental modules:

« Features Detection Module: a face skeleton composed by
feature points is obtained from a RGB image.

« AUs Detection Module: the probability that a specific
action unit has been performed is here calculated. The action
units (AUs) are obtained from the position of the feature points
in the face skeleton. A vector of pairs (AU, probability) is built
as result of this module.

« Affect Detection and classification: recognition is carried
out with Ekman's prototype. Detected affects are classified
according to the Ekman’s categories: happy, sad, angry, fear,
disgust and surprise

In the next paragraphs the modules will be described.

A. Features Detection Module

According to Eckman's theory, the feature points of interest are
depicted in Fig. 1. The features detection process consists of
the following steps (Fig. 2):

e Face Detection: the Region Of Interest (ROI) of the
image, containing a face, is detected.

e ROI Selection: the ROIs of eye, eyebrows, mouth and
nose are extracted from the face’s ROI.

e Eye Feature Detection: feature points of the eyes
(points 8 and 9) are identified. These points are useful
also to detect feature points of eyebrows and the
orientation of the head (roll).

e Nose Feature Detection: the feature points of the nose
(point 10) are identified. These points are used for
detecting the orientation of the head (yaw and pitch).

e Eyebrow Feature Detection: the feature points of
eyebrows (points 4, 5, 6 and 7) are identified.

e Mouth Feature Detection: the feature points of the
mouth (points 0, 1, 2 and 3) are identified.

Figure 1 Feature points for emotion extraction.
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Figure 2 Feature detection process.

B. Face Detection

The problem of face detection is a specific case of object
detection and in literature there are various solutions: the SIFT
(Scale Invariant Feature Transform) algorithm [36], SURF
(Speeded Up Robust Features) algorithm [37], Haar Cascade,
also known as the algorithm of Viola-Jones [38], SEMB-LBP
Cascade (Statistically Effective Multi Block Local Binary
Pattern Cascade) [39] and SURF Cascade (Speeded Up Robust
Features Cascade) [46]. The solutions based on the SIFT and
SURF algorithms include a first phase of features extraction
and then a second phase of classification of the features that is
typically performed using SVM. They have excellent
characteristics being:

e Scale invariant;

e Rotation invariant;

e  Symmetric invariant;

e Partially invariant to brightness changes;
o Highly repeatable.

Haar Cascade, SEMB-LBP Cascade and SURF Cascade are
based on the idea of the cascade classifier [40] and more in
particular on the AdaBoost algorithm [41].

According to many studies [42, 43, 44, 45, 46], face detection
based on SIFT or SURF obtains higher performance, but are
too slow for real-time applications. For our aims we selected
four classifiers based on the OpenCV framework [53]: Stump-
based Haar Cascade, Tree-based Haar Cascade, SEMB-LBP
classifier and SURF Cascade. We compared the four classifiers
using the following datasets: IMM Face DB [47], CMU-MIT
Face Test Set [48], Caltech Faces 1999 [49], Caltech 10,000
Web Faces [50], Cam3D [51]. The results show that the SURF
Cascade has a false positive rate close to zero and has an
excellent hit rate for high-quality images and is the best on
video with moving subjects. Instead, the Haar Cascade stump-
based has the highest hit rate for images both with low and
with high resolution.

In addition to precision evaluation, for each algorithm
processing time has been calculated using the Caltech dataset.
The tests were performed on a personal computer with the
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Table 2 Test results of the processing times

In conclusion, for the proposed system we chose to adopt the
SURF cascade because it shows good performance for face
detection on video streams, it is very fast and has a false
positive rate close to zero.

C. ROI Selection

In this module the ROI of eyes, eyebrows, nose and mouth are
extracted. The image of the face is divided with a 24x24 grid,
each grid cell outlines a part of the face. The set of certain
cells defines a search area where the parts of the face may be
present. The search areas are the ROIs used in the feature point
detection.

1) Eye Feature Detection

Eye Feature Detector receives the ROIs of eyes as input and
returns the feature points as output. This module carries out
the following phases:

e Eye detection: the position of the eyes is detected using
a Haar Cascade classifier. The output is a rectangle that
circumscribes the eye by defining its location and size.

o Feature Point Detection: the center of the rectangle is
located and corresponds to the center of the pupil.

2) Nose Feature Detection

The module of Nose Feature Detection is similar to Eye
Feature Detection, but returns the position of the tip of the
nose as a feature point. The performed steps are:
o Nose Detection. The nose is detected by a Haar
Cascade classifier: a rectangle is identified and it
surrounds the tip of the nose.

e Feature Point Detection. The center of the rectangle is
identified as feature point of the nose.

3) Eyebrow Feature Detection
Eyebrow Feature Detection involves the segmentation process

of the image to obtain a binarized image of eyebrows. The
segmentation algorithm performs these steps:




e  Extraction of the red channel;

e Image equalizer. The equalization technique allows to
obtain a uniform histogram by redistributing grey
levels.

e Thresholding. The binarized image B is derived from
the equalized image Ceq in the following way:

1 if Cogx,y) > 0

B(x,
) 0 otherwise

Where

7] +m-a-o

m
+1
_ 1
C NZ Cexp (X, J’)
Xy

o \/%Zx,y(cexp(xl y))z -C?

3 O

a €[0,1]

x and y are the coordinates of pixels of the image.

The binarized image is enhanced through dilation with an
elliptical kernel. Then the feature points are obtained by taking
the projections of the ends of the eyes to the top limit of the
eyebrows.

4) Mouth Feature Detection

Mouth feature detection is similar to the eyebrow feature
detection. Segmentation algorithm, to obtain the binarized
image, includes the following steps:

e Mouth detection. Haar Cascade classifier is used to
locate the precise position of the mouth in the ROI.

e  Extraction of green channel of the image.

e Calculation of the cumulative probability histogram.
The cumulative histogram (CH) is obtained from the
histogram of the image (H) in the following way:

CH(G@) CHG-1)+H@withi 1,..

CH(0) H(0)

,255

e Tresholding. The binarized image B is obtained from
the equalized image C in the following way:

B(xy) 1 ifCH(c(x,y)_ i)<8
0 otherwise
where
i 0,..,255x 0,..,dim/(C)y O,..,dim,(C)

and x and y are the coordinates of pixels of the image.

The binarized image is improved through dilation with
elliptical kernel. Then the Canny algorithm is applied to detect
the contours of the mouth. The right, left, top and bottom
extremes of these contours are the feature points.

D. AU Detection

The feature points can represent the face skeleton and a
particular facial expression. The facial expression is described
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by only 8 feature points of the eyebrows and mouth. The
remaining 3 feature points of eyes and nose, describing the
rotation of the head, are used in mathematical calculations
performed by the AU detector.

In a neutral expression feature points of eyebrows and mouth
are in a well-defined region, while they move out if an AU is
performed. AU detector calculates the distance of the points
from the neutral region and in this way recognizes the
performed AU. The distance is defined as a normalized
distance respect to the distance of the pupils, of the feature
point from eye line and normal line. The eye line is the
segment, which passes through the feature points of eyes, and
normal line is the normal of eye line, which passes through the
centre of the eye line (fig. 3). Then 3 feature points are used to
define the eyeline and normal-line and to calculate the
distance of the points from these lines.

The regions of neutral state are identified by an upper and
lower limit, which are calculated in the following way:

pOSitionnew pOSitionneutral + y(difUpDownl dinyesNose)
}/(difUpDownl dinyesNose) a(dinyesNose) + :B(difUpDown)

The “neutral position” distance can be considered constant and
it is determined empirically by analyzing different subjects in
neutral poses. The values are reported in Table 3. o and p are
two variables and depend on the rotation of the head (yaw and
pitch). The following parameters are used:

>0 head turded to the right

<0 head turned to the left
>0 head turded downward

dlf EyesNose

difUpDown

<0 head turned upward
Where
dinyesNose (xnose - xleft,eye) - (xright,eye - xnose)
difUpDown (yeye,madel,positian - yeye) - xrighteye — Xnose

a and B are functions that vary according to the AU. These
functions have been obtained by inferring mathematical
models empirically through a dataset of images designed
specifically for this purpose.

Aavt LA

Figure 3 AU Detection



AU | Lower limit | Upper limit | Reference line
1 0.238 0.392 Eyeline
2 0.278 0.472 Eyeline
4 0.228 0.188 Eyeline
10 0.902 0.825 Eyeline
12 1.086 0.822 Eyeline
15 1.056 1.111 Eyeline
20 0.556 0.583 Normal line
24 0.415 0.276 Normal line
26 1.203 1.284 Eyeline

Table 3 Thresholds for the neutral regions

E. Affect Detection and Classification

For the affect detection, Ekman's prototypes have been
modified. These variants calculate a measure, between 0 and
1, that identifies if a particular affect is detected (Table 4). If
particular combinations of AU arise, the result of these
adapted prototypes is amended by adding or subtracting a
score. This technique allows increasing the difference of the
measures of affect from the higher.

Working on the CK+ dataset, we found that in the case of a
particular emotion the relative AUs of prototypes occur at
their high intensity while the other ones are at their low
intensity. For example, if a person smiles, AU12 at high
intensity and AU10 and AU20 at low intensity are detected,
then the subject could be happy, scared and disgusted.

With the combinations of AUs, in this case a bonus is given to
the emotion of happiness and penalties are given to fear and
disgust highlighting the difference. A bonus or a penalty is
added to calculated measure with adapted prototypes. This
bonus or penalty is obtained according to the combinations of
AUs that occur on the face (Table 5).

Affect Original Adapted Definition
definition
Fear 1+2+4+5+20+25 | (1L+1R+2L+2R+20L+20R)/6
Surprise 1+2+5+26 (1L+1R+2L+2R+26)/5
Anger 4+5+7+24 (4L+4R+24L+24R)/4A
Sad 1+4+15 (4L+4R+15L+15R)/4
Disgust 4+9+10+17 (4L+4R+10)/3
Happy 6+12+25 (12L+12R)/2
Table 4 Original definition and Adapted definition of the prototypes
Combination Bonus Penalty
AU4L — AU4R / surprise -0.1
fear — 0.1
happy — 0.3
AULL - AUIR - AU2L — | surprise — 0.2 disgust — 0.3
AU2R anger — 0.3
sadness — 0.2
AU24L - AU24R disgust — 0.2 /
(low probability)
AU24L — AU24R anger — 0.2 /
(high probability)
AU12L - AU12R — AU10 happy — 0.2 disgust — 0.1
(low probability)

Table 5 Bonus and penalty

F. Video analysis

The scheme of the Fig. 2 is able to perform the analysis on an
image, but it can be easily extended to the affect detection in
video. In this case also the user tracking and the affect
tracking problems have to be considered. Video analysis
module, shown in fig. 4, is designed to analyze off-line and
real time video. It consists of three modules:

User tracking

Face Emtion Analisys

Vector of
users’

entiment.
Sentiment Tracking

Vector of
users'

entiment|
Meters

Figure 4 Architecture of the Video Analysis module

1. User tracking: it receives as input a new frame and the
history of the user present in the scene. This history is
stored in a vector of users: for each user the position at the
last frame and the affect measures are stored. This module
analyzes if there are any others in the scene, if they are
new or were already present. The output is the position of
the user in the scene. The problem of user tracking is
resolved by the concept of the minimum Euclidean
distance from the last position and current position of the
users’ face. Every detected user's face is compared to the
vector of users' faces of previous frame to infer if such a
face appeared in the previous frame. We make the
assumption that the face can be subjected to fewer
movements between two consecutive frames, and then
two faces having a slightly different position in two
consecutive frames can be the same. The faces without a
previous position are considered as new users in the scene
and, then, their location and size are stored in the vector
of users. Not detected faces in the current frame, but
detected in the previous frame, can be false positive or
users that leave the scene. So, for each face detected in a
frame, the tracking is obtained by the determination of the
minimum among its Euclidean Distances with the other
faces detected in the previous frame.

2. Face Emotion Analysis: it analyzes the faces of all users
and calculate the probabilities of the six basic affects. In
this step emotion detection process (Fig. 2) is applied on
all users’ face.



3. Affect Tracking: it calculates the measures of all affect of
the users considering the changes of mood in the time.
The problem of the affect tracking is resolved with an
"affect meter". For each basic emotion there is an affect
meter that shows the measure of affect found in the
previous frame. This measure is represented as a real
value A € [0; 10]. This measure is increased if the
calculated measure for the current single frame is greater
than the average of the measures of the last five frames.

The image analysis was carried out by implementing the
approach presented in the previous section, so we created a
module that receives an input images and returns as output the
position of the faces in the frame and the relative affective
states. Image analysis was tested using the dataset Extended
Cohn-Kanade (CK +). Three tests were performed. The first
tests the capabilities of the systems in identifying the AUs on
the eyebrows and the mouth, the second one detects the basic
sentiment (happiness, surprise, anger, disgust, fear and
sadness). The third test identifies the status of the detected
affects (positive or negative). In particular, the system
recognizes as positive sentiments happiness and surprise,
while as negative anger, disgust, fear and sadness. The results
are shown in Table 6, 7 and 8. Tests show very satisfactory
results compared to those presented in literature [56].
Analyzing the obtained results we can say that the sentiments
having similar prototype exhibit lower performance and,
according to the involved AUs, can be grouped into:

e anger, sadness and disgust with AU4;

o fear and sadness with AU1 and AU2;

e happy.
Happiness emotion has no AU in common with the other
emotions and so the performances are better. According to this
new grouping approach, better results are obtained by
rerunning tests as shown in the table 9.

EXPERIMENTAL RESULTS

AU Precision % Recall %
1 81,81 96,11
2 92,94 88,76
4 82,65 84,37
10 90,00 69,23
12 69,33 66,67
15 73,08 46,34
20 75,00 64,28
24 75,61 59,61
26 81,18 66,35
Table 6 Test results on AUs.
Affect Precision % | Recall %
Anger 51% 48%
Disgust 55% 56%
Fear 67% 95%
Happy 79% 75%
Sadness 59% 48%
Surprise 80% 87%

Table 7 Test results of image analysis on base sentiment (dataset CK+)

Affect Precision % | Recall %
Negative 82% 87%
Positive 79% 76%
Table 8 Test results of image analysis on positive negative sentiment
(dataset CK+).
Affect Precision % | Recall %
anger/sadness/disgust 82 87
happy 79 76
surprise 79 76

Table 9 Test results on emotions' groups on CK+ dataset.

In the case of video analysis, we have performed two different
tests on MMI, Cam3D and eNTERFACE’05 datasets. In the
first test the system has to detect Ekman's sentiments (happy,
surprise, anger, disgust, sadness, fear). In the second test, basic
emotions are organized into three main categories:

* Positive emotions: happy, surprise;

* Negative emotions: anger, disgust, fear, sadness;

¢ Neutral emotion.

Results are shown in tables 10 and 11.

MMI eNTERFACE 05’ Cam3D
Pre % Rec % Pre % Rec % Pre % Rec %
Happy 80,55 60,42 67,44 47,54 67,86 100,00
Fear 62,50 37,50 45,58 57,30 - -
Anger 46,15 40,00 39,06 48.27 - -
Disgust 40,00 53,33 43,25 84,54 75,00 60,00
Sadness 41,93 66,67 67,90 83,90 100,00 100,00
Surprise 57,14 95,23 42,32 55,48 60,00 50,00
Neutral - - - - 50,00 50,00
Average 54,71 58,86 50,93 62,84 70,57 72,00
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Table 10 Test results on the MMI, eNterface 05° and Cam3D datasets on
base sentiments

MMI eNTERFACE 05’ Cam3D
Pre % Rec % Pre % Rec% | Pre% | Rec%
Positive 77,78 45,90 70,75 52,86 56,67 94,44
Negative 51,31 84,78 41,06 78,60 33,33 50,00
Neutral - - - - 88,00 56,41
Average 64,54 65,34 59.40 65,73 59,33 66,95

Table 11 Test results on the MMI, eNterface 05° and Cam3D datasets on
positive and negative sentiments

As depicted in the previous tables, the proposed method shows
good result in comparison with the other approaches. For a
better  characterization of the proposed  method
experimentation on a real dataset has been conducted. In
particular, a new dataset, named UniSA dataset, has been built
shooting the facial expressions of 12 users who watched three
videos. Each video arouses certain affective status:

e the first video depicts funny sketches of animals and
inspires in the wusers happiness and surprise
sentiments (positive affective);




e the second video is a public service announcement on
road safety and inspires sadness and anger
sentiments(negative affective);

e the third video is a scene from a horror movie and
inspires fear sentiments (negative affective).

At the end of the shooting users filled a questionnaire
declaring their sentiments during the views.

Figure 5 Frames extracted from the dataset UniSA.

The obtained results are in tables 12.

UniSA Dataset
N°video | Pre% | Rec %

Happy/Surprise 11 54,54 75,00
Sadness/Anger 9 66,67 54,64
Fear 9 33,33 100,00
Average 29 51,51 76,55

Table 12 — Base Sentiments Retrieval: Test Results

Also in this case the obtained results are interesting. The
proposed approach suffers in the detection of Fear sentiment.
The reasons are in the difficulties to discriminate this state
from the Sadness/Anger and in the impulsive nature of this
kind of sentiment.

IV. CONCLUSIONS

In this paper a novel approach to the detection and
classification of a sentiment inside multimedia contents has
been introduced. This technique has been based on the
definition of a head tracking strategy and the relative
extraction of points for the definition of the action units
defined in the Ekman’s model. The face detection and the
extraction of the points of interest have been obtained by the
use of image processing techniques that have been improved
or adapted for our aims. The definition of the sentiment has
been obtained by the use of the Ekman’s theory. The proposed
approach has been tested on the main standard datasets and the
results are really interesting. The future works aim to apply the
proposed approach on synchronous video and collect the
sentiment of the user during the view of some contents or
during some activities.
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Abstract—This paper looks into a new direction in movie clips
analysis —model based ranking of highlight level. A movie clip,
containing a short story, is composed of several continuous shots,
which is much simpler than the whole movie. As a result, clip
based analysis provides a feasible way for movie analysis and
interpretation. In this paper, clip-based ranking of highlight level
is proposed, where the challenging problem in detecting and
recognizing events within clips is not required. Due to the lack of
publicly available datasets, we firstly construct a database of
movie clips, where each clip is associated with manually derived
highlight level as ground truth. From each clip a number of
effective visual cues are then extracted. To bridge the gap
between low-level features and highlight level semantics, a
holistic method of highlight ranking model is introduced.
According to the distance between testing clips and selected
templates, appropriate kernel function of Support Vector
Machine (SVM) is adaptively selected. Promising results are
reported in automatic ranking of movie highlight levels.

Keywords-video analysis; highlight level; movie clip; template
based method; adaptive kernal SVM

. INTRODUCTION

Nowadays, we can easily access to thousands of new video
or movie resources from the Internet. To draw eyes of movie
consumers, conventional film directors need to put great efforts
to produce movie trailers by picking up the most vivid and
representative highlighting clips of a movie. The whole process
is very challenging and trivial and has raised a question as
whether we can automatically determine and extract clips. This
is the question we attempt to address in this paper.

Generally, the existing affective models for video
highlights analysis can be summarized into two categories [2]:
i.e. categorical affective content analysis and dimensional
affective content analysis. In categorical affective content
analysis, emotions commonly belong to a few pre-defined basic
categories, such as "fear", "anger", "sad" or "surprise" [3].
Dimensional affective content analysis applies the well-known
psychological Arousal-Valence emotion space (A-V space)
proposed by Alan [4], which is characterized by the dimensions
of arousal (intensity of affect) and valence (type of affect)
providing a solid basis to represent the video affective content.
The highlight level addressed in this paper is referred to the
degree that draws audience's attention. It is not about labeling a
video clip with one emotion type, nor about picking up the
video highlights by choosing emotion spaces.
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In general, considering the complicated structure and
variations in rich content, related works in highlights extraction
from generic movies remain rare. Due to the relative simple
structure and clear semantics contained, highlights extraction
from sports videos and music videos have been intensively
investigated[24][25]. Existing work has mainly focused on
event-based approaches, where modeling from features to
events is required[25]. Consequently, the difficulty in
extracting highlights has been converted to another challenging
problem, i.e. event detection and recognition.

In order to identify the highlights contents from movies,
classification tool is employed to distinguish affective contents
from others. Support vector machine (SVM) [1], as an efficient
classification tool, has been widely applied in many research
fields. In David [8] several applications using SVMs in text
categorization, computer vision, and bioinformatics are
summarized. In addition, SVM is also applied in the fields of
medical diagnosis [9], financial engineering [10], and
information processing [11].

Most of the researches are mainly focused on single kernel
function based SVM, which has inevitably limited its
performance. In [7], it is found that the performance of SVM is
greatly affected by the choice of a kernel function. To
overcome this problem, mixing or combining multiple kernels
by certain mathematical operators instead of using a single one
for higher accuracy of SVMs is introduced [6]. Lu [12]
proposes to optimize the combined kernel function by Particle
Swarm Optimization (PSO) based on the large margin learning
theory of SVM. However, there is few and sparse research
investigating into incorporating with individual good
performance of kernels of SVMs.

The novel contribution of this paper is the clip with user
vote database and new conception of template based adaptive
kernel SVM framework, which incorporates the good
performance of individual kernels in SVMs without creating
new combined kernels. The rest of this paper is organized as
follows. Section Il illustrates the overall framework of the
proposed approach. Feature extraction and feature selection are
presented in Section 111 and Section 1V, respectively. Section
V discusses how the novel template based adaptive kernel
SVM works. The user survey experiment, data set
establishment, and the designed experiments are described in
Section VI. Finally, some concluding remarks are drawn in
Section VII along with a brief discussion of possible future
improvements.
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Figure 1. Framework of the proposed system.

Il.  OVERALL METHODOLOGY

Figure. 1 illustrates the framework of proposed solution.
With movie clips as input, the whole procedure is divided into
three parts: clip with user vote database, visual cues extraction
and template based adaptive kernel SVM classification.

A. Clip With User Vote Database

Many movies are manually segmented into clips to ensure
each clip contains a relative complete story in several
continuous shots. The movie split tool [26] is shown in Figure.
2. Each movie clip has been voted according to the audience’s
feeling whether the clip is exciting or not. The related votes are
regarded as the ground truth to the associated movie clips.

' Open | G:\Movies for Reasearching Gladiator, 2000, EDRip.x2¢

Frame Size: 1056 448

Frame Rate: 24000 fps

© Spitinta |2 equaksize clps
@ Split by Selection
Start Time:  00:08:43 300 HH:MM:55 sa5

End Time: 001225504 e HH:MM:55. 553

The selection approx 75.55 M

. Split ‘

’,. = _—

00:12:25/02:50:58

Figure 2. Movie split interface: example of a movie to be splite according to
the set up start and end time.

B. Cues Extraction and Selection

The feature cues employed in this paper present the
essential visual factors of movie clips and can be regarded as
indicators between the highlight space and the low-level feature
space. Audio events have strong hints to movie affective
content and many works[3][13] have been done to analyze
audio features. Although the results could be further improved
with the audio analysis, this paper does not take audio features
into account, but focus on the analysis of visual cues.

The size difference of clips results in different length of
feature cues which makes it difficult to train the model. A time
warping method [23] is adopted in this paper to overcome this
problem; Finally the principal component analysis method is
applied for dimensionality reduction.
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C. Template Based Adaptive Kernel SVMs

To evaluate the highlight levels of clips, instead of using
single kernel or creating a new kernel this paper proposes a
template based adaptive kernel SVMs by applying single RBF
kernel and single linear kernel SVM on the dataset, and select
top 10 best result clips respectively as templates.

Ill.  CUES EXTRACTION

As shown in Figure. 3, we extract six visual cues from
movie clips and discuss in detail below.

o Movie N
i \/ 3
Clipl Clip2 { Clipn Cues
C Motion \
/ Lumi
uminance

/
Frames ;’( A Image Energy
) //
) %’ Visual Excitement
Cue Extraction &

Harris Corner

Image Entropy

Figure 3. Cues extraction.

A. Motion cue

Motions in a video include both the object motion and
camera motion, which play important roles in highlights
analysis. Figure. 4 shows an example that a clip which are
more attractive to users appear to have high peak value and
tremendous changed curves (the blue) than the other(the red).
Normally these movie clips with remarkable motion features
are more attractive to viewers.
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Figure 4. A) Motion features time curve of two clips with different number
of user votes; B) Histogram of feature values

Let the motion feature at frame k be m(k) with the average
magnitudes of N motion vectors in the frame with its width w.
In the concept of optical flow, motion vectors are processed in
8 directions which are divided by 2x .

Vil |pix—Qixl
) m(k) = B, P ®
Where |v;| denote the length of the ith optical flow vector

and p;y, qix are X values of two points in v;.

B. Luminance cue

From the cinematographic perspective, lighting techniques
play an extremely important role in movies. Generally two
major aesthetic lighting techniques are frequently employed
[16]: Low-key lighting and high-key lighting. Low-key lighting,
or chiaroscuro lighting, characterized by a contrast between
light and shadow areas, is quite usual in scenes like horror
movies to driven atmosphere. On the contrary high-key lighting,
or flat lighting, deemphasizing the light/dark contrast, is
usually used to express the atmosphere of cheerful, warm or
magnificent scenes.

Luminance cue simulates the lighting in cinematography
well. For instance, the luminance curve waves left up and down
when the low-key lighting is applied in a movie clip and the
luminance curve waves smoothly when the high-key lighting is
applied. As Figure. 5 shows, the clip with high level of
highlight shows a curve (the blue) with high peak value and
drastic changes. On the contrary, the curve of a low voted clip
is smoother (the red).

Luminance feature 1(k) at frame k is obtained in the hue,
saturation and intensity (HSI) color space.

h+s+i

(k) = —— 2
3
The parameters h, s, i are the average value of hue, saturation
and intensity.

74

=
w
1

© —Series 1
= 04 .
= —Series 2
=03
INE
3 0z
3
L o1
00 260 460 800 8!‘!0 1\'.'03 1200 I4ICO
Sample
200 _ )
—Series 1
& 1sor ——Series 2
=
@
B) = 100
o
@
L so
o ' A ' )
o [N} 0z 03 04 05 G o7 0.8 09 1

Feature Value

Figure 5. A) Luminance features time curve of two clips with different
number of user votes; B) Histogram of feature values

C. Image Energy

Image energy describes the distribution of the gray levels in
the image and texture coarseness, which in some way reflects
the style of the video frame, like cartoon style with simple
texture or realistically styles with complex texture. Movie clips
are often more attractive to viewers than others, if they are full
of beautiful scenery and inviting views and whose average
image energy is lower than others. As verified in Figure. 6, the
image energy of high voted movie clips (the blue) is lower than
a less voted clip (the red). The image energy introduced in this
paper is obtained by computing the sum of the squares of each
element in gray-level co-occurrence matrix (GLCM) proposed

by Haralick [18] in the 1970s.
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Figure 6. A) Energy features time curve of two clips with different number
of user votes; B) Histogram of feature values

D. Visual Excitement

This feature is proposed by Wang [3] which reflecting the
relation between the low-level feature and visual excitement.
As a measure of visual excitement, this feature works for clips
with different highlight levels.
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Figure 7. A) Visual Excitement features time curve of two clips with
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Figure. 7 shows that the movie clip with higher votes have
higher visual excitement value in average (the blue) than those
with lower votes (the red), which can be concluded both from
the time series curves and the histogram.

E. Harris Corner

Normally, movie clips with rich content can be regarded as
a scene with more interest points than others; these clips
usually attract the eyes of the viewer’s more easily. The Harris
Corner detection [19] is suitable for such a case. Figure. 8
shows that clips with higher votes have an average higher
number of interest points (the blue) than those with lower votes

(the red).
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Figure 8. A) Harris Corner features time curve of two clips with different
number of user votes; B) Histogram of feature values

F. Image Entropy

Two dimensional image entropy is a measurement of the
disorder or randomness in video frame [17]. It describes the
spatial characteristics of the image gray. Movie clips with some
abnormal activities attract users’ attention than those with
normal activities as shown in Figure. 9 that the movie clips
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with high votes have higher image entropy (the blue). 2D
image entropy e(k) at frame k with width w and height h can
be described by

Fij
b = ghj) 4

The f(i,j) is the number of pairs denoted by(i,j), which
represents the pixel’s gray value and its neighborhood gray

value are i, j respectively.
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Figure 9. A) Image entropy features time curve of two clips with different
number of user votes; B) Histogram of feature values

IV. FEATURE SELECTION

This section elaborates the feature selection stage of the
proposed framework. The purpose of this stage is
dimensionally reduction and feature length aligning.

Given an input movie clip V, we denote each of these
features by f; and the feature set by F below, where k is the
number of feature cues and equals six in this paper.

F={fii=12 ..k )

Due to different numbers of frames contained in these clips,
the size of the raw feature f; acquired directly from a movie clip
differs from each other. This requires the features to be resized
into the same length. The feature selection method is
formulated in formula (6)

F' = PCA(T(f,), T(£,), ., T(f)) (6)

The F' is the final integrated feature vector after selection,
the function PCA() [21] and T() represent the principal
components analysis and time warping method respectively.
This proposed method converts different size of feature series
to a given size and reduces data redundancy.

Figure. 10 shows how the time warping method with
hyperbolic tangent curve works. For instance, consider a 25s
clip with 1000 frames, mapping the 1000 dimensions feature to
the x axis. The 1000 dimensions range from -500 to +500 on
the x axis will be mapped to a result ranges from -25 to +25 on
the y axis. This mapping keeps the details of the middle part
dimensions and reduces the noised of both ends at the same



time, which is suitable for movie clips since the middle part of
a movie clip is more likely to have the effective content.

Cues with Same
Dimension

Cues with Different
Dimensions

Cuel
Cue 2
Cue3

tanh(x) =

x+efx
Figure 10. Time warping method with the hyperbolic tangent curve.

Each feature time series f; is warped to the size of 50, and
then we obtain a total 300 dimension integrated feature of
every clip. Finally a PCA process is applied to get a 100
dimensions integrated feature for the following stage.

V. TEMPLATE BASED ADAPTIVE KERNEL SVM

In the database, we have obtained the votes v for each video
clip, which stands for the evaluation value of affection, and the
relationship between the low-level feature and the affection
value is given as follows:

W=<F,v>

(7)

Where F' is the integrated feature from Equation 6. With
the relationship W, we propose SVM based framework which
adaptively select RBF or Linear kernel based on the
comparison results between testing clip and templates, as
shown in Figure. 11.

A

Select RBF kernel
RBF
o B

\ dz2

Select Linear kernel

Figure 11. Template based adaptive kernel SVM

The whole method can be described as following steps:

1) Papre training and testing dataset from W

2) Training two SVM model with Linear and RBF kernel,
denoted as M; and My

3) Based on the testing results, select top 10 clips’ features
set for each model and take them as templates sets, denoted as
T, and Ty

4) For a testing clip feature F’, calculate the distance d,,
and dp to the two templates sets respectivelly. Then d; =

Distance(F',T;) and dg = Distance(F',Tg) , where the
Distance() function is the Hamming distance method[22].
5) If(d, > dg) Select M,, as predicting model for the clip.
else select My

VI.

This section introduces some experiments to evaluate the
proposed framework and show the advantage of the template
based adaptive kernel SVM method. For the convenience of
comparative assessment, a user experiment was conducted to
establish the ground truth which each movie clip is labeled with
user votes as the measurement of highlight level.

EXPERIMENTS

A. Proposed databse

The user experiment is set up as follows. The audiences are
70 undergraduate students with 30 females and 40 males who
have received detailed instructions of how the experiment is
conducted. During the experiment, each user is asked to watch
these 350 movie clips on a computer screen and vote for those
clips whether he/she enjoys it. As a result, votes of movie clips
range from O (nobody votes for it) to 70 (everybody votes for
it).

The clips mentioned above are manually chosen from a
total of 20 movies listed in Table 1 with four major movie
genres including action, horror, war and disaster. Each genre
contains 5-6 movies and there are about 15-18 clips are chosen
from each movie. The movie clips varies from a minimum of
40 seconds to a maximum of 2 minutes in length. Figure. 12
shows the key frames of these movies.

--“ - y

Figure 12. Key-frames from the testing database
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TABLE I. MOVIES IN THE DATABASE
No. Movie Names Genres
1 Red (2010) Action/Comedy
2 Mission: Impossible 111(2006) Action/Thriller
3 Live Free or Die Hard (2007) Action/Thriller
4 Gladiator (2000) Action/Drama
5 Terminator 2: Judgment Day (1991) Action/Sci-Fi
6 The Day After Tomorrow (2004) Disaster/Sci-Fi
7 Twister (1996) Disaster/Drama
8 Titanic (1997) Disaster/Romance
9 The Perfect Storm (2000) Disaster/Drama
10 2012 (2009) Disaster/Family
11 The Silence of the Lambs (1991) Horror/Crime
12 Silent Hill (2006) Horror/Thriller



13 The Shining(1997) Horror

14 Final Destination (2000) Horror/Thriller
15 Alien: Resurrection (1997) Horror/Sci-Fi
16 Black Hawk Down (2001) War/History
17 The Lord of the Rings: The Return of the War/Action

King (2003)

18 Troy (2004) War/Romance
19 Brave heart (1995) War/History
20 Saving Private Ryan (1998) War/History

The criterion of choosing clip is selecting those clips whose
highlight level rang from low to high averagely. Finally, there
are 596 clips. Figure. 13 shows the sorted user vote’s histogram,
it can be observed that the database contains clips with
different highlight levels. The clip database will be published
very soon.
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Figure 13. Statistic histogram of user votes which have been sorted.

B. Experiments on the proposed databse

To show the advantage of the proposed method in this
paper, experiments with single kernel SVMs and proposed
method are compared.

To train the single kernel SVM, 426 clips are selected
randomly from database, half of them are training data and
others are testing data. According to the results, the top 10 best
result clips are selected as templates. Then the other 170 clips
are tested by using the RBF kernel SVM, linear kernel SVM
and the proposed method. Table 2 shows the statistic error
results of linear kernel SVM, RBF kernel SVM and proposed
method. The average error between predicted value and the
ground truth is employed as evaluation criterion.

most cases. When the error value lies in the ranges from 0 to 20,
the results shows that the proposed method result contains
more clips than the other two methods, which indicates the
higher performance of proposed method.

A snapshot of the results comparison between the ground
truth and the proposed method is shown in Figure 14. The
result of the proposed method is very close to the ground truth.

C. Other Case Study

To demonstrate the framework proposed in this paper, half
part (about 55 minutes in length) of the movie Wanted (2008)
with a total of 110 minutes in length is recruited as an example
of movie highlights summarization.

TABLE IlI. MOVIE TRAILER WITH 53S LENGTH CONTAINING 10 SHOTS

GENERATED FOR THE MOVIE WANTED (2008)

No. Snap Shot

TABLE II. COMPARISION RESULTS OF THREE METHODS
Error Linear RBF Proposed
Ranc;e Clips Average Clips Average Clips Average
Amount Error Amount Error Amount Error

(0, 10] 80 4.509 86 5.033 114 4.365
(10,20] 49 15.137 52 14.559 38 14.756
(20,30] 27 24.537 30 23.165 17 22.923
(30,40] 9 33.310 1 31.371 0 --
(40,50] 2 41.472 1 41.378 1 40.014
(50,60] 2 55.796 0 - 0 -
(60,70] 0 - 0 0
(70,80] 1 86.172 0 - 0 -
Total 170 13.797 170 11.514 170 8.753

As shown in Table I, it is obvious to see that proposed
performs better than linear kernel and RBF kernel SVM in
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Description
Gun is flying from a man
towards the hero.

1

"The hero is running after a man in
the train station.

The hero is trying to calm down
ithe scared passengers. The scene
is chaotic as people shout loudly.

train is running through a gorge
and suddenly the train stops and
fells down from pathway.

The hero is seeking for his enemy
in a train with a gun in his hand.
Passengers are scared.

The hero is firing around with a
man's body as shield. Many
enemies die.

@A train is running through a city
ith beautiful night urban
Mlandscape.

A man is driving a car trying to
catch up the train, shooting to the
train at the time.

==Someone gets shot and fells into
the lake, bleeding.

The hero gets back to the base for
a final battle.

First of all, the selected movie is sliced into clips and re-
connected by the shot boundary detection method[20]. Those
movie clips whose length are less than 3 seconds are neglected
automatically. Second, the mentioned integrated feature cues
are extracted from each of the clips. Finally, for each feature
vector, the predicted result is obtained with the template based



adaptive kernel SVM model. The top 10 clips with highest
predicted results make up the final movie highlights
summarization, as shown in Table 111

VIlI. CONCLUSIONS AND FUTURE WORK

In this paper, we built a clip database with user votes for
their highlight level, and then a novel template based adaptive
kernel SVM framework is introduced to ranking move clip
highlight level by using six visual feature cues. These features
are combined together via time warping and PCA to represent
the characteristics of a given movie clip. Experimental results
have demonstrated that the proposed framework is effective in
ranking movie clips and producing movie highlight
recommendation.

Further studies will be conducted to enlarge the proposed
clip database and improve the performance of proposed
algorithm by using deep learning method.
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Abstract

The MADCOW annotation system supports a notion of
group, facilitating focused annotations with respect to a do-
main. In previous work, we adopted ontologies to represent
knowledge about domains, thus allowing more refined an-
notations to a group, and discussed how the use of ontolo-
gies facilitates the formulation of semantically significant
queries for retrieving annotations on specific topics. We
now expand on previous results and study two new types of
measures to identify matches between users’ interests and
groups: Degree Centrality, developed for social networks
to assess the quality of concepts in an ontology, and URL
concordance, indicating the similarity of interests among
users who annotate the same pages.

Keywords: Web annotation, Matching, Class Match Mea-
sure, Degree Centrality Measure.

1. Introduction

Collaborative activities require that some common ter-
minology be established among agents possibly conven-
ing from different backgrounds and focusing on different,
though related, tasks. In general, even in cross-disciplinary
endeavours, collaboration among users is focused on some
domain for which specialised terminologies may have been
defined. In the last 15 years, ontologies have become the
modeling technique of choice for characterising the con-
cepts relevant to a domain, so that every project requires,
albeit implicitly, agreement on the content of some do-
main [13], or even local [10], ontology.

From a different perspective, and notably based on tech-
nologies relative to the so-called Web 2.0, forms of addi-
tion of personalised content to publicly available documents
have become ubiquitous, ranging from simple tags to on-
the-fly linking of existing material, to the production of new
texts or sketches, while allowing the automatic capture of
contextual information. In particular, the MADCOW sys-

tem [4] provides an integrated access to all such techniques,
and to the results of annotation processes, in the form either
of local popups showing existing annotations or of dynami-
cally generated pages incorporating all the added material.

Annotations produced by a user while perusing a doc-
ument, or embedded in the document itself, as well as the
documents generated from their integration, can then be-
come the basis for collaborative activities, on which other
users can integrate information, question or revise exist-
ing annotations, and establish links with other information
sources [3]. Such a progressive addition of new informa-
tion differs from collaborative construction of documents,
as it allows other users to read the development of any on-
going discussion, rather than only its final result, while all
the time preserving the integrity of the original document,
which might be owned by third parties.

In this open setting, clusters of annotations (and authors)
on specific topics emerge; at the same time, repeated col-
laborative activities lead to the formation of groups of an-
notators with common interests, or who cooperate to realise
some tasks in some specific domain. However, some prob-
lems arise in the creation of groups, if one needs to find fel-
low annotators or to look for groups relevant to his or her in-
terests. Indeed, manual investigation of the topics of candi-
date groups or of existing annotations becomes rapidly un-
wieldy as the number of groups or of annotators increases.

In [1, 2, 14] we proposed automatic groups-users match-
ing as an alternative to manual search of groups to join (or
of users to invite in a group): Group owners (users) are
now presented with ranked lists of relevant users (groups).
Experimental tests showed that automatic suggestions sig-
nificantly reduced the time spent in looking for proper
choices [2]. At the basis of the matching process is the asso-
ciation of groups with ontologies whose concepts (used as
terms) are representative of the group objectives [6]. Terms
can be recognised as significant by users, and searched for
and manipulated by suitable services [7, 12, 24, 26], while
annotations can be endowed with a set of tags to represent
the intention behind them.
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In this paper, we improve the groups-users matching pro-
cess by integrating it with information about the structure
of the ontology itself and by considering the actual con-
tents on which the annotation was performed. In partic-
ular, we overcome some limitations of the Class Match
Measure (CMM) from previous works [1, 2], which, al-
though providing meaningful results, depends on a single
term-ontology matching, and does not consider the relations
among the ontology concepts that match the terms provided
by the user. Hence, we turn to social networks analysis
where centrality measures consider the roles played in the
network topology by a given node or set of nodes. Graph
Degree Centrality (DC) [11, 8] is used here, in a slightly
modified version, so that the system computes the central-
ity of the maximum subgraph that could be formed from the
provided terms against a given ontology.

We also propose a measure based on the annotated
URLSs, following the observation that different users anno-
tating the same specialised Web sites usually share the same
interests. Discovering that fellow annotators already belong
in some group could encourage others to become members.
On the other hand, group owners can look for users who
systematically annotate websites which are targets of anno-
tations for many group members.

We report on a pilot test comparing the use of CMM and
DC to assess whether consideration of an ontology topol-
ogy improves the quality of matching. We also compare the
ontology-based and URL-based matching processes.

After considering related work in Section 2, we intro-
duce relevance measures and discuss their use in Section 3,
also sketching the storage of ontologies. Section 4 presents
an applicative scenario, with experimental results discussed
in Section 5, and Section 6 concludes the paper.

2. Related work

Ontologies were proposed by Paralic and Kostjal as rep-
resentational schemes for domain knowledge to enhance the
retrieval process, in comparison with the vector and the la-
tent semantic indexing models [21]. In [5] a retrieval agent
is described, providing access to information from multiple
domains based on domain ontologies and users’ interests.

Both [23] and [9] apply similarity measures and ontolo-
gies to match job-seekers and job offers based on descrip-
tions of the skills respectively owned and required.

Sentence similarity based on semantic nets and corpus
statistics is treated in [17], with reference to very short —
one sentence long — texts, and taking into account implied
semantics and word order information. In [22], similar-
ity relevance is extended to include the relations between
completely different resources. They propose a methodol-
ogy to measure semantic relevance between resources based
on ontological representations, taking into account different

meaningful relations.

Centrality measures have been used to assess the rele-
vance of an ontology to a collection of terms. In [20], group
centrality is used to aggregate journals into disciplines in a
co-citation network. In [27] a topological centrality mea-
sure is proposed, and compared with other centrality mea-
sures, to discover communities in complex networks and to
construct the backbone network.

In [15], the benefits of applying Social Network Analy-
sis to ontologies and the Semantic Web are illustrated. They
discuss how different notions of centrality describe the core
content and structure of an ontology, and illustrate the in-
sights provided by centrality measures such as degree, be-
tweenness and eigenvector on two ontologies (SWRC! and
SUMO?) which are different in purpose, scope and size.

In his work, Freeman [11] defined DC for a whole graph
by considering the in-degree and out-degree for each node
in the graph. We are using the same definition here, but with
an extension to consider two types of node relation: Part-of
and Similarity. For terms not involved in the subgraph, we
use the simple definition of DC. We here adopt DC to as-
sess the relevance of existing domains (represented by sets
of terms) for a given group. The same measure is also used
to match domains with users (represented by their annota-
tions) in order to recommend groups to users and users to
groups. This work represents a continuation of the works
presented in [1, 14, 2] where ontology-based groups-users
matching was introduced and its mathematical basis given.

3. Relevance Measures

We introduce some definitions preliminary to the de-
scription of the role of ontologies for MADCOW groups:
(1) Domain: a unique name designating the area of knowl-
edge to which an ontology refers. (2) Concept: the name
associated with a node. (3) Lexemes: lexicalisations of
some concept. (4) Terms: lexicalisations provided by a
group owner to characterise the intent of group creation.
(5) Tags: lexicalisations provided by a user to characterise
an annotation content. After describing the creation of the
ontology repository used in our experiments, we illustrate
the use and implementation of two independent relevance
measures for proposing group-user associations.

3.1. Ontologies Repository

A repository of 40 ontologies was created extracting data
from the BabelNet Ontology>. BabelNet is a multilingual

Thttp://ontobroker.semanticweb.org/ontologies/swrc-onto-2001-12-
11.0oxml

Zhttp://www.ontologyportal.org/

3htpp://babelnet.org
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encyclopedic dictionary, with lexicographic and encyclope-
dic coverage of terms, and a semantic network connecting
concepts and named entities in a very large (more than 9
million entries) network of semantic relations, called Babel
synsets. Each synset represents a concept and contains all
the synonyms which express that concept in a range of dif-
ferent languages. Synsets are obtained from the automatic
integration of WordNet and Wikipedia [18] and a JAVA API
helps in the data extraction process [19].

A Java application for ontology extraction was devel-
oped, which takes a domain (which will provide the ontol-
ogy name) as argument, starts identifying the top BabelNet
synset for that domain and then visits the related synsets re-
cursively, increasingly adding concepts to the ontology un-
der construction. In the current implementation, we stop
recursion at level 3*. For every visited synset, its ID, URL,
lexemes, MAP (the set of related synsets), and the types
of relationships with these synsets are extracted and saved
in MySQL tables. In the experimental tests in our previ-
ous works, 6 ontologies generated by OntoLearn [25] were
used, structured as trees with concepts as nodes and edges
labelled by the IS-A relationship. Here, we build ontologies
as directed graphs with 4 different concepts relationships:
Subclass, Superclass, Part-of and Similarity. Fig. 1 shows
a fragment of an Entity-Relation diagram for the ontology
repository, while the following schematises the JAVA code
used to create the repository. For simplicity, we do not show
here the structural features of the Ontology class corre-
sponding to those shown in Fig. 1.

Ontology ontology = new Ontology (name);

Concept concept = createConcept (name, new BabConn());
ontology.addConcept (concept) ;
ontology.buildOnto (concept.getLinkedConcepts (), 3);

saveInDataBase (ontology) ;

Concept createConcept (String title, BabConn babelNet) {
ID = babelNet.getSynsetID(title);

URL = babelNet.getSynsetURL (ID);

lexemes = babelNet.getLexemes (ID);

linkedConcepts = babelNet.getLinkedConcepts (ID); }

class Ontology{

public buildOnto (List<Concept> linkedCpts, int level) {
if (level==0) return;
else {
List<Concepts> leaves = new ArrayList();
for (Iterator it = linkedCpts.iterator; it.hasNext)) {
Concept concept = (Concept) (it.next());
this.addConcept (concept) ;
leaves.add (concept.getLinkedConcepts());}
this.buildOnto (leaves, --level); }}}

4Matching computation time increases with the existence of more on-
tologies and more levels within each ontology. However, executing the
matching itself is not a frequent process. Future work will include a study
for minimizing matching computation time.

Figure 1: A fragment of the Repository Schema.

The construction of instances of Concept exploits a
babelNet object to provide access to BabelNet, retrieving
all the data related to a concept, according to the schema in
Fig. 1. After a new ontology is created and an initial con-
cept added, it gets populated by recursively following the
concepts linked to the concepts in BabelNet corresponding
to those already included in the ontology. The first invo-
cation of buildOnto has as argument the collection of
concepts linked to the first one. The recursive invocations
follow the links up to the indicated level of depth, here fixed
to 3. The member function getLinkedConcepts re-
trieves the concepts (if found) having relations: Subclass,
Superclass, Part-of and Similarity with the concept being
processed. Finally, saveInDataBase saves the whole
ontology in the database according to the relations and prop-
erties present in Fig. 1.

3.2. Ontology-based measures

We start by describing the two distinct measures used in
MADCOW: Class Match and Degree Centrality.

3.2.1 Class Match Measure

The Class Match Measure CMM (exact and partial) evalu-
ates the coverage of an ontology for a given set of lexemes.

Definition 1 (Class Match Measure). Let C(O) be the set of
concepts for an ontology O, Lo(c) the set of lexemes for a
concept ¢ € C(O), and T a set of lexical items. Let token :
Lex x Lex — B be a function such that token(x,y) is
true iff y is a subword of x and false otherwise, where
Lex is the set of all possible lexicalisations. Then a Class
Match Measure for O and T is a function CMM (O, T) =
aE(0,T) + BP(O,T), witha > B, a+ B =1, and’:

1 ifdl € Lo(c)[l =t
I(e,t) = 0 otherwise
E(Oa T) = ZceC(O) ZteT I(Cv t)

_J1 if 3l € Lo(c)[token(l, )]
J(et) = { 0 otherwise

P(O,T) = ZceC(O) ierd(et)

5We have empirically determined a = 0.6, 3 = 0.4
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E(O,T) and P(O,T) are called exact and partial
matches between O and T', respectively.

3.2.2 Degree Centrality Measure

According to [16, 20, 27], the Degree Centrality Measure
(DC) quantifies the importance of a concept in an ontology
with respect to its number of connections, viewing the on-
tology as a directed graph. We adapt this definition to pro-
vide a measure of the relevance of an ontology for a group,
based on the notion of maximal connected subgraph formed
by ontology concepts/lexemes matched to group terms®.
Fig. 2 depicts an ontology as a directed graph, highlighting
its maximal connected subgraph.

4%
B

Ontology X

. : Matched Concepts (Maximal Connected
Subgraph).
@ : Restof Matched Concepts.

Figure 2: Ontology as a directed graph.

Definition 2 (Matched Concepts). Ler O, C(O), Lo(c)
and T be as in Definition 1; then the set M(O,T
of matched concepts is calculated as M(O,T)
User UZELO(C) UCEC’(O) H(c,l,t), where:

O e Lol =1
He,1,t) = 0 otherwise

Given M (O, T) the graph M G(O,T), has the elements
in M (O, T) as nodes and for each pair of nodes ¢y, ¢z an
edge if the corresponding concepts are linked in O. Then,
for each maximal connected subgraph MCSG*(O,T) of
MG(0,T), MCSG! (O, T) is its set of nodes.

Definition 3 (Degree Centrality of Maximal Con-
nected Subgraph). The maximal degree centrality
for MCSGY(O,T) is defined as DC,,(0,T) =

max( hEMOSG, O.T) MD_degree(Ch)) where n is the
(n—1)(n—2) ’

number of concepts in MCSG, M D = maz{degree(c) |
c € MCSG:(0,T)} is the maximum value for the degree
Sfunction, and degree(c) = sub(c) + sup(c) +part_of(c)+
sim(c), gives the number of concepts with at least one
relation of type Subclass, Superclass, Part-of or Similarity
with a concept c, respectively.

6In case of several maximal subgraphs, we select the highest DC value.

Definition 4 (Outer Degree Centrality). Given M(O,T)
and MCSG(O,T) as in Definition 2, let Q*(O,T)
= M(0,T) \ MCSG,(O,T). Then DC’O(O,T) =
maz (Y .cqi(o,r) degree(c)) is the outer degree centrality

of @(0,T).

Finally we define the degree centrality of M (O, T) as
DC(0,T) = DC,,(0,T) + DC,(O,T).

Assuming that ontologies are represented by domains,
groups by sets of terms chosen by their owners and users
by sets of tags used to adorn annotations, we define three
different relevance measures based on CMM and DC.

1. Group-Domain Relevance: This measure sup-
ports groups’ owners in identifying appropriate do-
mains by evaluating CM M or DC, with O the on-
tology associated with a domain and 7T the set of terms
T'ms(g) the owner indicates as characterising group g.

2. Domain-Users Relevance: This measure sup-
ports groups’ owners in identifying potential mem-
bers. Here, O is the ontology describing the domain to
which the group is associated and T is the set T'gs,(u)
of tags adorning public annotations of a user u.

3. User-Domains Relevance: This measure sup-
ports users in identifying relevant groups according to
their interests. The concepts in O are matched with the
set of tags T'gsq(u) = Tgsp(u) U Tgs,(u) adorning
public and private annotations of a user u.

In all these cases, domains or users are then ranked ac-
cording to the relevance provided by the adopted measure.

The following pseudocode’ describes the process by
which we rank the relevance of ontologies from a given set
for a group G represented by its terms for both CMM and
DC. We assume that ontologies is an array whose ele-
ments maintain the information on the different ontologies®.

In = ontologies.length; ranksCMM = new array[ln] of int;
relevanceCMM = new array[ln] of float;

ranksDC = new array[ln] of int;

relevanceDC = new array[ln] of float;

for (i = 0;i<ln; i++){
relevanceCMM[i] = matchCMM(G.terms,ontologies[i]);
relevanceDC[i] = matchDC(G.terms,ontologies[i]);

}
ranksCMM = computeRanking(relevanceCMM) ;
ranksDC = computeRanking (relevanceDC);

float matchCMM(gTerms[], ontology) {
exactMatch = partialMatch = 0;
oTerms = ontology.getTerms () ;
for (i = 0;i<gTerms.length;i++)
for(j = 0; j<oTerms.length; j++)
if (gTerms[i] == oTerms[]j])
exactMatch++;
elseif (isTokenIn(gTerms[i],oTerms[]j]))

7Some of the functions where not coded due to paper size limit.
8The code uses nested loops to facilitate understanding. Loops are ac-
tually implemented through suitable SQL statements.
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partialMatch++;
return exactMatchx0.6 + partialMatch=%0.4;
}
float matchDC (gTerms[], ontology) {
matched = checkMatch(gTerms[], ontology);
connected = checkMaxConnected (matched, ontology);
DC = match (connected, ontology);
rest = matched - connected;
for (j=0; j<rest.length(); j++)
DC += degree(rest[j], ontology);
return DC;
}
float degree (concept, ontology) {
return sub (concept, ontology) +
sup (concept, ontology) +
part_of (concept, ontology) +
sim(concept, ontology);

Analogous code is used for the other cases.

3.2.3 Example

The following example illustrates the process of matching
a group with two ontologies. Given the fragments of the
Animal and Plant ontologies in Fig. 3 where each node
(concept) has a sample of lexemes close to it (the white
rectangle)’, let us suppose we have a group G with terms
(Living Thing, Organism, System, Body, Grows,
Operations, Adult). We need to check the relevance
of the two ontologies for the group using CMM and DC.

-A form of life T -Emboryonal
( Living -Living Creature | ( Embryo -That which grows
+._Thing - -Life on earth - | -Embryenic
Organlsm M 5%5
S, —
W Animal \

( Syslem ) s B

‘ Subelassy,

— sub\ﬁss Palf ofubelass . Prey )
p Bﬂdy “_paro® N ( Adut ) P
( Head N ‘sTlhela.i Elder

Vascular™
( 3)‘519"1 M System -Cormogens
K § < of | -Tracheiophy
( onvascular subslass —
x_(_)lgamsnj J

-Emboryonal
-That which grows
-Embryonic

Vascular \
\_Plant_/ ( Embryn

Orgamsm
/“Living ™ | gsuperelass— W N Wa/'
*._Thing - " Plant Plam OpElallﬂﬂS
¢ Aqum 4_sube|ass""

Figure 3: Fragments of Animal and Plant ontologies.

In particular, we obtain: CM M (G, Animal) = (14+1+
1+1+0+0+1)%0.6+(0+0+04+0+1+0+0)*0.4 = 34
and CMM(G,Plant) = (1+1+14+0+04+0+0) *
064+ (0+1+14+0+1+1+0)%0.4=234.

Based on CMM, we can rank the two ontologies:
Relevance(G, Animal) = 3.4, Rank(Animal) =
1, Relevance(G, Plant) = 3.4, Rank(Plant) = 1,

For the DC measure we obtain:

DC(G, Animal) = (3_1()1(‘;’)_(2):;()3_2) +2 = 2% and

DC(G, Plant) = L2550 = 2.5,
with ranking:

9Both fragments are taken from their corresponding ontologies after
being synthesised from BabelNet.

Relevance(G, Animal) = 22, Rank(Animal) = 1,
Relevance(G, Plant) = 2.5, Rank(Plant) = 2

Although the terms for G are more related to the
Animal ontology, we observe that the CMM equally
ranked the two ontologies while the DC ranked Animal
before Plant.

3.3. URL-based measure

This measure is based on the number of URLs annotated
by both group members and external users, under the as-
sumption that such URLs represent shared interests, sug-
gesting potential group members. In [1], we gave a formal
definition of the measure and an example of calculation.
In this work, we include the URL measure in the experi-
mental test to study possible improvements on the results of
ontology-based measures.

4. Working Scenario

A university uses MADCOW as a coordination tool for
its faculty members and students. Taya is a teacher inter-
ested in several subjects related to Computer Science, and
she would like to direct her interests towards a new field re-
lated to robotics. She creates a group titled “Introduction
to Robotics” and browses the existing domains by click-
ing Refer to Domain link, but finds out that no im-
mediately suitable domain exists. Hence, she enters rele-
vant terms such as “robotics”, “intelligence”, “direction”,
“motion” to represent the group intent and asks the system
to suggest related ontologies for this group by clicking on
“Search”. The system looks for the most suitable ontologies
available and generates a ranked list by executing CMM
and DC measures. Taya examines the generated lists and
picks the “AI” ontology and clicks on “Link” to refer her
group to this domain. The concepts in the “AI” ontology
become available for users to tag annotations (see Fig. 4).

music 7 computer science || 6
@ | ai 8 ai 6
chemistry 9 fashion 7

Figure 4: Ranked list (partial) of matched domains (and on-
tologies) with terms provided by Taya (CMM and DC Mea-
sures).

Taya invites some users whom she knows might be inter-
ested in her group and they start submitting annotations. Af-
ter a while, Taya clicks on Suggest Members to obtain a
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list of potentially interested users. The system performs the
ontology-based matchings as well as the URL-based one
and shows Taya three ranked lists of users from the various
types of matches, from which she selects and invites users.
Conversely, Daniel has created several annotations re-
lated to different subjects and would like to find interest-
ing groups. From his portal menu, he chooses “Suggest
Groups”. The system matches all his public and private an-
notations to all the available domains, presenting him with
a ranked list of these domains and their associated groups.

5. Experimental Tests

We conducted a pilot test to assess the adequacy of the
ontology- and URL-based measures. 20 Participants (uni-
versity students familiar with MADCOW and employees)
were divided into 3 disjoint sets (7, 7, and 6 respectively).
Participants from the first set created 11 MADCOW groups
and assigned domains for them, then manually invited par-
ticipants from the second set to join the groups (21 invita-
tions were created). All participants in this set accepted the
invitations and submitted annotations to the joined groups
(17 annotations). Participants in the third set submitted pri-
vate and public annotations (28 annotations), all adorned
with suitable tags. We asked participants to annotate a set
of similar websites to check URL matching (for this we
used 10 different websites). Group owners requested the
system to suggest members and invitations were sent (18
invitations). Participants of the third set requested the sys-
tem to suggest proper groups and sent membership requests
(15 requests). After the test, we asked all participants to
fill an online questionnaire about the three measures, the re-
sults being reported in Tables 1 and 2 for owners and users,
respectively, (where G. Asso. stands for group-domain asso-
ciation, M. for member, Presence for presence of irrelevant
ontologies or members, and Absence for absence of rele-
vant ontologies or members). Figure 5 shows data for the
corresponding ontological measures.

Results show a preference for suggestions obtained
using DC over those using CMM, consistently with the
hypothesis that considering relations between concepts in
an ontology can favour the process of identifying suitable
groups or users. Although partial match in CMM retrieves
more results, this could be a source of confusion to some
users, since some of these might be irrelevant.

Table 1: OWNERS’ ASSESSMENT OF MEASURES.

Adequate | Presence | Absence
CMM | G. Asso. 66% 18% 16%
M. Suggestion | 76% 22% 2%
DC G. Asso. 82% 2% 16%
M. Suggestion | 92% 3% 5%
URL Needed (M. Sugg.) 80%
Not needed (M. Sugg.) 20%

Table 2: MEMBERS’ ASSESSMENT OF MEASURES.

Adequate | Presence | Absence
CMM G. Suggestion | 56% 16% 28%
DC G. Suggestion 86% 9% 5%
URL G. Suggestion Needed 2%

Not needed | 28%

Owners Ontdogical Measures Perceptions
B CMM G. Asso. M User Suggestion

DC G. Asso. M User Suggestion

Adequate Presence

Measures/Perceptions

Absence

Users Ontological Measures Perceptions
B CMM G. Suggestion EDC G. Suggestion

90.00%
80.00%
70.00%

& 50.00%

& 50.00%

B 20.00%

£ 30.00%

8 20.00%

& 1000%

0.00%

Adequate

Preserce
Measures/Perceptions

Figure 5: Owners’ and Members’ assessment of ontology-
based measures.

Absence

To be sure of participants’ credibility in filling question-
naires, and to ensure correctness of relevance calculations
and ranking, we stored (in the background) the ranked re-
sults as well as the choices of the participants in order to
calculate the percentage of participants who chose the 1st
and the 2nd top ranked results (Table 3). Values in the table
appear to be consistent with the data in Tables 1 and 2.

Table 3: 1ST AND 2ND SELECTIONS.

Asso. | Users Sugg. | Groups Sugg.
CMM | 52%, 24% 20%, 30% 45%, 15%
DC 75%, 25% 66%, 16% 75%, 14%
URL 80%, 10% 50%, 16%

Table 4 presents the average times (in seconds) for com-
puting the measures involved in the tests. The reason for the
higher cost of CMM lies in the use of partial matching.

Table 4: MATCHING OPERATIONS AVERAGE TIMES.

CMM | DC | URL
Domain Asso. 1.13 | 0.85 —
Sugg. Users 215 | 143 | 1.25
Sugg. Groups 2351073 | 1.36
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6. Conclusions and future work

We have introduced ontologies to represent domain
knowledge relevant to the formation of groups in the MAD-
COW annotation system and realised tools to find matches
between groups and potentially interested users. Tools for
facilitating the retrieval of interested users (or of interesting
groups) are provided based on matches between tags freely
used by submitters of annotations and lexemes contained in
the different ontologies integrated in the MADCOW sys-
tem. Experimental results show that DC is preferred over
CMM for suggestions. In general, DC improved the sug-
gestion process due to its revised list of results compared
with CMM, minimising users confusion in selecting the
most appropriate items. Moreover, the evaluation of CMM
consumes more time than DC, which makes the latter faster
in generating the suggestion lists. Experimental results also
indicate that reference to URLs can further improve results
provided by ontology-based measures.

As future work, we plan to proceed with deeper experi-
mental investigation and to explore possible enhancements
to the adopted measures. An interesting candidate measure
is based on the notion of Clustered Concepts, considering
the number and size of clusters of matched concepts, as
well as their relative closeness, based on the idea that the
ontology with closest concepts is the most relevant.
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Abstract— Crowdsourcing is widely used for solving simple
tasks (e.g. tagging images) and recently, some researchers [9][10]
propose new crowdsourcing models to handle complex tasks (e.g.
articling writing). In both type of crowdsourcing models (for
simple and complex tasks), voting is a technique that is widely
used for quality control [9]. However, we argue that voting is
actually a technique that selects a high quality answer from
a set of answers. It does not directly enhance answer quality.
In this paper, we propose a new crowdsourcing approach that
can incrementally improve answer quality. The new approach is
based upon two principles - evolutionary computing and slow
intelligence, which helps the crowdsourcing system to propagate
knowledge among workers and incrementally improve the answer
quality. We perform explicitly 2 experimental case studies to show
the effectiveness of the new approach. The case study results show
that the new approach can incrementally improve answer quality
and produce high quality answers for non-trivial tasks.

Keywords: Crowdsourcing, Evolutionary Computing, Slow
Intelligence Approach, Quality Control.

I. INTRODUCTION

Crowdsourcing is the practice of solving problems by
combining contributions from a large group or the public.
It is widely used for solving simple tasks (e.g. tagging
images) and recently, some researchers [9][10] propose
new crowdsourcing models to handle complex tasks (e.g.
articling writing). In both type of crowdsourcing models
(for simple and complex tasks), voting is a technique that is
widely used for quality control [12][9][13]. For example,
a crowdsourcing system may ask workers to vote for good
answers, and discards poor ones. In the other words, the
voting approach actually selects high quality answers from a
set of answers that are provided by a group of independent
workers. Hence, the idea of propagating knowledge so as to
incrementally improve the answer quality is lacking.

Evolution is a kind of slow intelligence. It is the process
of incrementally improving quality or achieving a goal in a
given environment, and it is widely used in many different
applications [8][14][11][18]. Theoretically, it is so powerful
that it has the ability to tackle any search space provided that
initialization and variation operators are available [6].

In this paper, we propose a new crowdsourcing approach
that help to propagate knowledge among workers and as a
result, improve answer quality of crowdsourcing task through
evolution. The challenges of building such approach lie in
two aspects: 1) how can the crowdsourcing system model
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the process of evolution; 2) how to make the approach to be
easily incorporated in existing crowdsourcing models?

In order to address these challenges, we propose a new
approach based upon two principles - slow intelligence and
evolutionary computing. Under the context of crowdsourcing,
the notion of slow intelligence suggests that quality of answer
can be improved if time is allowed for more workers to work
on the task. However, we argue that solely allowing more
workers to work on a task independently is not enough for
tremendously improving the answer quality as knowledge
is not accumulating. Because of that, we propose a novel
mechanism—the evolutionary feedback strategy—that allows
workers to propagate their knowledge to others without direct
communication (to address challenge 1).

The evolutionary feedback strategy models the behavior
of creature evolution. It gradually eliminates poor quality
answers and only propagates high quality answers to new
workers. Based on the high quality answers, new workers
can generate new answers with higher quality. Therefore, the
answer quality can be improved incrementally without direct
communication between workers. Furthermore, evolution
is a process that, once started, does not need any external
intervention. As a result, users only have to define the task
and objective for the evolution process to start. They do not
need to even define the answer quality function or decide
on how to partition the task, which makes the approach to
be easily adopted by any existing crowdsourcing models (to
address challenge 2).

The rest of the paper is structured as follows: Section II
describes related work and background. An overview of the
new crowdsourcing approach is provided in Section IIIL
Sections IV describes formally the two computation cycles
for the new crowdsourcing approach. We present 2 detailed
case studies in Section V and VI to show the effectiveness of
our approach. Section VII shares with you our experiences of
this work and Section VIII concludes this paper.

II. RELATED WORK AND BACKGROUND

The work related to this paper falls under 3 categories: slow
intelligence system, evolutionary computing, and crowdsourc-
ing.



A. Slow Intelligence System

The concept of slow intelligence suggests that the relation-
ship between quality of output and time is a natural trade-
off. An artificial system that follows the slow intelligence
principle can be called an Artificial Slow Intelligence System
(ASIS) [3]. An Atrtificial Slow Intelligence System consists of
6 important characteristics that are useful for our crowdsourc-
ing model. They are:

1) Enumeration: Given a problem, the system can improve
solution quality as well as the confidence of correctness
by enumerating different possible solutions.
Adaptation: Solutions are adapted and improved ac-
cording to the system requirement.

Elimination: Poor solutions are eliminated so that only
the appropriate ones are further considered.
Concentration: If there exist too many valid solutions
accumulated in the system, the system selects and stores
only the high quality ones, so as to maintain system
efficiency.

Propagation: The system is aware of its environment
and constanly exchanges information with the eviron-
ment.

Multiple Decision Cycles: The multiple decision cycles
enable the SIS to both cope with the environment and
meet long-term goals.

2)
3)

4)

5)

6)

The concept of slow intelligence is used by some
existing applications. Wang et al [16] propose a slow
intelligence approach for searching appropriate feature
selection algorithms; Dong [4] argues that human intelligence
can be modeled in the slow intelligence framework; Colace
et al [5] propose a network management tool based on slow
intelligence principle and ontology based techniques.

B. Evolutionary Computing

The idea behind evolutionary computing is that given a
population of individuals, the environmental pressure causes
natural selection and hereby th