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Abstract

The main purpose of this paper is to state some sufficient conditions for global
synchronization of chaotic maps. The synchronization is viewed as a state recon-
struction problem which is tackled by polytopic observers. Unlike most standard
observers, polytopic observers can account for a special property of chaotic dynam-
ics. Indeed, it is shown that many chaotic maps can be described in a so-called
convexified form, involving a time-varying parameter which depends on the chaotic
state vector. Such a form makes it possible to incorporate knowledge on the struc-
ture of the compact set wherein the parameter lies. This set depends implicitly
on the structure of the chaotic attractor. It is proved that the conservatism of the
polyquadratic stability conditions for the state reconstruction, stated in a com-
panion paper, can be reduced when the corresponding Linear Matrix Inequalities
involve the vertices of the minimal convex hull of this set. Theoretical developments
along with special emphasis on computational aspects are provided and illustrated
in the context of adaptive synchronization.
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1 Introduction

Chaotic behavior is one of the most complex dynamics that a nonlinear discrete-
time system (usually named a map) can exhibit. There exist a number of spe-
cific properties of chaotic motions as sensitivity to initial conditions, density
of periodic orbits in the corresponding attractor, and transitivity [1]. One of
the other interesting specificity of chaotic motion is that the corresponding
state vector lies in a compact set.
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For chaos control, the property of sensitive dependence on initial conditions
has been exploited. Indeed, chaos control consists in designing a control law
stabilizing the system around one of the unstable periodic orbit embedded in
the chaotic attractor. The most well-known method to achieve this control
is the OGY method [2]. In contrast with standard control theory, it exploits
the specific sensitivity to initial conditions of chaotic systems by designing a
local feedback control that makes use of time-dependent perturbations on an
accessible parameter of the system.
Historically, chaos synchronization has exhibited an increasing interest in the
last decade since the pioneering works of Pecora and Carroll [3][4]. Thereafter,
it has entered the control scene and has become a popular open problem from
the control theoretic point of view [5]. In [6], an attempt was made to give a
general formalism for synchronization in dynamical systems and many special
issues devoted to the subject are of particular interest [7][8][9][10]. Formally,
achieving synchronization with a so-called drive chaotic system through a uni-
directional coupling consists in designing a so-called response system in such
a way that, based on some partial information, they exhibit the same behav-
ior. Such an issue has been presented from a control theoretic point of view
as a state reconstruction problem and has constituted a milestone for deeper
insights. A relevant survey on chaos synchronization dealing with the observer
approach can be found in [11]. For recent advanced techniques to achieve
synchronization, the reader is referred to [12] for observers with linearizable
dynamics, to [13] for observers derived from the concept of absolute stability
, to [14] for observers dedicated to systems having a Generalized Hamiltonian
Form, or to a plethora of papers dealing with the Extended Kalman Filter
based methods. However, at the present, these general state reconstruction
approaches don’t really take into account the specificity of the chaotic mo-
tion, and particularly the fact that the corresponding state vector lies in a
compact set, as mentioned previously. Given a chaotic attractor, the state
vector is bounded and the bounds can be component wise a priori known.
Recently, such a fact has been partially taken into consideration in [16] where
the concept of polytopic observers has been introduced. This concept extends
some earlier works which were confined to piecewise linear systems [17].
The objective of this paper is to go further in the previous consideration by
providing deeper insights on polytopic observers. Considering that a broad
class of chaotic maps can admit an affine state description with a possible
time-varying dynamical matrix depending on the state vector, the state re-
construction issue of chaotic maps can be formulated as a special observer
problem for Linear Parameter Varying (LPV) systems, the time-varying pa-
rameter being a function of the state vector. The stability conditions of the
state reconstruction error and the computation of the observer gain is de-
rived from the solution of Linear Matrix Inequalities. Here, what pursues and
improves the works of [16] is the fact that the polytopic observer design is
not only based upon the boundedness of the state vector but incorporates a
knowledge of the structure of the chaotic attractor. This is a key point which

2



allows us to reduce the conservatism of the stability conditions and, hence,
which permits us to enlarge the class of chaotic maps used for synchronization
purposes. This paper is self-consistent to a large extent and is an attempt to
provide a kind of tutorial on polytopic observers. Its layout is the following.
In Section 2, we show how some chaotic maps can admit a convexified form by
means of a suitable change of variable. In Section 3, conditions on the global
convergence of the state reconstruction error for such systems are recalled.
Then, in Section 4, a result allowing the reduction of the conservatism of those
conditions is stated by considering the minimal convex hull of the polytope
wherein the chaotic time-varying parameter lies. Such a consideration turns
out to be of particular interest in the context of adaptive synchronization de-
scribed in Section 5. Finally, an illustrative example is provided in Section 6.

Notation and definitions

Ω : the attractor wherein the state vector xk of a chaotic dynamical system
lies
Ωρ : the compact set wherein a time-varying parameter ρk lies
Dρ : the polytope wherein the compact set Ωρ is embedded
DA : the polytope wherein a time-varying matrix A is embedded

Definition 1. A convex hull of a set of points is the set of all convex combi-
nations of these points.
Definition 2. A convex polytope is the intersection of a finite set of closed
halfspaces or equivalently a convex polytope is the convex hull of a finite set of
points.
Definition 3. An element of a finite set of points is an extreme point if it is
not a convex combination of other points in this set.
Definition 4. A compact set is a bounded and closed set.

2 Convexifying some chaotic maps

2.1 Various classes of chaotic maps

A generic nonlinear structure that can describe all chaotic systems does not
exist. Indeed, many nonlinear systems with a suitable parameter settings can
exhibit chaotic motions. Hence, when considering chaos synchronization as a
state reconstruction problem, it is difficult to derive a generic observer de-
sign method to achieve the synchronization. By now, we often check for some
classes of systems for which standard state reconstruction techniques exist in-
dependently from the motion, say stationary, periodic or chaotic (see [12] for
output injections in the discrete-time case, [14] for systems having Hamilto-
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nian Forms). When a generic observer design is considered, see for instance the
Extended Kalman Filter [15], the conditions of global convergence are often
difficult to obtain.
Throughout this paper, we are interested in various nonlinear maps but which
admit a common affine state description:











xk+1 = A(xk)xk + E(yk)

yk = Cxk

(1)

where xk ∈ R
n is the state vector, yk ∈ R

m is the output vector. A and E are,
respectively, a n × n time-varying matrix and a n-dimensional vector which
depends on the whole state xk or a part of xk. C ∈ R

m×n is the output matrix.
Many of the usual classes of chaotic maps obey (1). Indeed, set A(xk) = A∗

a constant matrix amounts to consider Lur’e systems. Set A(xk) = Ai and
E(yk) = Ei, some constant matrices assigned, with a one-to-one correspon-
dence, to the regions Ri of the state space, visited by xk at the discrete time k
and fulfilling

⋃i=N
i=1 Ri ⊆ R

n. It amounts to consider piecewise linear systems.
When the dependence on xk of A is polynomial, description (1) corresponds to
polynomial chaotic systems like the Logistic map, the Henon map, the Man-
delbrot map, . . . .
An appealing fact is that any discrete trajectory embedded in a chaotic at-
tractor lies in a compact set. It is an invariant set of the phase space and
consequently, only a limited part of the characteristic of the nonlinearity is
actually visited. In this section, it is shown that for the different classes of usual
chaotic maps generically described by (1), it is possible to find an equivalent
and unified description of their dynamics, called ”convexified form”, whenever
the state vector lies in the chaotic attractor. Such a generic description will
make possible to derive a systematic and tractable observer design with global
convergence properties.

The next subsection gives a condition for chaotic maps (1) to obtain an equiv-
alent ”convexified” description through a polytopic decomposition.

2.2 Polytopic decomposition

We shall say that the nonlinear dynamical system (1) admits an equivalent
convexified form if it can be rewritten:











xk+1 = A(ρk)xk + E(yk)

yk = Cxk

(2)
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with

A(ρk) =
N

∑

i=1

ξ
(i)
k (ρk)Āi (3)

The vector ξk belongs to the compact set S = {µk ∈ R
N , µk = (µ

(1)
k , . . . , µ

(N)
k )T ,

µ
(i)
k ≥ 0 ∀i and

∑N
i=1 µ

(i)
k = 1}. Owing to the convexity of S, the whole set of

matrices Āi defines a polytope, denoted DA, with corresponding convex hull
denoted CoA{Ā1, . . . , ĀN}. The Āi’s are constant matrices and are named
vertices.

It is worth emphasizing that for Lur’e systems or piecewise linear systems,
convexifying is quite easy since expressing (1) like (2) is straightforward, the
polytopic decomposition being unique [17]. This section aims at stating some
conditions under which a polytopic decomposition may exist for chaotic maps
(1) with a general dependence (polynomial for instance) on xk. This is the
issue of Proposition 1. Its proof is constructive in the sense that it provides an
explicit expression of the vertices of the polytopic decomposition with respect
to the time-varying parameter.

Proposition 1. For (1), when xk lies in a chaotic attractor Ω, if there exists
a function h : R

n → R
L defined as ρk = h(xk) such that :

i) A defined as A(ρk) = A(h(xk)) = A(xk) is of class C1 with respect to ρk

ii) ρk is bounded when xk is bounded

then there exist an integer N , some ξk ∈ S and some Āi such that A(ρk)
admits the polytopic decomposition (3).

Proof. In the proof, the dependence on ρk of the ξ
(i)
k ’s will be omitted for

convenience.
On one hand, assume that there exists a function h such that A, fulfilling
A(ρk) = A(h(xk)) = A(xk), is of class C1 with respect to ρk = h(xk). Hence,
A can be rewritten in the linear form

A(ρk) = Ã0 +
L

∑

j=1

ρ
(j)
k Ãj (4)

Ã0 is the matrix derived from A by keeping its constant entries while setting
to zero its time-varying entries. Let l and c be two indices depending on j and
corresponding respectively to the position of ρ

(j)
k in A. Then, Ãj is the matrix

whose entries are all zero except the one, located at row l and column c, which
equals unity.
On the other hand, since the system (1) is chaotic, then xk lies in a compact
set Ω, and since h ensures ρk to be bounded when xk is bounded, thus ρk also

5



belongs to a compact set Ωρ, the image of Ω under h. Hence, there always
exist an integer N and some ξk ∈ S such that :

ρk =
N

∑

i=1

ξ
(i)
k ρ̄i (5)

meaning that Ωρ can be embedded in a polytope Dρ with convex hull
Coρ{ρ̄1, . . . , ρ̄N}.
Substituting (5) into (4) yields :

A(ρk) = Ã0 +
∑L

j=1

(

∑N
i=1 ξ

(i)
k ρ̄

(j)
i

)

Ãj (6)

Since
∑N

i=1 ξ
(i)
k = 1 and Ã0 is constant, Ã0 =

∑N
i=1 ξ

(i)
k Ã0 and the new expres-

sion reads :

A(ρk) =
∑N

i=1 ξ
(i)
k

(

Ã0 +
∑L

j=1 ρ̄
(j)
i Ãj

)

(7)

Finally, identifying (7) with (3) gives the matrices Āi

Āi = Ã0 +
L

∑

j=1

ρ̄
(j)
i Ãj (8)

Remark 1. Equation (3) means that A lies in a polytope DA with convex hull
CoA. It should be noted that the structure of such a polytope depends implic-
itly on the structure of the chaotic attractor Ω. Indeed, DA depends on Dρ,
the polytope wherein the time-varying parameter ρk lies, ρk being a function
of the state vector xk lying in Ω.

The obtained polytopic decomposition ensures the possibility to design in a
systematic way a global synchronization by a state reconstruction as it is
shown in the next section.

3 Global synchronization with polytopic observers

The issue of a state reconstruction for the convexified map (2) can be formu-
lated similarly than for LPV systems. This is discussed below and then, the
chaotic specificity is considered.
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3.1 State reconstruction of convexified chaotic maps

Under the assumption that the Proposition 1 is fulfilled, the nonlinear dynam-
ical (1) admits an equivalent convexified form (2). Now, assume in addition
that ρk is a quantity available through the output yk and so acts as an on-line
time-varying parameter. For the reconstruction of the state xk, the following
observer can be suggested :











x̂k+1 = A(ρk)x̂k + E(yk) + L(ρk)(yk − ŷk)

ŷk = Cx̂k

(9)

where L is a time-varying gain, depending on the available time-varying pa-
rameter ρk. It it is straightforward to show that the state reconstruction error

εk
4
= xk − x̂k obtained from (2) and (9) is governed by :

εk+1 = (A(ρk) − L(ρk)C)εk (10)

In this way, the dynamics of the state reconstruction is linear in εk but is
time-varying since the matrices depend on the parameter ρk. Thus, (10) can
be viewed as a special LPV system whose global stability has to be ensured.
We are now looking for sufficient conditions of the global stability of the null
solution of (10).
It can be guaranteed by a suitable choice of the gain matrix L and a key
stage is the search for an adequate Lyapunov function. A usual approach is
to choose a single quadratic Lyapunov function [18][19]. This approach suffers
from conservatism since it does not take into account the parameter variations.
In some cases, it can cause the problem to become infeasible, meaning that
quadratic stabilization cannot be achieved. A significant improvement can be
obtained by considering Parameter Dependent Lyapunov Functions (PDLF)
which incorporate the parameter variations. A special parameter dependence
is the affine one [20][21] and can be extended to a polynomial one [22]. Unfor-
tunately, affine parameter dependent Lyapunov functions lead to an infinite
number of constraints because all the values of the parameters which contin-
uously vary in some prescribed range have to be considered. Thus, one must
resort to griding the range of all admissible values in order to obtain a finite
set of constraints or to use the multiconvexity concept. Another usual depen-
dence is the polytopic one which allows to overpass the griding and to turn the
problem into the resolution of a finite set of constraints by only considering
the vertices of the polytope.
Such a discussion motivates the reason why, when possible, the generic class of
chaotic systems (1) is rewritten in a polytopic form (Section 2.2) and motivates
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the central choice of L obeying :

L(ρk) =
N

∑

i=1

ξ
(i)
k (ρk)L̄i (11)

This means that L is enforced to take values in the polytope DL with con-
vex hull CoL{L̄1, . . . , L̄N}. ξk has to coincide with the one involved in the
polytopic decomposition (5). This constraint can be always fulfilled since ξk

depends on ρk which is on-line available. Expressing L like (11) causes (10) to
turn into :

εk+1 =
N

∑

i=1

ξ
(i)
k (Āi − L̄iC)εk (12)

which represents the dynamics of a system having a polytopic form. And yet,
as stressed in the previous discussion, the global stability of the null solu-
tion of (12) can be guaranteed by a finite set of convex constraints. This is
the purpose of the next theorem which guarantees the global convergence of
εk towards zero through the existence of a special Lyapunov function, called
polyquadratic [23]. Besides, this theorem involves a finite set of Linear Ma-
trix Inequalities (LMI) constraints from which the gains Li of (11) are derived.

Theorem 1. System (12) converges globally to zero if there exist some sym-
metric matrices Pi, matrices Gi and Fi such that, ∀(i, j) ∈ {1, . . . , N} ×
{1, . . . , N}, the following set of Linear Matrix Inequalities is feasible







Pi (•)T

GiĀi − FiC Gi +GT
i − Pj





 > 0 (13)

and L(ρk) =
∑N

i=1 ξ
(i)
k L̄i with L̄i = G−1

i Fi

It can be shown that the time-varying gain L(ρk) =
∑N

i=1 ξ
(i)
k L̄i with L̄i =

G−1
i Fi ensures the existence of a Lyapunov function V : R

n → R
+, defined by

V (εk, ξk) = εTk Pkεk with Pk =
∑N

i=1 ξ
(i)
k Pi and ξk ∈ S, called poly-quadratic

Lyapunov function which fulfills :

V (εk+1, ξk+1) − V (εk, ξk) < 0 ∀ξk ∈ S, ∀ k (14)

Eq. (14) is equivalent to poly-quadratic stability of (12) and is sufficient to
global asymptotic stability. The detailed proof is omitted since it is similar to
the one given in [17] where pure piecewise linear systems were considered. Nev-
ertheless, the formulation (13), despite of its strict equivalence, differs slightly
from the one encountered in [17]. This new formulation is interesting in that
(13) no longer needs to manipulate the transpose of the matrices Āi and C

(or equivalently the dual system).
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If we are interested in designing an observer with a constant gain L̄∗, we can
keep on solving the LMIs (13) while replacing Gi and Fi by some respective
constant matrices G∗ and F ∗. Obviously, the conservatism of the conditions
increases but not drastically. Indeed, the extra matrix G∗ is of first impor-
tance in this case because it allows to enforce the gain L̄∗ to be constant
without enforcing the Lyapunov matrices Pi to be constant too. The reason
is that the gain does not depend explicitly on the Lyapunov matrices since
L̄∗ = (G∗)−1F ∗.

Remark 2. (14) must be fulfilled for all ξk in S, that is for all A(ρk) ∈ DA or
for all ρk ∈ Dρ. It means that (14) must be fulfilled not only for all admissible
trajectories of ρk ∈ Dρ (corresponding to all admissible trajectories of xk in Ω
with respect to the chaotic motion) but also for any ”virtual” trajectories as
long as they stay in Dρ. It is the reason why the conditions are only sufficient
conditions of synchronization and, in this sense, are conservative.

The following corollary will be useful in next section.

Corollary 1. In order the set of LMI’s (13) to be fulfilled, it is necessary that,
for any ρk ∈ Dρ, the pair (A(ρk), C) is detectable (i.e. for any given time k,
there exists a constant gain L̄∗ such that all the eigenvalues of A(ρk) − L̄∗C

lies strictly inside the unit circle)

Proof. According to the Remark 2, the feasibility of (13) is equivalent to (14)
not only for all admissible but also for all virtual trajectories of ρk in Dρ. In
particular, (14) must hold for the special case ρk = ρ? and so ξk = ξ?, some
constant vectors, even though the system is chaotic. This amounts to consider
the stability of (12) with the constant dynamical matrix A(ρ?) − L(ρ?)C,
corresponding to a pure linear system for which the detectability of the pair
(A(ρ?), C) is a necessary condition of stability.

Remark 2 motivates the issue of next section where the problem of the reduc-
ing of the conservatism of the sufficient conditions involved in Theorem 1 is
addressed.
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4 Optimal polytopic decomposition

4.1 Existence of an optimal polytope

In [17], it was shown that polyquadratic stability allows us to reduce the
conservatism of the stability conditions compared with the usual quadratic
stability which corresponds to the special case Gi = Pi = P ∗ in (13), P ∗

being a constant positive definite matrix. It has been stressed so far that for
Lur’e systems or piecewise linear systems, convexifying is immediate since the
polytopic decomposition is unique. Thus, for that case, the constraints (13)
are also unique. On the other hand, for the general convexified chaotic maps
(2), the polytope DA with convex hull CoA depends on the structure of the
chaotic attractor Ω, as mentioned in Remark 1, and is no longer unique. This
subsection aims at showing how, based on the Remark 2, we can obtain some
stability conditions (13) the least conservative as possible by computing a so-
called optimal polytope.

It has been emphasized in the proof of Proposition 1 that, owing to the speci-
ficity of the chaotic motions, the time-varying parameter ρk in (2) is con-
strained to a compact set Ωρ which can always be embedded in a polytope
Dρ.

Proposition 2. For the convexified chaotic map (2), the least conservative
conditions (13) ensuring the poly-quadratic stability of (12) are obtained for
the matrices Āi, computed through (8) and derived from the ρ̄i corresponding
to the minimal convex hull of the polytope Dρ wherein Ωρ is embedded. This
polytope is called optimal and is denoted D∗

ρ.

Proof. All along the proof, we consider an arbitrary polytope Dρ, in R
L,

wherein Ωρ is embedded as depicted on Figure 1.
On one hand, assume that there exist some particular ρk ∈ Dρ for which (14)
is not fulfilled (Figure 1a). Consider any polytope D′

ρ which fulfills Dρ ⊂ D′
ρ.

Hence, all these ρk are also included in D′
ρ and (14) doesn’t still hold by

replacing Dρ into D′
ρ. Conversely, consider any polytope D′

ρ which fulfills
Ωρ ⊆ D′

ρ ⊂ Dρ. As a consequence, it can be expected that D′
ρ no longer

contains the previous particular ρk (Figure 1b). As a result, (14) is likely to
be fulfilled for ρk in D′

ρ.
On the other hand, assume that there aren’t any ρk ∈ Dρ for which (14) is
not fulfilled. Consider any polytope D′

ρ which fulfills Dρ ⊂ D′
ρ. Hence, it may

exist some ρk in D′
ρ such that (14) no longer holds (Figure 1c). Conversely,

considering any polytope D′
ρ which fulfills Ωρ ⊆ D′

ρ ⊂ Dρ, it cannot exist some
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ρk ∈ D′
ρ preventing (14) to be fulfilled (Figure 1d).

To conclude, the optimal polytope is the one corresponding to the minimal
convex hull wherein Ωρ is embedded.
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Fig. 1. Attractor Ωρ and embedding polytopes Dρ and D′
ρ in R

L.

Remark 3. This proposition highlights the fact that the feasibility of LMI’s is
not related to the number of constraints. Indeed, all considerations have been
made irrespective of the number of vertices.

In the sequel, a method for the computation of the minimal polytope, or
equivalently the minimal convex hull, is provided.

4.2 Computation of the minimal convex hull

The computation of the minimal convex hull D∗
ρ can be performed by standard

methods and before proceeding any further, they are briefly reminded.
The enumeration of all vertices of a convex polytope is a central issue in math-
ematical programming and computational geometry. The computation of the
convex hull in dimension 2 has been studied extensively and several efficient al-
gorithms are available. The most popular is the Graham Scan [24]. It is based
on the consideration that the angle between two consecutive faces (formed
by three consecutive vertices) of the convex hull is lower than π. As the the
number of points Np in the set increases, the complexity is σ(Np log Np).
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This algorithm has a main drawback in that it cannot be extended to dimen-
sions greater than 2. Another efficient algorithm called Quick hull is based on
the “divide and conquer” approach. It has been introduced in slightly different
forms by [25] and [26]. This algorithm uses the following property with a great
efficiency: given a triangle of three points of the original set, the points inside
this triangle do not belong to the convex hull. Hence, they can be discarded.
Like the Graham Scan, this algorithm is also very efficient (complexity close to
σ(Np log Np)). Moreover it can be easily extended to any dimension (see [27]
for the dimension 3). However, as the number of operations grows with the
dimension, the complexity increases (σ(N 2

p ) for dimension 3).
Some algorithms use simple projections iteratively to find the extreme points
[28]. Other algorithms use linear programming formulations of the convex hull
problem [29], but that becomes equivalent to solving an optimization problem.

For the problem considered in this paper, the computation of the optimal
polytope D∗

ρ is done once from a set of points generated by simulating (1) over a
significant time interval. We recall that the resulting vertices Āi are introduced
in the constraints (13) from which the gains L̄i are derived. All those operations
can be carried out off-line. On the other hand, the computation of the observer
gain (11) requires an on-line computation of the ξ

(i)
k ’s which is now discussed.

4.3 On-line decomposition

The computation of the observer gain (11) must involve the same coefficients

ξ
(i)
k than the ones involved in the polytopic decomposition (5) of the time-

varying parameter ρk. Computing ξk involved in (5) requires solving at each
discrete-time k the constrained problem :

min
ξk

‖Ek − FGk‖ subject to ξ
(i)
k ≥ 0, 1 ≤ i ≤ N (15)

with

Ek =



































ρ
(1)
k

...

ρ
(j)
k

...

ρ
(L)
k

1



































, F =



































ρ
(1)
1 . . . ρ

(1)
i . . . ρ

(1)
N

...
...

...
...

...

ρ
(j)
1 . . . ρ

(j)
i . . . ρ

(j)
N

...
...

...
...

...

ρ
(L)
1 . . . ρ

(L)
i . . . ρ

(L)
N

1 . . . 1 . . . 1



































, Gk =





























ξ
(1)
k

...

ξ
(j)
k

...

ξ
(N)
k
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F is a time-invariant (L+1)×N matrix and results from the previous off-line
computation of D∗

ρ. Ek is a known (L+1)-dimensional vector since ρk is on-line
available. It is reminded that the ξk belongs to the convex set S. The entries
related to the last row of the matrices correspond to the equality constraint
∑N

i=1 ξ
(i)
k = 1. The positivity constraint is included in (15).

Such a problem is a standard constrained optimization problem for which usual
routines exist but a specific alternative method can be suggested for our special
purpose. The procedure is explained for the case L = 2 but can be directly
extended to higher dimension. The key point is that, unlike the general case,
the strict equality Ek = FGk is ensured at each discrete-time k. Indeed, since
ρk lies in the chaotic attractor Ωρ which is entirely embedded in the polytope
D∗

ρ, the existence of the ξk’s fulfilling the positivity constraints is ensured.
Actually, there exists an infinity of solutions but an optimal solution from a
computational complexity point of view can be obtained. Considering that at
each time k, ρk is strictly included inside the minimal convex polytope D∗

ρ, it
is also located inside a triangle shaped by 3 vertices of this polytope denoted
ρp, ρq, ρr. Hence, ρk can be written as a convex combination of this 3 vertices
whose coefficients are derived from the reduced unconstrained equality :

Ek = FGk (16)

with

Ek =















ρ
(1)
k

ρ
(2)
k

1















, F =















ρ(1)
p ρ(1)

q ρ(1)
r

ρ(2)
p ρ(2)

q ρ(2)
r

1 1 1















, Gk =















ξ
(p)
k

ξ
(q)
k

ξ
(r)
k















The remaining (N − 3) coefficients ξ
(i)
k are set to zero. The constant matrix

F is square and of full rank such that its inverse always exists. It is obtained
from a prior search for an admissible triangle which can be carried out by the
Delaunay method [30] for instance.

The proposed technique for the on-line decomposition, through (16), can be
extended to dimensions L greater than 2 in a straightforward manner but the
increase of complexity of the Delaunay method with the dimension may cause
a loss of interest.

We conclude that computing the minimal convex hull D∗
ρ reduces the conser-

vatism of global synchronization conditions. Such a result turns out to be of
particular interest in the context of adaptive synchronization which is now
presented.
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5 Adaptive chaos synchronization

Adaptive chaos synchronization is a relevant issue which is widely investi-
gated in the literature [31] [32]. Since it is not the main purpose of the pa-
per, omitting the corresponding bibliography is a deliberate choice. It consists
in retrieving not only the whole state vector of a chaotic system but also
some unknown or uncertain parameters. This situation is encountered when
attempting to synchronize two chaotic systems with neither identical initial
conditions nor identical parameters. Parameter mismatch is a realistic and
problematic situation in engineering applications, and in some communica-
tion schemes, the mismatch is intentional. This is typically the case when a
parameter is modulated according to a rule which encodes the information to
be transmitted as in Chaos Shift Keying [33].
Many works usually resort to the Extended Kalman Filter (EKF) to handle
the problem as a joint state and parameter estimation one. In [34], a new
adaptive synchronization scheme was suggested within the framework of poly-
topic observers. This approach is presented as an alternative to the well-known
Extended Kalman Filter. In this section, an in-depth study of the conditions
under which a global adaptive synchronization can be achieved is carried out
as an illustration of the results stated so far.

We focus on the set of chaotic systems of class C1 with some unknown pa-
rameter θ ∈ R

p. Thus, those systems can be rewritten as :











xk+1 = A(xk)xk + f(xk)θ + E(yk)

yk = Cxk

(17)

with f a function from R
n to R

n×p of xk. Such a class has been introduced in
[34] and enlarges the class usually considered for the joint state and parameter
estimation problem where the dynamical matrix A is constant. By introducing
an extended state vector denoted x̄k = [xT

k θT
k ]T , taking into account that θ is

constant, the system can be rewritten :











x̄k+1 = Ā(xk)x̄k + Ē(yk)

yk = C̄ x̄k

(18)

with

Ā(xk) =







A(xk) f(xk)

0 1





 , Ē(yk) =







E(yk)

0





 , C̄ = [C 0]

1 and 0 are respectively the identity and the null matrices of proper dimension.
Applying Proposition 1 to the augmented system (18) and assuming that it is
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fulfilled, (18) can be rewritten :











x̄k+1 = Ā(ρk)x̄k + Ē(yk)

yk = C̄ x̄k

(19)

with

Ā(ρk) =







A(ρk) F(ρk)

0 1






=

N
∑

i=1

ξ
(i)
k (ρk)Āi (20)

where A(ρk) = A(h(xk)) = A(xk) and F(ρk) = F(h(xk)) = f(xk). It is
reminded that ρk is a time-varying parameter lying in a compact set Ωρ which
can always be embedded in a polytope Dρ.
Thus, the following polytopic observer can be used :











ˆ̄xk+1 = Ā(ρk)ˆ̄xk +Ē(yk) + L̄(ρk)(yk − ŷk)

ŷk = C̄ ˆ̄xk

(21)

with L̄(ρk) =
∑N

i=1 ξ
(i)
k (ρk)L̄i. The state reconstruction error equation is gov-

erned by :
εk+1 = (Ā(ρk) − L̄(ρk)C̄)εk (22)

Taking into account the polytopic decomposition of the matrices Ā and L̄,
(22) turns into :

εk+1 =
N

∑

i=1

ξ
(i)
k (ρk)(Āi − L̄iC̄)εk (23)

The global convergence of (23) is ensured by applying Theorem 1 with the
new matrices Āi, C̄ and the corresponding gains L̄i.

Proposition 3. In order that the system (23) converges poly-quadratically
toward zero, it is necessary that F(ρk) never vanishes whatever ρk belonging
to Dρ.

Proof. Ā(ρk) and L̄(ρk) are rewritten in the following partitioned matrices :

Ā(ρk) =







A11 A12

0 1





 , L̄(ρk) =







L1

L2







with A11 = A(ρk), A12 = F(ρk), L1 and L2 of compatible sizes. Reminding
that C̄ = [C 0] yields :

Ā(ρk) − L̄(ρk)C̄ =







A11 − L1C A12

−L2C 1
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If there exist some ρk ∈ Dρ such that A12 = F(ρk) vanishes, the characteristic
polynomial of Ā(ρk)− L̄(ρk)C̄, namely ψ(λ) = det(Ā(ρk)− L̄(ρk)C̄ − λ1) is :

ψ(λ) = (1 − λ)p · det(A11 − L1C − λ1)

with λ ∈ C. Clearly, λ = 1 will be a solution of ψ(λ) = 0. Such an eigenvalue
prevents the detectability condition of Corollary 1 and so the polyquadratic
stability of (23) to be fulfilled.

Actually, according to the Proposition 2, the optimal polytope is the one
corresponding to the minimal convex hull wherein Ωρ is embedded to prevent
F(ρk) from vanishing.

6 Illustrative example

Consider the following nonlinear map derived from [35].



























x
(1)
k+1 = cosϕx

(1)
k − sinϕx

(2)
k

x
(2)
k+1 = sinϕx

(1)
k + (cosϕ− 0.3α)x

(2)
k + 2α · (x

(2)
k )2 + 4θα · ((x

(2)
k )3 + b)

yk = x
(2)
k

(24)
This map (24) is of the form (17) where:

A(xk) =







cosϕ −sinϕ

sinϕ cosϕ− 0.3α + 2αx
(2)
k





 ,

f(xk) = 4α((x
(2)
k )3 + b),

E(yk) = 0,

C =
[

0 1

]

(25)

For ϕ = 3.03, θ = 1, when the pair (α, b) belongs to the set of admissible val-
ues depicted in Figure 2, (24) exhibits a chaotic motion. The corresponding
chaotic attractor Ω for α = 2.7 and b = 0.005 is shown in Figure 3.

We want to achieve a chaos synchronization based on an observer ap-
proach despite of the fact that θ is assumed to be only known with a bounded
uncertainty ∆ = 0.05. As a consequence, we must resort to an adaptive syn-
chronization to retrieve simultaneously the unmeasurable state x

(1)
k and the

unknown parameter θ.
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Fig. 2. Inside the gray contour : the set of admissible pairs (α, b) corresponding to
a chaotic motion for (24).
[Black straight line : the set of pairs corresponding to a loss of detectability

(ρ
(2)
k = 0), see the discussion of case 1.]
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Fig. 3. Chaotic attractor Ω in the (x
(1)
k , x

(2)
k ) plane for α = 2.7 and b = 0.005.

Two distinct choices of embedding polytope Dρ are addressed.

Case 1: Optimal polytope

Step 1

Taking the function h defined as ρ
(1)
k = h1(xk) = cosϕ−0.3α+2αx

(2)
k and ρ

(2)
k =

h2(xk) = 4α((x
(2)
k )3 + b), (24) can be rewritten in the convexified augmented
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state space form (18) with x̄k = [xT
k θT

k ]T and the matrices :

Ā(ρk) =















cosϕ −sinϕ 0

sinϕ ρ
(1)
k ρ

(2)
k

0 0 1















, Ē(yk) =















0

0

0















, C̄ =
[

0 1 0

]

Here, F(ρk) = [0 ρ
(2)
k ]T . It is easy to see that h fulfills the assumptions i)

and ii) of Proposition 1. The function h also satisfy the additional assumption
made in subsection 3.1, that is ρk being a quantity available through the
output yk.

Step 2

Since xk is chaotic, xk lies in a chaotic attractor Ω and thus ρk evolves in the
mapped compact set Ωρ, that is the image of Ω under h depicted in Figure 4.
Let note that the structure of Ωρ is smooth. It accounts for the fact that the
function h is polynomial. To obtain Ωρ, taking into account the uncertainty ∆
on θ, eq. (24) has been simulated over a significant time interval for different
values of θ ”gridded” within the range [1−∆, 1+∆]. The ρk has been collected
and the Graham Scan [24] has been used to compute the vertices of the optimal
polytope D∗

ρ. The algorithm gives N = 97 vertices (see the corresponding
polytope on the Figure 4). Then, the Āi’s are computed in a straightforward

−2.5 −2 −1.5 −1 −0.5 0
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

��� ����

���	�
��

��	����

�������

Fig. 4. Mapped compact set Ωρ (solid line) and its corresponding embedding convex

polytope D∗
ρ in the (ρ

(1)
k , ρ

(2)
k ) plane (dashed line).

way according to (8) with

Ã0 =















cosϕ −sinϕ 0

sinϕ 0 0

0 0 1















, Ãlc
1 =















0 0 0

0 1 0

0 0 0















, Ãlc
2 =















0 0 0

0 0 1

0 0 0















(26)

Step 3
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The LMI’s (13) with the previously computed Āi are solved. They turn out
to be feasible and the gains L̄i = G−1

i Fi are derived from their solution.

Discussion

Let check whether the necessary condition of Proposition 3 is actually fulfilled.
If so, it means that F(ρk) (or equivalently ρ

(2)
k ) never vanishes whatever ρk

belonging to D∗
ρ. According to Figure 4, D∗

ρ doesn’t cross the straight line

ρ
(2)
k = 0. As a matter of fact, it is true for any pairs (α, b) of the map (24)

located above this straight line b = 0.0027, reported on the parameter plane
of Figure 3.

The determination of the time-varying observer gain (11) requires an on-line
computation with a simple matrix inversion as detailed in subsection 4.3.
Figure 5 and Figure 6 show the convergence to zero of the synchronization
error between the state x

(1)
k and the estimated state x̂

(1)
k and between the state

x
(2)
k and the estimated state x̂

(2)
k . Finally, Figure 7 shows the convergence of the

estimated parameter θ̂k toward the true parameter θ = 1.01. The simulations
are consistent with the theoretical results since the recovering of both the
unmeasured state and the uncertain parameter is successfully achieved. Let
recall that since the convergence is global, it is ensured whatever the initial
conditions of the observer are.
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Case 2: Polytope with low number of vertices

It should be interesting to wonder whether embedding Ωρ in a rectangle of 4
vertices would be wiser than a polytope having 97 vertices. The choice of such
a polytope is rather similar of the choice (proposed in [16]) considering the
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Fig. 7. Synchronization error for θk − θ̂k.

extreme values of the components of the time-varying vector. Steps 1 and 2
have been performed again with the 4-vertices polytope depicted in Figure 8.
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Fig. 8. Minimal rectangle (dashed line) and minimal convex polytope (solid line).

The LMI (13) with the new vertices Āi have no solutions in that case and
illustrates the consistency of the Proposition 2.

Discussion

We have to check whether ρ
(2)
k never vanishes when ρk ∈ Dρ. According to

Figure 8, for such an embedding, the polytope Dρ crosses the straight line

ρ
(2)
k = 0. It highlights the reason why the optimal polytope in the sense of

the minimal convex hull incorporating the mapped chaotic attractor Ωρ, and
not in the sense of the minimal number of vertices, have to be chosen. It cor-
roborates the main theoretical result of the paper concerning the search for a
minimal polytope in order to get the least conservative conditions.
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7 Conclusion

The problem of observer-based chaos synchronization was addressed. The use
of polytopic observers allow us to incorporate one of the specificity of chaotic
motion, the fact that the corresponding state vector lies in a compact set.
Theoretical results along with special emphasis on computational aspects have
been provided. In this paper, it has been shown that the conservatism of the
polyquadratic stability conditions can be reduced when the corresponding Lin-
ear Matrix Inequalities involve the vertices of the minimal convex hull of this
set.
As a result, to reduce the conservatism of the conditions, we have now two
means at our disposal. The first one consists of the use of polyquadratic sta-
bility instead of quadratic stability (a result presented in [17]). From a com-
putational point of view, the former is more demanding since it involves more
LMI’s than the later but their resolution are made once and off-line. The sec-
ond one consists of the computation of the minimal convex hull instead of
convex hull with minimal number of vertices (the main result of this paper).
The number of resulting vertices are often larger than a non minimal one. It
causes the number of operations required for the on-line observer gain compu-
tation to increase. However, when the computational cost must be taken into
consideration, such a drawback can be circumvented by enforcing a constant
gain for the observer without drastically increasing the conservatism.
A remaining theoretical matter is to what extent it may exist a change of
variable allowing a general chaotic map to be described in a polytopic way
involving a dynamical matrix with an on-line time-varying parameter. From
a computational point of view, checking for a suboptimal polytope with less
vertices could be interesting. The method could be inspired from the ones en-
countered in set membership problems for instance. Those issues will deserve
a more extended treatment and will be the objective of future works.

Acknowledgments. The authors wish to thank J-R Roche of the ”Institut
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