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1. Introduction 

High Efficiency Video Coding (HEVC) is the state-of-the-art 

coding standard for video compression with some significant 

performance improvement [1]-[3]. Compared to its antecedent 

H.264/AVC, the aspects improved by HEVC are: (i) variable size 

coding unit (CU) such as 16×16, 32×32, and 64×64-pixels to 

accommodate different video resolutions; (ii) the symmetric and 

asymmetric adaptive block-partitioning phenomenon of HEVC 

results in distinct performance improvement especially in coding 

quality, and (iii) variable size prediction unit (PU) and transform 

unit (TU) to accommodate adaptive block-partitioning. In HEVC, 

the image is partitioned into different CUs and for the selection of 

motion estimation (ME) and motion compensation (MC) modes, a 

CU can be partitioned by 64×64 level down to 8×8-pixel level 

modes (block size with 64×64, 32×32, 16×16 and  8×8-pixels are 

denoted as depth level  0, 1, 2 and 3 respectively).  Fig. 1 (a) 

illustrates the hierarchical structure of CU partitioning in HEVC 

standard and Fig. 1 (b) demonstrates this partitioning pattern at 

different coding depth levels using interprediction modes. 

Moreover, unlike H.264/AVC, HEVC provides   
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(a) Hierarchical Structure 

of HEVC block partitioning 

with different coding depth 

levels 

 

(b) Symmetric and asymmetric block 

partitioning in HEVC at different coding 
depth levels for motion estimation using 

inter prediction modes 

Fig. 1. Hierarchical structure and coding unit partitioning in HEVC at 

different coding depth levels.         

asymmetric partitioning scheme such as 64×48, 64×16, 48×64, 

16×64, 32×24, 32×8, 24×32, 8×32, 16×12, 16×4, 12×16 and 4×16-

pixels as displayed in Fig. 1 (b). HEVC therefore achieves 

significantly improved compression efficiency at the cost of more 

than 4 times algorithmic complexity[4][5] compared to its 

predecessor H.264/AVC due to the extended number of coding 

depth levels, more complex CU partitioning ephemeron, residual 
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data compression using transformation and quantization and 

motion vectors transmission using entropy encoding. As a result, 

a number of electronic devices with limited processing capacity 

could not fully exploit HEVC encoding and decoding features.  

In order to select a particular motion prediction mode, HEVC 

checks the Lagrangian cost function exhaustively using all modes 

in each coding depth level [6]. The Lagrangian cost function €(mk) 

for mode selection (mk is the kth mode) is defined by- 
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where λ be the Lagrangian multiplier, D(mk) be the distortion, and 

R(mk) be the resultant bit which are determined by a mode for each 

CU. ME and MC process in HEVC model (HM) is executed using 

all the possible depth levels and the best mode of any particular 

coding level is achieved by picking out the least cost (€(mk)) using 

Lagrangian multiplier. To accomplish this task, HEVC 

necessitates at least 8 and at most 24 inter-prediction modes to 

select the best mode for any CU. Instead of traversing all the inter-

prediction modes extensively, if we are able to fix a low 

computational criterion in order to determine the best subset of 

candidate modes we can significantly trim down the encoding 

time. In literature, to alleviate this complexity (in rate distortion 

(RD) optimized way), many researchers have contributed to 

several mode selection based fast approaches [7]-[12]. Shen et al. 

[13] introduce a TU size decision based early termination 

algorithm for HEVC encoders by using the Bayesian decision 

theory and the correlation between the variance of residual 

coefficients to reduce the number of candidate transform sizes for 

a given block. The experimental results confirm that their 

proposed algorithm is capable of saving 30–46% of transform 

processing complexity with some losses in coding efficiency.  

Xiong et al. [14] propose a fast CU decision algorithm based 

on pyramid motion divergence (PMD) for HEVC inter prediction. 

They use a nearest neighboring algorithm to determine the splitting 

type of each CU by reducing the computational complexity of 

RDO. Their interprediction method speeds up the inter coding by 

sacrificing image quality. In order to terminate the exploring 

modes in lower level, Hou et al. [15] recommend a threshold based 

on the RD cost to explore mode in higher level. Their tested results 

affirm the time savings approximately 30% with 0.5% quality loss. 

Yang et al. [16] propose a fast intermode decision method for 

HEVC by checking whether the best prediction mode of their 

2N×2N is skip mode or not by utilizing the correlated tendency of 

PU mode. This method reduces 39% computational time by 

sacrificing 0.8% bit-rate. Tan et al. [17] introduce an algorithm for 

HEVC standard where they investigate and compare a variety of 

algorithms for fast coding tree block and mode decision by 

introducing early partition decision and early CU termination 

approach. Experimental results evaluate the gain of 40% encoding 

time with the loss of 1.0% bit-rate. Correa et al. [18] prefer all 

possible modes for unconstrained frames and limited number of 

modes for constrained frames in order to control the computational 

time. From the experimental result their method sacrifices 5.7% 

bit rate while saving over 40% computing time compared to 

HEVC.  

Apart from the above mentioned mode selection algorithms 

based on HEVC video coding standard (including [19]), there also 

exist other fast mode selection algorithms based on H.264 video 

coding standard [20]-[22]. Paul et al. [23] fully exploit the direct 

intermode selection process for H.264 video coding using phase 

correlation where they reduce the number of candidate modes 

based on motion prediction. This contribution would not be 

directly applied in HEVC because of extended number of coding 

depth levels, 3 times of modes and quadruple size of CU compared 

to H.264. Thus the encoding time reduction without degrading the 

RD performance in HEVC has become a real challenge today. 

Podder et al. [24] used phase correlation to approximate the 
motion information between current and reference blocks by 
comparing with a number of predefined binary pattern 
templates. For each CU, they compare the generated binary matrix 

with their proposed predefined templates and then select the best-

matched binary pattern template using a similarity metric to 

determine a subset of inter-modes. They introduce only two types 

of motion (tag ‘0’ for no motion and ‘1’ for both simple and 

complex motion) and based on the pattern of ‘0’s and ‘1’s 

combination in the templates they execute mode selection process 

in all coding depth levels (from 32×32 to 8×8 level). This motion 

categorization process suffers from RD performance for the high 

motion videos especially where the blocks have heterogeneous 

foreground and background areas. As their process cannot fully 

exploit the complex motion properly, it suffers from RD 

performance especially dealing with high motion videos and they 

sacrifice 0.24 dB PSNR on average for six videos. On the other 

hand, since the proposed method fully focuses on exploring single 

and multiple motions separately based on video contents, it can 

improve the RD performance (similar with HM as shown in Fig. 

12 and Table V). Moreover, the process in [24], the generation of 

binary matrix, pattern matching with predefined templates and 

selection of best matched binary pattern template are projected to 

become more time consuming. However, the proposed method 
concentrates additionally on exploring video contents by 
finding both homogeneous and heterogeneous foreground and 
foreground/background regions and cares about categorizing 
single and multiple motions accordingly. Thus, the proposed 
method should improve the RD performance compared to [24] 
as well as HM with exhaustive mode selection scheme. 
Moreover, the proposed method should outperform the method 
in [24] in terms of computational time as it avoids a number of 
preprocessing steps such as binary matrix generation and 
pattern matching related overheads.    

The modes selection algorithms in the literature for HEVC 

standard are based on the properties of residual, homogeneity and 

statistical correlation among different modes. Based on the 

abovementioned analysis and relationships the procedures in the 

existing literature merely depends on the Lagrangian cost function 

within HEVC framework. Therefore, those methods could not 

reach the similar RD performance with the implementations of 

HEVC. In contrast, the proposed scheme performs in two 

distinguishing phases where in the first phase we execute the 

motion categorization (consists with consecutive preprocessing 

stages- see Fig. 2) that is absolutely independent from Lagrangian 

cost function. Thus, based on the appropriate motion selection and 

categorization the proposed scheme provides the similar or 

improved rate-distortion performance compared to the exhaustive 

mode selection in HM. It is also expected that the types of selected 

modes in different bit rates are more stable compared to HM.          

Therefore, our motivation is to trim down the computational 

time of HEVC by smart selection of appropriate ME and MC 

modes with the exploration of motion based on a number of 

features in the videos. For more appropriate decision of ME and 

MC modes, in this paper, we incorporate a new technique- HEVC-

PC (HEVC with phase correlation) that approximates relative 

displacement information of the current block against the 

reference block [25][26] to predict the motion type of a CU. The 

motion based CUs are then encoded by the modes in the higher 

coding depth levels while for the CUs without motion are encoded 

by the modes in lower coding depth levels. In this paper, we 

explore three dissimilar categories of motion (no motion, 



simple/single motion and complex/multiple motions) based on the 

video contents and exploit them for the selection of a subset of 

candidate modes. The final mode from the selected subset is 

determined by calculating their lowest Lagrangian cost function. 

Since the proposed technique properly cares about the motion 

features based on different video contents, it is expected to achieve 

similar RD performance with HM8.0 [28]. Moreover, unlike the 

exhaustive mode selection approach in HM, as the proposed 

method execute motion categorization based mode selection with 

simple criteria, it can also significantly reduce the computational 

time. As a result, the proposed technique enables a number of 

electronic devices with limited processing and battery capacity to 

use HEVC encoding and decoding features and operate using low 

bandwidth oriented Internet.    

The remainder of this paper is organized as follows. Section 2 

explicitly describes the key steps of the proposed method; 

Experimental results and discussions are evaluated in section 3, 

while section 4 is the conclusions of the paper. 

2. Proposed Technique 

To calculate shifting information between two correlated 

images, we use the phase correlation technique and this technique 

accomplishes the task of shifting information calculation by Fast 

Fourier Transformation (FFT). We measure the respective change 

between current block and co-located blocks of different frames 

and by regulating this change we can produce the motion-

compensated block in the reference frame [25]-[27]. The Phase 

Matched Error (PME) is obtained by subtracting the motion-

compensated reference block from the current block. We then 

calculate the energy concentration ratio (ECR- the phase 

correlation extracted motion feature) of the low frequency 

component and the total energy of the transformed PME block. 

Based on the values of this ratio, the proposed algorithm more 

accurately executes motion categorization at different CUs. For 

example, if this ratio is greater than predefined threshold1 and 

threshold2, motion types stand for multiple motions and simple 

motion respectively, otherwise no existence of motion is assumed 

in  that block and in all cases Th2<Th1. Based on these three 

different categories of motion, the proposed algorithm adopts the 

mode decision at 32×32, 16×16 and 8×8 coding depth levels in 

order to select a subset of candidate modes. Hence the proposed 

strategy is called the motion categorization based subset of mode 

selection. Now from the selected subset of modes the final mode 

(ultimate mode) is determined based on their lowest Lagrangian 

cost function. The whole process of the motion categorization 

based mode selection is shown as a block diagram in Fig. 2. 

 
Fig. 2. Block diagram of the proposed motion categorization based mode 

selection strategy. 

The following four successive key steps such as (i) Generation of 

Phase Matched Error (PME) (ii) Motion Extraction and 

Categorization (iii) Selection of Interprediction modes and (iv) 

Threshold selection for different bitrates explicitly describes the 

whole system. 

2.1 Generation of Phase Matched Error  

We set each CU as a maximum of 32×32 pixel block in the 

proposed method and also adopt this pixel block to categorize its 

motion type. In order to exploit whether any of the 32×32 pixel 

blocks encompasses with motion, we apply FFT both on the 

current block and its co-located block in the reference frame. We 

calculate the relative change between current block and its co-

located block and by regulating this change we can produce the 

motion-compensated block in the reference frame. We then extract 

the phase of the current block and magnitude of the motion 

compensated block in the reference frame. We finally apply 

inverse FFT operation on both phase and magnitude in order to 

generate the matched block. The PME block which is a good index 

of motion identification is generated by the difference between 

original block and the matched block. The whole PME generation 

process is illustrated as a block diagram in Fig. 3. The rationality 

of generating PME block is to obtain exact motion information in 

a CU. In PME, if there is no displacement between current and co-

located block, then the energy would be concentrated on the top-

left triangle of the transformed PME, otherwise energy would be 

scattered through entire area. Thus, we calculate energy 

concentration ratio (i.e., α) of the top-left triangle with respect to 

the energy of the whole area and then finally predict the presence 

of motions against predefined threshold.  

 
Fig. 3. Block diagram of phase matched error generation 

2.2 Motion Extraction and Categorization  

The phase correlation is calculated by applying the FFT and 

then inverse FFT of the current and reference blocks and finally 

applying the FFTSHIFT function as follows:  

    )( cr FFj
eifftfftshift


                                                      (2) 

where Fc and Fr be the Fast Fourier transformed blocks of the 

current C and reference R  block respectively and ∠ is the phase 
of the corresponding transformed block. We evaluate the phase 

correlation peak (β) from the position of (dx+blocksize/2 + 1, 

dy+blocksize/2 + 1) as follows: 

   12/,12/  blocksizedyblocksizedx                         (3) 

where the blocksize is 32 if 32×32-pixel block is used for phase 

correlation. Then the predicted motion vector (dx, dy) is 

determined by subtracting blocksize-1 from the (x, y) position of 

position of Ω, where we find the maximum value of Ω. In the 
matched block generation process, we use the phase of the 
current block and magnitude of the motion-compensated block 
in the reference frame and finally calculate the matched 
reference block (γ) for the current block by:  

   γ  )(
 cFj

r eFifft


                                                                        (4) 

Now the displacement error (E) is enumerated by 

  E C- γ                                                                                    (5) 



We then apply the discrete cosine transform (DCT) to error E in 

order to calculate the whole area energy of a particular block 

(Derror_total) as determined by: 

     Derror_total =Σ(Σ(Derror× Derror))                                          (6) 

Fig. 4 stands for the phase correlation peaks with proper motion at 

different blocks of the 13th frame on Silent video. The magnitudes 

of the motions illustrated in Fig. 4 (b) and Fig. 4 (c) correspond to 

no motion (motion type ‘0’) and simple motion (motion type ‘1’) 

respectively. These two types of motion are achieved from the CU 

at (2, 2) position and the CU at (2, 6) position respectively for the 

13th frame on Silent video. Finally, from Fig. 4 (d), the phase 

correlation generated multiple (more than one) peaks that 

represent complex/ multiple motions (motion type ‘2’) is obtained 

from the CU at (4, 4) position of the same frame on Silent video.  

 
(a) Difference between 12th and 13th frame on Silent video (multiplied 

by 6 for clear visualization). 

 
(b) No motion 

 
(c) Simple motion 

 
(d) Multiple motions 

Fig. 4. Illustration of motion types generated at different blocks of 13th 

frame on Silent video; (b)-(d) are the phase shifted plots of no motion (0.4), 

simple motion (0.7) and multiple motions (0.8). 

We then calculate the energy concentration ratio (α) of the low 

frequency component and the total energy of the transformed PME 

block, i.e., ratio from the top-left triangle energy with respect to 

the whole energy of a transformed CU as follows: 

   α = (Derror_low / Derror_total)                                                       (7)   

where Derror_low and Derror_total represent the top-left triangle energy 

and the whole area energy of a particular block. If this ratio is 

greater than the Threshold1 (Th1), the motion type is tagged by ‘2’ 

(i.e., complex/ multiple motions) else if ratio is greater than 

Threshold2 (Th2), the motion type is tagged as ‘1’ (i.e., simple/ 

single motion), otherwise the motion type is tagged as ‘0’ (i.e., no 

motion) where in all the cases Th1>Th2.  

The Energy concentration ratio between low-frequency 

coefficients (taken from top left triangle) and all coefficients of 

transformed PME blocks is shown in Fig. 5 (a). In addition, Fig. 5 

(b) is generated by the proposed thresholding procedure to reflect 

different type motions. This figure (Fig. 5 (b)) is the absolute 

reflection of Fig. 5 (a) which indicates the motion representation 

map where dominating motion regions are marked with white 

colored blocks. If we compare Fig. 5 (a) and Fig. 4, we find the 

stability and uniformity in terms of the presence of respective 

motion categories (for example- for CUs at (2, 2), (2, 6) and (4, 4) 

positions in Fig. 4, we visualize black, ash, and while colored 

blocks respectively in Fig. 5 (a)). Thus, the proposed strategy 

properly categorize motions where multiple motions are denoted 

by white color, no motion regions are indicated with black and any 

other colored blocks corresponds to the simple motion in Fig. 5. 

 
(a) Energy concentration ratio between low-frequency coefficients 

and all coefficients of transformed PME blocks where black and white 
blocks indicate no motion and complex motion respectively while 

blocks with any other colour corresponds to simple motion. 

 
(b) Motion representation map indicating different types motions 
where blocks with black and white indicate no motion and complex 

motion respectively while blocks with any other colour corresponds 

to simple motion according to the proposed technique. 

Fig. 5. Motion type identification by energy concentration ratio and 

its justification through motion representation map generated between 

12th and 13th frames of Silent video. 

2.3 Selection of Interprediction modes 

Once the motions are categorized, we fully make use of these 

motion types for the subset of mode selection process. Table I 

illustrates the intermode selection process from the generated 

motion types at 32×32, 16×16 and 8×8 coding depth levels. From 

the selected subset of ME and MC modes, the final mode is 

determined using their lowest Lagrangian cost function.  

Table I. Proposed selection of modes at 32×32, 16×16 & 8×8 coding 

depth levels using motion types. 

Motion Types          Selected subset of Modes 

No Motion (Motion 

Type 0) 

         Skip or 32×32 

Single Motion 

(Motion Type 1) 

         Intra 16×16, Inter 32×32,  

         32×16, 16×32, 32×8, 32×24,  

         24×32 and 8×32 

Multiple Motions 

(Motion Type 2) 

         Inter 16×16, 16×8, 8×16,  

         12×16, 4×16, 16×12, 16×4  

         and 8×8. 

From Table I, this is obvious that if there is no existence of motion 

in any CUs, the proposed algorithm selects a subset of modes- Skip 

or 32×32. Once there is the presence of single motion (simple 

motion) in a CU the subset of 8 modes (Intra 16×16, Inter 32×32, 

32×16, 16×32, 32×8, 32×24, 24×32 and 8×32) are explored from 

depth level 1 (32×32 level). , From the explored subset of ME and 

MC modes at 32×32 level, the final mode is selected by estimating 

their lowest Lagrangian cost function. The equation for the final 

mode (ξ) selection is given by-  

   ))(€(minarg=
∀ k

km
m                                                         (8) 

where €(mk) be the Lagrangian cost function for mode selection 

(mk is the kth mode). Table I encapsulates all the selected subset of 

modes at 32×32, 16×16 & 8×8 (depth level 1, 2 and 3 respectively 

according to Fig. 1) level and also exemplifies that individual 

subset of modes are guided by individual motion types. Similarly 

for multiple motions (i.e., motion type ‘2’) in a CU, we explore 

only the 16×16 pixel level ME and MC modes (depth level 3)   



based on different video contents. In particular, when more motion 

dominating CUs are explored, the proposed algorithm selects 

modes with higher coding depth levels such as 16×16 or 8×8 to 

serve the purpose of motion categorization in a finer level. 

2.4 Determination of Threshold (Th) for Different Bitrates 

As the proposed method exploits both single and multiple 

motions by considering homogeneous/heterogeneous background 

and/or foreground motion block, we derive threshold values 

against whole range of Quantization Parameters (QPs) used in 

HEVC while sample threshold values against six popularly used 

QPs are mentioned in Table II. The values of Th1 and Th2 are 

mainly used to extract multiple motions and single motion 

respectively. We investigate different values of Th1 and Th2 to 

cover whole range of QPs for the proposed method and see rate-

distortion performance compared to the HM 8.0 using a wide range 

of videos. Then we approximate the Th1 and Th2 by linear 

functions where QPs are used as only independent variables. 

According to the linear function we can easily approximate Th1 

and Th2 as Th1= 0.005×QP+0.45 and Th2 = 0.005×QP+0.2 

respectively. The Fig. 6 shows two Thresholds. 

 
Fig 6. Proposed  thresholds against different QPs for all sequences 

 

Table II. Proposed thresholds for all videos in our experiment against 

distinct QPs. 

             QP           Th1           Th2 

             40           0.65           0.40 

             36           0.63           0.38 

             32           0.61           0.36 

             28           0.59           0.34 

             24           0.57           0.32 

             20           0.55           0.30 

Paul et al. [23] propose the direct Intermode selection algorithm 

based on H.264 video coding standard where they use thresholds 

ranging from 0.27 to 0.91. Note that this range of thresholds could 

not perform well in our algorithm because of extended number of 

modes and complex CU partitioning paradigm in HEVC compared 

to H.264.We find the trend that when QP increases, both 

thresholds also increase. The reason is that, at high bit-rate, to 

serve the purpose of finer motion categorization, we use lower Th1 

and Th2 values. Moreover, the number of motion blocks is 

inversely proportional to the threshold and at different bitrates 

different thresholds work best. From experiment, we observe that 

the proposed range of Th1 and Th2 values properly fit with all 

videos as they are exploited only for grasping and categorizing 

motions.  

3. Experimental  Results and Analysis  

In this paper, to verify the performance of the proposed 

algorithm, the experimental results are presented with six 

Standard Definition (SD) videos- Silent, Tennis, Paris, 

Bridgeclose, Tempete, waterfall,  four High Definition (HD) 

videos- Bluesky, Pedestrian, Rushhour, and Parkrun, and two 

Multiview (MV) videos- Exit and Ballroom. Each of the sequences 

are encoded with 25 frame rate and search length ±15 (for SD), 

±31 (for HD and MV). Table III demonstrates the performance 

comparison results of seven recent and relevant fast mode 

selection algorithms where all the algorithms obtain significant 

computational time savings compared to different 

implementations of HEVC with exhaustive mode selection 

technique by increasing bit-rates and reducing PSNR. The Table 

confirms that the proposed technique improves the performance in 

terms of both reducing encoding time and improving rate-

distortion performance compared to the existing state-of-the-art 

methods. The table also reveals that the proposed method 

outperforms HM8.0 by saving 40% computational time on average 

with insignificant bit rate increment (i.e., 0.08%) and negligible 

PSNR reduction (i.e., 0.01dB). The experimental results also 

confirm that, with the same experimental setup, the proposed 

method saves 52% computational time savings compared to 

HM8.0 that is 12% more compared to [24] for six videos used in 

[24]. 

 
Table III. Performance comparison of different fast mode selection 

algorithms compared to different implementations of HEVC. 

Algorithms 

Increased 

Bit-rate 

(%)  

Reduced 

PSNR 

(dB) 

Average 

Time 

Savings 

(%)  

Remarks 

Pan et al. 

[12], 2014 
0.32 0.11 35 19 videos 

Shen et al. 

[13], 2015 
0.60 0.01 38 15 videos 

Hou et al. 

[15], 2014 
0.50 0.08 30 17 videos 

Yang et al. 

[16], 2013 
0.80 0.03 39 07 videos 

Correa et al. 

[18], 2011 
5.70 0.80 50 03 videos 

Podder et. al. 

[24],  2014 
2.56 0.24 40 06 videos 

Proposed 

Method 
0.08 0.01 40 

12 videos 

including 

SD, HD 

and MV 
 

 
3.1. Experimental Setup 

In this paper, the experiments are conducted by a dedicated 

desktop machine (with Intel core i7 3770 CPU @ 3.4 GHz, 16 GB 

RAM and 1TB HDD) running 64 bit Windows operating system. 

We set each CU as a maximum of 32×32 pixel block in the 

proposed method and also adopt this pixel block to categorize its 

motion type. We use IPPP… format with the Group of Picture 

(GOP) 32 for both schemes and two reference frames. The 

sequences are encoded with 25 frame rate with search length ±15 

and ±31. The proposed scheme and HEVC with exhaustive mode 

selection scheme are developed based on HEVC test model (HM) 

version 8.0 [28]. We compare the RD performance of HM and the 

proposed method considering both the symmetric and asymmetric 

partitioning block size of 32×32 to 8×8 levels for a wide range of 

bit-rates (i.e., using QP=20, 24, 28, 32, 36 and 40).  

3.2. Mode Analysis of Coding Depth Levels 

Table IV provides us a clear viewpoint illustrating the percentage 

of individual modes selected based on divergent QP values ranging 

from 20 to 40. Evidently at high bit-rates (QP=20), the number of 

motion dominating blocks selected are more than the number of 



motion dominating blocks at low bit-rates (QP=40). It is also 

obvious that both at high and low bit rates, compared to the 

exhaustive mode selection strategy in HM the proposed technique 

selects the consistent percentage of  both higher and lower level 

modes at 32×32 or 16×16 coding depth level. 

Table IV. Comparative study on HM and the proposed method 

comprising the selected percentage of individual modes based on QPs. 

 
(a) Percentage of individual modes selected by HM at different QPs. 

 
(b) Percentage of individual modes selected by the Proposed method at 

different QPs.  

 

 
Fig. 7. Overall selected percentage of modes at 32×32 and 16×16 coding  
depth level by HM and the proposed method at different QPs. 

Fig. 7 is an identical reflection of Table IV which at a glance 

represents the overall selected percentage of modes at 32×32 and 

16×16 coding depth levels by HM and the proposed method at 

different QPs. From Fig. 7, it is clear that at QP=40, HEVC selects 

around 87% and 13% of the 32×32 and 16×16 depth level modes 

respectively. Compared to HM at QP=40, the proposed method 

selects about 47% and 44% of depth level  32×32 and 16×16 

modes. These values seem to be more stable compared to the 

exhaustive mode selection strategy in HM and the same trend is 

found down to QP=20. Thus, the overall selected percentage of 

modes by the proposed method at 32×32, 16×16 and 8×8 coding 

depth level for each QPs (from 40 to 20) seem to be more 

consistent. This strategy influences the concept of modes 

transcending [29]. Furthermore, the selection of coding depth level 

2 or higher level modes (as stated earlier) is assumed to be an 

indication of high motion dominating region. Based on this 

strategy, if we compare the percentage of depth level 2 modes of 

the proposed method with HM, the proposed algorithm selects 

higher percentage of 16×16 depth level modes (as shown in Fig. 

7) and selects the motion blocks more accurately in a finer level. 

From Fig. 7, at QP=32, HEVC selects 82% 32×32 level modes, 

which means, it almost cannot grasp any motion although motions 

are obvious in the videos. However, at the same QP, the proposed 

method selects 52% 32×32 level and 40% 16×16 level modes by 

being more sensitive to video contents, especially the motion 

features. 

Moreover, for accurate and clearer visualization of mode 

selection if we compare Fig. 8 (a) and Fig. 8 (b), it is apparent that 

the proposed method selects more motion blocks compared to HM. 

However, although CU at (2, 2) position and CU at (2, 6) position 

are designated as no motion and simple motion blocks by both HM 

and the proposed method but the evidence of CU at  (4, 4) position 

is different. HM selects the CU at  (4, 4) position as no motion 

region whereas, the proposed method picks out the block as a high 

motion region and partition the CU more ideally for more accurate 

motion estimation and categorization. For further justification, if 

we compare this CU at (4, 4) position with Fig. 5 (a) and Fig. 5 

(b), obviously that block is explicitly a motion dominating region 

and denote as white marked. The same trend is exhibited also at 

QP=36 shown in Fig. 9.  

 

  

 

 
(a)  Block partitioning by HM. (b) Block partitioning by the   

proposed method 

Fig. 8. Block partitioning framework for the 13th frame of the Silent video 
at QP=24 with HM and the Proposed method. 

     

 
(a)  Block partitioning by HM. 

 
(b) Block partitioning by proposed 
method. 

Fig. 9. Block partitioning framework for the 13th frame of the Silent video 

at QP=36 with HM and the proposed method. 

The block partitioning phenomenon in the proposed method is 

therefore distinguishable and unlike HM with exhaustive mode 

selection strategy, the proposed technique does not fix any of the 

motion dominating blocks un-partitioned and this effect is 

influential for the improved RD performance for a wide range of 

bit-rates. As a consequence, compared to HM, we not only get the 

similar RD performance but also at some QPs we achieve better 

Complex motion Simple motion     No motion 



RD performance (for Bluesky sequence of Fig. 12)  at QP=20 and 

also in other sequences of Table V at different bit-rates). 

3.3. Comparison of RD Performance   

For the performance justification of the proposed method, we 

first compare the RD performance against HM using six sequences 

(two SD, one MV and three HD) for a wide range of bit-rates as 

demonstrated in Fig. 12.  The experimental results exhibit that the 

proposed scheme retains the similar image quality (as HM) for a 

wide range of bit-rates in all video sequences especially by 

appropriate selection of motion dominated CUs and partitioning 

them with higher depth level modes. Table V reveals six additional 

divergent sequences (four SD, one MV and one HD) where PSNR 

performance of both techniques is compared at specific bit-rates 

[30].To produce the results in Table V, we first generate the RD 

performance curve (for instance the RD curves in Fig. 12 using 

different QPs) and from the curve we just determine a number of 

bit-rates and their corresponding PSNRs for both HM8.0 and the 

proposed method. Obviously for all video sequences, the PSNR 

values of the proposed method is very closely compared to the 

values with HEVC. Thus, from Fig. 12 and Table V, it is clear that 

the proposed mode selection strategy provides the similar RD 

performance with HM. 

Table V. Additional results of HM and the proposed technique on 

six other different video sequences. 

 

3.4. Comparison of Computational Time   

If any method exhaustively checks all the options in a level to 

select a particular option, theoretically it should necessitate more 

computational time. This complexity increases multiple times if 

any technique has to explore all modes in more depth levels to 

select a particular mode. Therefore, for all video types, we 

calculate the average number of modes selected per CU of both 

techniques and the results of Table VI show that HM checks more 

options in all cases and requires more encoding time. From Table 

VI, the overall average percentage of time savings by the proposed 

method is 44.05 and the reason behind this acquisition is the 

efficient subset of intermode selection with simple criteria (see 

Table I). However, we cannot ignore the pre-processing stages 
of the proposed method and by calculation we find that over 
twelve sequences on average 3.1% extra encoding time is 
required to execute phase correlation related overheads. Thus, 
theoretically we anticipate to acquire 41% computational time 
on average.  Note that we only explicitly analyze encoding time 

but not the decoding time separately.  However, the analysis of 

encoding time has also included decoding time as we need to 

perform decoding in the encoder. As the proposed method selects 

more smaller-block modes compared to HM8.0, we anticipate that 

decoding time might need extra time compared to HM8.0 

decoding time. 

Table VI. Percentage of time savings by the proposed method 

(against HM) for each individual sequence based on average no. of 

inter-modes selected per CU- a theoretical analysis. 

Sequence 

types 

Average no. 

of inter-

modes 

selected per 

CU by HM 

Average no. of 

inter-modes 

selected per CU 

by proposed 

method 

Average  

percentage 

(%) of time 

savings 

SD 16.89 8.07 52.22 

HD 17.93 10.52 41.32 

MV 19.58 12.02 38.61 

Average percentage (%) of time savings 44.05 
 

 

 
Fig. 10. Comparative Study on HM and the proposed method based on 

average percentage of time savings. 

Fig. 10 provides the comparative Study on HM and the 

proposed method based on average percentage of time savings for 

a wide range of bit-rates. The theoretical computational time 

savings (41%) is therefore consistent with the experimental 

computational time savings (40%) for the proposed method 

against HM with similar RD performance. For comprehensive 

performance test, we execute the computational time analysis of 

both techniques based on video categories and find that the 

proposed method saves on average 39% encoding time compared 

to the exhaustive mode selection scheme in HM. This scenario is 

represented in Fig. 11. The figure also reveals that the proposed 

method saves more time for SD videos than MV or HD videos. It 

can be concluded that the proposed technique achieves significant 

computational time savings in terms of both QP and video 

category basis and also demonstrates  similar rate-distortion 

performance with HM. 

 
Fig. 11. Average time savings by the proposed method (against HM) 

based on different video categories. 

 

 



 

  

   
Fig. 12. Rate-distortion performance relationship using HM and the proposed method on six divergent video sequences. 

4. Conclusion 

In this paper, we incorporate a novel, fast and efficient 

intermode selection technique for HEVC video coding standard by 

categorizing different motion types based on phase correlation. 

The motion estimation and motion compensation modes are 

selected by the proposed method in a faster manner compared to 

HM by exploiting different categories of motion. The Lagrangian 

optimization criterion is set among the selected subset of modes to 

fix the final mode. Compared to the exhaustive mode selection 

approach in HM, the proposed coding strategy significantly 

reduces the computational time (on average 40%) while providing 

the similar perceptual rate distortion performance over a wide 

range of bitrates which is expected to become more suitable for all 

real time video coding applications especially for the electronic 

devices with limited processing and battery capacity.  
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