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Abstract 

Influencers in a social network are members that have greater effect in the online social 

network (OSN) than the average member. In the specific social networks known as 

communities of practice, where the focus is an specific area of knowledge, influencers 

are key for the healthy working of the OSN. Approaches to influencer detection using 

graph analysis of the network can be mislead by the activity of users that are not 

contributing to the OSN purpose, bogus generators of documents with no relevant 

information. We propose the use of semantic analysis to filter out such kind of 

interactions, achieving a simplified graph representation that preserves the main features 

of the OSN, allowing the detection of true influencers. Such simplification reduces 

computational costs and removes bogus influencers. We demonstrate the approach 

applying fuzzy concept analysis (FCA) and latent Dirichlet analysis (LDA) to compute 

document similarity measures that allow to filter out irrelevant interactions. Experimental 

results on a community of practice are reported. 

1. Introduction

The advances in communications and web services has fostered the creation of Online 

Social Networks (OSN) which allow people to carry out remote social interactions 

regardless of geographical and even cultural distances, leading to the emergence of new 

social institutions [32], [34], [36], [37] which, although, are based on existing ones, 

possesses specific characteristics [10]. For instance, many face-to-face social rituals [33] 

do not exist or have been adapted to the virtual world [9]. Specifically, the communities 

of practice [24] that share knowledge about a specific activity have benefitted from the 

new social media, Knowledge sharing [12] is performed through blogging or forum 

services, where users post their questions, responses, and proposals for cooperative 

project development. 

In order to monitor the healthy operation of the OSN, system administrators resort to 

Social Network Analysis (SNA) techniques, in order to gather valuable information about 

social network structure (experts or influencers [7], sub groups, passive members, etc.) 

based on relationships between social network members formalised as a graph 

representation of the OSN. With the huge increase in size of the OSN, SNA tasks pose 

strong problems for real time processing, which may be required in some extreme 

circumstances. Therefore, simplification approaches to the OSN graph representation that 
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preserve fundamental properties highly desirable. For specific forms of OSN, such as the 

communities of practice, the semantic analysis of the documents posted and exchanged 

by the users offer a promising avenue for innovation [1], [14], [18], [26]. Semantic 

analysis may allow to remove irrelevant user interactions, either because they are not 

related or they do not offer additional information, so that the OSN graph representation 

is effectively simplified. 

We have implemented two different kinds of semantic analysis: fuzzy concept analysis 

(FCA) and latent Dirichlet allocation (LDA) [2]. The ability to simplify the OSN graph 

of both methods tested proved over three different strategies to extract the OSN graph 

representation from the documents posted in its forum. We examine the graph density 

reduction achieved by each approach. The OSN analysis consists in the discovery of 

influences (aka key-members) applying the well known authority discovery algorithm 

(ADA) [11]. Carrying the ADA on the unfiltered and the semantic filtered graphs we 

assess that the later do not degrade the key-member discovery. 

This paper is organized as follows. Section 2 discusses the related work in the literature. 

Section 3 presents the mathematical formalisation of the graph construction, and the 

semantic analyses carried out. Section 4 describes the experimental setup on a real world 

OSN, giving the computational results. Finally, Section 5 presents our conclusions 

together with some ideas for future work. 

2. Related work 

There are different issues to research around OSN’s. For example, communities detection 

[6], moderation administration [8], and, relating to present work, key-members analysis. 

For OSNs it is very important to help generate, store, and preserve knowledge resulting 

from member interaction. The success of a OSN depends on appropriate administration 

tools [25], and the activity of influencers (aka leaders [3], core members [25], or key-

members). Likewise, the goal of every OSN members is to acquire specific knowledge 

from the social network. 

There are many definitions of influencer, e.g. the most participative members [25], the 

members who answer other members questions [15], or the member who encourage 

others members to participate [3] proposing projects or dissuasion topics. However, none 

of these definitions take into consideration the content or the meaning of these interactions 

carried out by means of documents (posts/comments, reply, questions asked, reports 

created, etc.) that can be analysed. An interaction is taking into account just because user 

A replies a post from user B. Whether if A answer to the question is satisfactory or not, 

it is not taken into account. Those approaches just consider equally each post in a 

sequence, even if the post topic is irrelevant to the thread which contains it. 

Influencer detection is a very important administrator task, because these members keep 

the OSN alive. They share their experiences, knowledge, create tutorials, develop videos 

on a subject to help other non-experts members, etc. Often, administrators or social 

network owners, may pay these experts to develop contents for the OSN, since t these 

contents will increase the social network impact, fostering high interaction between 

members, and helping to capture new members. In small OSNs, where the quantity of 

both members and posts can be checked manually, many times administrators or owners 

know almost all members and their participation. Therefore, they all know who-is-who 
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in the social network. However, as the OSN becomes bigger, where thousands of 

members publish thousands of posts daily, without specific computational tools, tracking 

the users activity becomes an unmanageable task. 

Concept-Based Text Mining has been applied [26] to track the evolution of the purpose 

of a Virtual Community as a measure of community goal accomplishment, obtaining a 

set of scores that show how relevant, relative to its stated purpose, is the content generated 

by the community. This approach could be adapted into a “users goal accomplishment 

score” for each post, presenting a measure of the interaction between members which 

consider the content of theirs replies. 

Using a graph representation of the social network, based on the replies between members 

[29] analyse the role of the middle-man members, aka brokers. These members are the 

link between askers and repliers. The weight of an arc is a measure of member’s 

interaction. They found the evolution through time of the brokers and how valuable are 

they for the social network. However, they do not consider the semantics of the 

information exchanged. 

Related to the analysis of Virtual Communities [5] performs a statistical work to establish 

why a member keeps his knowledge-sharing intention through time. They made a survey 

in which three research streams related to the member’s intentions are measured. They 

not only measure the trust between members, they also prove that trust between members 

and network administration has influence in the community too. This approach it is very 

important, because a healthy community depends of the knowledge-sharing intention of 

the members, specially of the key-members. Furthermore [4] does a similar work as the 

latter, with the aim to explain why members give or receive knowledge to/from other 

community members. Interpersonal trust and knowledge sharing self-efficacy are viewed 

as the most relevant contributions in a community. These works emphasize that trust 

between members is important to have a healthy community. Therefore, key-members 

play a relevant work for social knowledge generation, motivating other members to 

participate and frequently bringing up new key-members. 

On the other hand [30] follows a marketing analysis approach to determinate the influence 

that Social Networks have in customer consuming decisions. They identified six 

categories of members according his interest and participation in the social network, 

remarking the core members who are the most frequent visitors and the ones who spend 

more time sharing his knowledge and participating in different threads. 

SNA [31] helps to understand relationships in a given community analysing its graph 

representation. Users are seen as nodes and relations among users are seen as arcs. This 

way, several techniques have been proposed to extract influencers or experts members 

[20], classify users according his relevance within the social network [22], [38], 

discovering and describing resulting sub-communities [13], among other applications. 

One limitation pure SNA, such as the authoritative node detection (ADA) [11], based on 

measured interaction only is that ignoring the content created by users could result in 

detecting as experts users that behave like flooders, trolls or spammers, and worst, 

disregarding the real social network experts. McCallum et al. [16], [17] described how to 

determine roles and topics in a text-based social networks by building Author-Recipient-

Topic (ART) and Role-Author-Recipient-Topic (RART) models. Furthermore, in Pathak 

et al. [21], a community based topic-Model integrated social network analysis technique 



(Community-Author-Recipient-Topic model or CART) is proposed to extract 

communities from a emails corpus based on the topics covered by different members of 

the overall network. These approaches novelty is the use of data mining on text from the 

social network to perform SNA to study Roles or Sub-groups extraction. This is to our 

knowledge one of the best automated topics extraction approach to perform key-members 

detection and later used to role discovery. However, it was applied only on e-mail 

networks where there isn’t a clear purpose or goals to accomplish. 

3. Graph construction and semantic analysis 

Our main research question in this paper is how to enhance the discovery of influencers 

in the social network structure using semantic information. In an OSN supporting a 

community of practice, the most important interaction device is the forum tool, where 

users post queries, projects, responses and any kind of contribution (hopefully) related to 

the social network main purpose. The construction of the graph representation of the OSN 

is based on the forum interactions, so that nodes correspond to active users and arcs 

between nodes correspond to the interactions in the form of replies to posted documents. 

Next subsection discusses alternative definitions of the baseline graph representation, 

taking into consideration post responses in different ways. The semantic analysis of the 

posted documents is used to filter out responses that or irrelevant or noisy. Hence we 

define normalized semantic similarities between documents which are used to detect 

irrelevant documents as outliers with very small similitude to the original post, which are 

removed from the graph representation. Semantic analysis is based on the probabilistic 

encoding of the documents on the basis of an accepted vocabulary, which is explained 

before dealing with fuzzy concept modelling and latent dirichlet analysis (LDA). 

3.1. Identification of key-members 

The identification of the social network core constituted by the key-members on the OSN 

graph representation is carried out applying a classical algorithm, i.e. the ADA algorithm 

[11]. The ADA was formulated to detect authoritative web pages to present the core 

contents of a topic in response to a query of a user. The algorithm is based on a method 

for the localisation of dense bipartite communities in the graph structure. Looking for 

authoritative sources, the method finds two mutually reinforcing sets of nodes: authorities 

and hubs. The nodes in the second set point to qualitatively better authority nodes, while 

being unrelated themselves. Authorities are large in-degree nodes which are pointed to 

by hub nodes. These are the bipartite communities searched for by the algorithm. The 

algorithm proceeds by a simple iteration of weights assignments which can be proven to 

converge to an equilibrium state. Each node has both an authority and hub weight. Hub 

weights are updated by the sum of the authority weights of nodes at the other end of 

outgoing arcs. Conversely, authority weights are updated by the sum of the hub weights 

of nodes at the other end of incoming arcs. 

3.2. Graph representations of the social network 

The graph representation of the social network is built taking into consideration members 

interaction. In general, members activity is measured according to their participation on 

the social network forum. A member participation is detected when he/she posts a 

document in the social network. Therefore, graph nodes will be the OSN members. 

Because the overall activity of the OSN is measured according to members participation, 



Graph arcs will represent interaction between them. How to link the members and how 

to measure their interactions to built up the graph’s network is our main concern in the 

following. Fig. 1 gives a schematic representation of a dialogs that may take place in the 

forum service of an OSN. Each circle is a user posting a document which may be a 

response to previous posts. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. A typical social network forum dialog structure. Circles represent the users who posted 

the documents represent by rectangular boxes. Arrows represent the response relation between 

posts. 

 

Three graph representation of OSN may be built from the dialog backlog according to the 

following edge creation strategies: 

• 1. Creator: When a member create a thread of posted documents, every reply will 

be related to him/her. Therefore, the arcs are only defined between the user 

generating a reply and the user responsible for the original post in the thread. This 

network representation is the less dense of all the possible graph representations. 

• 2. Last Reply: Every reply of a thread will be considered as a response to the last 

post only. Therefore, the arcs are only defined between the user generating a reply 

and the user responsible for the last post in the thread. This graph representation 

has a middle density. 

• 3. All Previous: Every reply of a thread will be a response to all posts which are 

already in a specific thread. Therefore, the arcs are defined between the all user 

generating a reply and the users responsible for the all previous post in the thread. 

This graph representation is the densest network. 

Fig. 2 illustrates these three approaches to build the graph representations for the user dialog 

shown in Fig. 1. The arcs weight is a counter of how many times a member replies to another 

one. We carry out concept and topic based message analysis in order to detect and analyse the 

reply of members according to the social network purpose (for all graph representations 

discussed above), and to filter out noisy posts. The following sections deal with the semantic 



filtering of the arcs in order to achieve less dense graphs which have lower computational 

requirements to produce comparable results in the identification of key-members. We focus on 

the networks built by the ‘creator’ strategy in this paper. 

 

 

 

 

 

 

Fig. 2. Three different graph representation that may be created according to different strategies 

that represent the forum interaction illustrated in Fig. 1. In this paper we consider the CREATOR 

graph strategy. 

 

3.2.1. Vocabulary based document encoding 

In the following we denote by V the vocabulary given by a collection of words w € {1,…, 

|V|} where a word is defined as the basic discrete unit of data. A Web Post (aka document) 

is a sequence of S words denoted by w = (w1,…, ws) where ws represents the sth word in 

the message. Finally, a corpus is defined by a collection of  P documents denoted by C = 

(w1,…,wp). In matrix notation, the corpus of documents is encoded as TF-IDF = [(mij), I 

€ {1,…,|V|};j € {1,…,|P|}] where mij is the weight of the ith word in the jth document. We 

define the mij weights as a term frequency times inverse document frequency, tf-idf [28], 

formally defined by:(1) where nij is the frequency of the ith word in the jth document, and 

ni is the number of documents containing word i. The tf-idf variable is a weighted 

representation of the importance of a given word in a document belonging to a corpus. 

The term frequency (TF) is the weight of the word in the document, while the inverse 

document frequency (IDF) measures whether the word is frequent or not in the document. 

 

 

where nij is the frequency of the ith word in the jth document, and ni is the number of 

documents containing word i. The tf-idf variable is a weighted representation of the 

importance of a given word in a document belonging to a corpus. The term frequency 

(TF) is the weight of the word in the document, while the inverse document frequency 

(IDF) measures whether the word is frequent or not in the document. 

3.2.2. Fuzzy concept analysis 

Fuzzy concept analysis (FCA) of posted documents is achieved making use of linguistic 

variables [27]. The linguistic variable (LV) values are words or sentences in natural 

language, thus they can not be treated by conventional numerical algorithms. Let u be a 

LV, so that the set of terms T(u) cover its universe of discourse U, e.g.  



T(temperature)={cold, warm, hot}or T(pressure)={high, ok, low} 

or . A document can be represented as a fuzzy relation [Concepts × WP], which is a matrix 

where each row is a concept and every column is a web post. To obtain such matrix we 

can rewrite this relation in a more convenient manner as follows: 

[Concepts x WP] = [Concepts x Terms] ⊗ [Terms x WP] 

were “Terms” are the words that can be used to define a concept, and “WP” refer to any 

word inside a document. In Eq. (2) the operators “ × ” and “⊗” denote the fuzzy relation 

and fuzzy composition, respectively. Let us denote by K the total number of concepts 

defined for the OSN site. Thus the matrix [Concepts × WP] is made of the the membership 

function values as shown in Eq. (3), where  represents the 

membership function of the fuzzy composition in Eq. (2), and membership values belong 

to the interval [0, 1]. 

 

 

 

 

There are several alternatives to define the fuzzy composition [19]. One important issue that 

must be considered is that even if some words are missing in a document, the degree of 

expression of a concept should not suffer alterations. This is achieved by the following 

compositional rule [19]: 

 

 

To understand Eq. (4), let us assume two fuzzy relations Q(U, V) and Z(V, W) sharing a common 

set V. The membership functions for Q and Z are given by μQ(x, r) and μz(r, y), respectively, with 

x ∈ U, r ∈ V, and y ∈ W. The operator V denotes the limited sum defined by V (x,y)=min(1,x+y) 

and ∧ is the algebraic product ∧(x,r)=(x*r) . 

In order to apply the above equations, we begin identifying the relevant concepts that 

characterize visitors’ alignment to the purposes of the OSN using experts’ knowledge about the 

most relevant concepts to describe visitors’ behaviour in the web site. Subsequently, with the 

help of a thesaurus and dictionaries we extract words defining the relevant concepts i.e. we 

express every concept as a list of words (assuming that a concept is a LV) looking for synonyms, 

quasi-synonyms, antonyms, etc. Afterwards, we need to define the membership values for the 

fuzzy relations [Concepts × Terms] and [Terms × WP]. We computed the relative frequency of 

words in a web page to represent the membership values of matrix [Terms × WP]. For the 

definition of [Concepts × Terms] values, we asked the expert to assign a concept representation 

degree to each word. To carry out this task we followed an indirect method. The expert 

compared two terms each time and gave a value between 0 and 1. For example, a synonym can 

receive a value near 1; a quasi-synonym, may receive a value near between 0.65 and 1; an 

antonym can be set to 0, etc. Finally, we obtained the fuzzy relation μG × P(x, z) applying Eq. (4). 



3.3. Topic extraction using generative models 

A topic model is a probabilistic model that relates documents and words through latent 

variables which encode the main topics inferred from the text itself. In this context, a 

document is a mixture of topics, each topic modelled by a probability distribution which 

can be used to generate the words in a document. The topic modelling approach that we 

will use is the Latent Dirichlet Allocation (LDA) [2]. LDA assumes a Bayesian approach 

where latent document topics are inferred from probability distributions estimated over 

the training dataset. In the LDA generative model, every topic is modelled by a 

probability distribution over the set of words represented by the vocabulary (w € V), and 

every document by a probability distribution over the set of topics (T). These distributions 

are multinomial Dirichlet distributions. 

Given the smoothing parameters β and α, from a set of topics T and a topic mixture θ, 

LDA aims to estimate the joint probability distribution generating a document w = 

(w1,…,ws) composed from a set of words S, given by the following expression: 

 

 

where p(zs|θ) can be represented by the random variable θi, such that topic zs is presented 

in document i (zi
s=1). By integrating Eq. (5) over the random variable θ and summing 

over topics z € T a close expression of the marginal distribution of documents can be 

obtained as follows: 

 

 

The final goal of LDA is to build a generative model with the distributions estimated from a given 

corpus of documents. There are several methods developed for inferring these probability 

distributions, such as variational expectation-maximization [2], a variational discrete 

approximation of Eq. (6) empirically used by [35], and a efficiently implementation of Gibbs 

sampling Markov chain Monte Carlo model [23]. 

3.4. FCA and LDA graph filtering 

Previous work [26] proposes a method to evaluate the degree of accomplishment of 

community goals. Here we will use this approach to classify the members’ posts 

according to OSNs’ goals, which are defined by a set of terms composed of keywords or 

statements in natural language. We reduce the density of a graph representation by 

considering only posts which are relevant to the purpose of the social network, and 

conversation threads which are related one to each other. Therefore, if a member posed a 

question, we detect all posts that answered this question in the ensuing thread. Then, we 

compute the similarity of those answers to the original question they are replying to. The 

similarity measure is the cosine distance between the vector encoding of the documents. 

If the similarity is over a certain threshold θ, an interaction will be considered between 

them, irrelevant responses are dismissed. Afterwards, we count all post interactions 

between member A and member B for every thread in the forum. Formally, function ARC 

returns the weight of the interaction between user A and user B: 



 

 

where PA and PB are all the interactions via posted documents between members A and B, 

respectively, in a thread t € {1,…,T} and T is the last thread of the forum. The distance dτ is defined 

as follows: 

 

 

 

 

 

 

where wτik is the score of topic/concept k in the posts of user i defined by the Semantic Weights 

Matrix (SWM), described in see Algorithm 1, on a thread τ. We compute dm(Pτi, Pτj) only if Pj is a 

reply to Pi. After that, we add 1 to the weight of arc ai,j if dm(Pτi, Pτj) > θ. Finally, short posts or 

general messages like “yes”, “good bye”, “it helped me a lot” must be discarded. Therefore, in 

the computation of ARC(.) function, we do not consider posts whose relevance is below ρ, where 

ρ ∈ (0, 0.2]. 

 

 

 

 

 

Algorithm 1. Computing Semantic Weighted Matrix. 

 

We apply this weighting approach in all three graph representations, i.e. Creator-oriented, Last 

Reply-oriented, and All Previous-oriented. Afterwards, we use the ADA algorithm [11] to find the 

influencers on the each OSN graph representation. We expect that using the topic/concept based 

filtering we can discover different sets of experts, which are complementary to the ones 

discovered by ADA when applied to a network created without this filtering. 

 

3.5. Weighted graph construction 

Algorithm 1 gives the baseline procedure to compute the Semantic Weighted Matrix that 

assigns an score to every post according to all concepts or topics considered for the 

network construction. First, the algorithm builds up the TF-IDF matrix according to Eq. 

(1). Secondly, it computes the semantic matrix SM according to topic or concept based 

text mining described in Sections 3.3 and 3.2.2, respectively. Finally, the semantic 



weighted matrixSWM is computed as the matrix multiplication between TF-IDF and SM. 

Algorithm 2 describe the construction of the graph representation according to the 

’Creator’ approach defined in the previous section, starting from the construction of the 

SWM. Also, according to the graph building strategy, the arc weight ai,j is increased when 

the message distance is greater or equal than the threshold dm(Pi, Pj) ≥ θ. 

 

 

 

 

 

 

 

Algorithm 2. Creator Network. 

 

4. Discovery of key-members on a real OSN 

Computational experiments have been carried out over the data from a specific OSN: 

Plexilandia http://www.plexilandia.cl 

. We use information obtained from interviews with the OSN administrators to validate and 

complement our semantic based analysis of social network activity. 

4.1. The case study social network 

Plexilandia is an OSN created by a group of people who have a common interest in 

building artefacts for musical effects, amplifiers, and audio equipment in a “Do it 

yourself” style. It was born as a social network where to share common experiences in 

the construction of plexies1. Nowadays, Plexilandia has more than 2500 members after 

more than 9 years of existence. All these years they have been shearing and discussing 

their knowledge about building their own plexies, effects. Besides, there are other related 

topics such as luthier, professional audio, buy/sell parts that are covered by the activity 

of Plexilandia users. Users do not engage in conventional social (i.e. Facebook) relations. 

In the beginning the administration task was performed by only one member. Today, this 

task is performed by several administrators (in 2013 the OSN has 5 administrators) due 

to the increase in the amount of information generated weekly. Administration tasks are 

typically: 

• Classification: it is frequent that social network members publish their 

contributions in the wrong forum section. For example, buy and sell advertisement 

should be placed in the “general forum” but newcomers place them in other 

sections. Therefore, administrators move them to the right place. 

• Moderation: administrators must ensure that members use the forums to discuss 

topics which are related with the social network and language is appropriate (i.e. 

https://www.sciencedirect.com/science/article/pii/S0925231217315242#fn0001


not offensive). This activity is carried out less frequently than classification, and 

requires less attention, since other active members help to detect these situations. 

• Participation: although the social network knowledge is distributed all over its 

members, some members have greater degree of knowledge or expertise about 

some topics. Due to diverse reasons (being social network founders, experts in an 

area, etc.) administrators are significant knowledge generators. Therefore, they 

are active participants of most discussions. They start and stimulate new 

discussions and create new forums. 

During its nine years of life, this OSN has undergone a sustained growth in members and 

their contributions. The analysis of the OSN behaviour by of administrators and experts 

about the social network is qualitative, grounded on their experience and time 

participating in the OSN. Besides, administrators have some global quantitative measures 

such as, for example, the total number of posts, the connected members, etc. (see Table 1 

for a more exhaustive list). However, they don’t have members browsing behaviour 

information, members publications quality, and how they contribute to the OSN purpose. 

Table 1. Plexilandia Activity measures 

4.2. Evaluation framework 

We expect the semantic concept and topic analysis to be able to detect more social 

network experts than the conventional approach of building the graph representation. In 

order to validate this semantic enriched search for the network key-members, we use the 

evaluation framework shown in Fig. 3. Firstly, we compute the density of the 

semantically filtered Creator graph representations Gc plus the contrast conventional 

graph without filtering. Secondly, we extract OSN key-members by the ADA algorithm, 

using ADA hub ranking criterion, to discover key-members according to the definition of 

key-members given above. 



 

Fig. 3. Evaluation framework for fuzzy concept based and latent topic analysis methods 

We have Plexilandia’s forum data2 since September 2006 until June 2014. However, the 

graph density study is carried out first only on whole years data from 2006 up to 2013. 

Later, we perform the same study for every month of year 2013. In the discovery of key-

members, administrators have a hard time remembering to identify the experts of the 

social network after some years have passed, or even harder if you ask about the social 

network experts on a specific month. Fortunately, this kind of members is a stable cluster 

of users. Hence we will be using year 2013 in the evaluation of this work. Plexilandia 

network administrators provided a list of 64 key-members for year 2013 and 2014. We 

selected two from five administrators (the owners) and carried out questionnaires every 

two months in to identify the key members of the community on those two months. Often, 

once a key member is identified he or she maintain its expert status, the interesting case 

is when a new expert appear or when a member that belong to the core is passed to the 

key members group based on the administrators criteria. In the end, we found a total of 

64 key members for 2013 and 2014, which are the ground truth for our evaluation. An 

interesting problem is that the OSN administrators were not able to rank all influencers 

as a key member, but they provide us with a refined list were they established sub 

categories of member importance as follows: 

• Experts Type A: They are the most important key-members, 34 members have 

been identified for year 2013 based on administrators’ criteria. 

• Experts Type B: They are next in importance key-members. Administrators have 

identified 21 for the same period. 

• Experts Type C: They are historic key-members, because they have been involved 

in the social network since its origins though they are not very active participating. 

Administrators have identified in this class 11 members. 

https://www.sciencedirect.com/science/article/pii/S0925231217315242#fn0002


• Experts Type X: these class is all members of the social network which are not 

key-members. They don’t belong to the social network core and usually they ask 

questions rather than publish answers or tutorials. 

4.3. Concept & topic based arc filtering 

In this section we discuss the graph density reduction achieved from semantic arc 

filtering, either concept or topic based. We have depicted in Fig. 4 the Creator graph 

representations of Plexilandia for the whole year 2013, without filtering (traditional), and 

after semantic filtering by fuzzy concept and topic [LDA] arc filters. The threshold 

applied for both semantic filtering approaches is set to 0 = 0.8 Visual inspection shows 

that the semantic filtering achieves a remarkable thinning of the graph topology. In Figs. 5 

and 6 we plot the evolution of the graph density per month in the years interval 2006–

2013 and the year 2013, respectively. Each line plot corresponds to an arc filtering 

approach. From the perusal of these figures, it is easy to assess that concept based arc 

filtering always achieves a big density reduction relative to the non filtered graph. 

Moreover, the topic based arc filtering offers even greater density reduction. The effect 

of density reduction is that the computation of the key-members is easier and quicker. In 

fact, the ADA computational time is reduced proportionally to the number of arcs. 

Though we have not make precise quantitative measurements, we found that the cost of 

semantic filtering does not affect much this computational time reduction. In the next 

section we show that this simplification does not worsen the quality of key-member 

detection. 

 

 

 

 

 

 

Fig. 4. Social Network graph density reduction with all methods for year 2013 
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Fig. 5. Network density from years 2006 to 2014, we plot the densities of fuzzy concept (CB, red) 

arc filtering, latent topic (LDA, blue) arc filtering, and the non filtered graph (green). (For 

interpretation of the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 

 

Fig. 6. Network density for year 2013, we plot the densities of fuzzy concept (CB, red) arc filtering, 

latent topic (LDA, blue) arc filtering, and the non filtered graph (green). (For interpretation of the 

references to colour in this figure legend, the reader is referred to the web version of this article.) 

 



4.4. Influencer detection in graphs built by Creator strategy 

The semantic filtering produces a strong reduction of graph density, with a strong 

reduction of the computational effort required for the extraction of key-members. In this 

section we examine how this computational simplification affects the quality of key-

member extraction for the specific case of the graphs built applying the Creator strategy. 

We apply the ADA algorithm to the unfiltered graph (ADA), and to the graphs after the 

concept (ADA-FCA) and topic based (ADA-LDA) arc filtering, and we compare the 

discovered key-members with those provided by the OSN administrators, the ground truth 

for validation. We have not considered sequentially applying LDA after FCA or viceversa 

Table 2 gives the number of ground truth key-members discovered by each method, for 

5 repetitions of the algorithm, using a fixed number of cut-off hubs 50 in the ADA 

algorithm. Because each approach discovers a different subset of the ground truth key-

members, it is possible to improve the key-member accuracy by merging results from 

them. In Table 2 the entries ADA  ∪  ADA-FCA and  ∪  ADA-LDA denote the union of 

key-members discovered by the ADA algorithm over unfiltered and filtered graphs, 

which provide the best results for each set of key-members considered. We have 

illustrated this fact by Fig. 7, were we consider the ADA ranking over the unfiltered graph 

and the topics (LDA) filtered graph, setting the cut-off number of hubs to 10, 20, 30 and 

40, looking for the discovery of A, A + B and A + B + C ground truth key-members, for 

the last five months of the year 2013. The middle part of each column (purple) is the 

intersection discovered by both methods. It can be appreciated that there is a core of key-

members that is discovered by both approaches, but there are non-negligible subsets 

whose discovery is method dependent. The key-member ground truth was provided by 

the CSN administrators from a general consideration of the activity of the CSN during its 

life. The short time analysis carried out by the ADA on specific periods may reveal who 

was active in this period, so that we may consider the intersection as the core of the CSN 

key-members upon all methods agree, while other detections may correspond to lower 

activity key-members which may or may not be detected. Hence, fluctuations in key-

member activity are detected by the detailed graph analysis which are not easy to validate 

through administrator experience. 



 

Table 2. Number of key-members detected for different methods, setup of θ and ρ semantic 

filtering parameters, and cut off number of hubs in ADA algorithm set to 50. A, A+B, and A+B+C 

refers to set of ground truth key-member set considered. ADA, ADA-FCA, and ADA-LDA denote 

that the ADA is applied on the unfiltered graph, FCA and LDA arc filtered graphs, respectively. 

Columns correspond to the last five months in the year 2013. Bold highlights best results for each 

ground truth set. 

 

 

 

 

 

 

 

 

 



 

Fig. 7. Intersection of ground truth key-member discovered by ADA on the unfiltered and LDA 

filtered graphs, cut-off number of hubs set to 10, 20, 30, 40 members, for A, A+B, and A+B+C 

ground truth sets. Columns in the plots correspond to the months from August to December in 

the year 2013 

 

We compute Precision, Recall and F-score for the key-members detected by ADA algorithm 

compared with the administrators ground truth. Table 3, Table 4–5 give these performance 

indicators for the three ground truth sets, respectively, specifically for the unfiltered and the LDA 

filtered graphs, with 0=0.4 and p=0.01 . Precision is greater on the unfiltered graph, but recall 

and F-score are higher for the combination of results, which is an improved detection of the key-

members. It is also much more difficult to detect only the core key-members (type A) which 

suggests that their activity is less constant in time than assumed by the system administrators. 

 

 

 

 

 



 

Table 3. Key-members detection precision, recall and F-score performance for Type A ground 

truth key-members of ADA applied to the unfiltered (ADA) and LDA arc filtered (ADA-LDA) graph. 

Columns correspond to the last five months in the year 2013. 

 

 

Table 4. Key-members detection precision, recall and F-score performance for Type A+B ground 

truth key-members of ADA applied to the unfiltered (ADA) and LDA arc filtered (ADA-LDA) graph. 

Columns correspond to the last five months in the year 2013 

Table 5. Key-members detection precision, recall and F-score performance for Type A+B+C+ 

ground truth key-members of ADA applied to the unfiltered (ADA) and LDA arc filtered (ADA-

LDA) graph. Columns correspond to the last five months in the year 2013. 



5. Conclusion 

As web services are evolving into social networks social analysis tools are becoming part 

of the toolbox of system administrators. When considering online social networks 

supporting a community of practice, with a narrow common interest, one of the most 

important tasks in order to assess the healthy status of the network is the identification of 

the members that contribute with ideas and projects, i.e. the key-members, influencer or 

experts. In this paper, we aim to complement the influencer identification algorithms with 

a semantic filtering of the graph representation arcs, expecting that such a simplification 

would reduce the computational cost of influencer detection without degradation of the 

quality of the detection. We proposed two kinds of simplification, one based on fuzzy 

concept modelling and the other on topics discovered by LDA approach. The later 

produced a greater simplification. Both semantic graph simplification approaches did not 

degrade the influencer detection, when compared with static identification ground truth 

provided by the system administrators in a specific community of practice online social 

network. The semantic simplification lead to discover complementary members, 

enhancing the baseline discovery over the unfiltered graph. Regarding scalability, the 

proposed approach improves the scalability of the underlying key-member detection 

algorithm, whose complexity is directly proportional to the number of nodes and arcs, 

because it requires to update and revisit all the node weights. Semantic analysis on the 

other hand has strong computational requirements. Some specific implementations, such 

as variational inference for LDA, allow to work with large datasets, but to scale the 

approach to the size magnitudes of current social networks, efficient distributed 

implementations would be required in order to speed-up the algorithms 

5.1. Future work 

A higher order semantic analysis, via the automatic ontology creation from the posted 

documents, would be desirable. These ontologies would allow to define more precise 

semantic distances, as distances between concepts in the structure of the ontology, with 

would allow finer analysis of the relations between users, and the strict relevance of the 

interactions to the purpose of the social networks. The ADA authority ranking may be 

complemented with other SNA metrics such as influence spread, centrality, and others. 

In the long term, our works would derive in administration tools that may allow a real 

time visualisation of the social network status, in order to take appropriate policies to 

ensure its healthy activity. The application of the approach to conventional online social 

networks, i.e. those that do not have a well defined content orientation, requires an 

extension of the topic modelling from text based analysis to multimedia contents in order 

to apply semantic filtering. Such extension is currently underway in the research 

community with the application of deep learning approaches able to extract semantic 

meaning from image and sound data. 
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