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# Supervised low rank indefinite kernel approximation using minimum enclosing balls 

Frank-Michael Schleif ${ }^{1,3 *}$, Andrej Gisbrecht ${ }^{2}$, Peter Tino ${ }^{1}$<br>${ }^{1}$ School of Computer Science, University of Birmingham, Birmingham B15 2TT, UK<br>${ }^{2}$ Helsinki Institute for Information Technology,<br>Department of Computer Science, Aalto University, Finland<br>${ }^{3}$ School of Computer Science, University of Appl. Sc. Wuerzburg-Schweinfurt, 97074 Wuerzburg, Germany


#### Abstract

Indefinite similarity measures can be frequently found in bio-informatics by means of alignment scores, but are also common in other fields like shape measures in image retrieval. Lacking an underlying vector space, the data are given as pairwise similarities only. The few algorithms available for such data do not scale to larger datasets. Focusing on probabilistic batch classifiers, the Indefinite Kernel Fisher Discriminant (iKFD) and the Probabilistic Classification Vector Machine (PCVM) are both effective algorithms for this type of data but, with cubic complexity. Here we propose an extension of KKFD and PCVM such that linear runtime and memory complexity is achieved for low rank indefinite kernels. Employing the Nyström approximation for indefinite kernels, we also propose a new almost parameter free approach to identify the landmarks, restricted to a supervised learning problem. Evaluations at several larger similarity data from various domains show that the proposed methods provides similar generalization capabilities while being easier to parametrize and substantially faster for large scale data.
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## 1. Introduction

Domain specific proximity measures, like alignment scores in bioinformatics [1], the modified Hausdorff-distance for structural pattern recognition [2], shape retrieval measures like the inner distance [3] and many other ones generate non-metric or indefinite similarities or dissimilarities. Classical learning algorithms like kernel machines assume Euclidean metric properties in the underlying data space and may not be applicable for this type of data.

Only few machine learning methods have been proposed for non-metric proximity data, like the indefinite kernel Fisher discriminant (iKFD) [4, 5], the probabilistic classification vector machine (PCVM) [6] or the indefinite Support Vector Machine (iSVM) in different formulations [7, 8, 9]. For the PCVM the provided kernel evaluations are considered only as basis functions and no Mercer conditions are implied. In contrast to the iKFD the PCVM is a sparse probabilistic kernel classifier pruning unused basis functions during training, applicable to arbitrary positive definite and indefinite kernel matrices. A recent review about learning with indefinite proximities can be found in [10].

While being very efficient these methods do not scale to larger datasets with in general cubic complexity. In $[11,12]$ the authors proposed a few Nyström based (see e.g. [13]) approximation techniques to improve the scalability of the PCVM for low rank matrices. The suggested techniques use the Nyström approximation in a non-trivial way to provide exact eigenvalue estimations also for indefinite kernel matrices. This approach is very generic and can be applied in different algorithms. In this contribution we further extend our previous work and not only derive a low rank approximation of the indefinite kernel Fisher discriminant, but also address the landmark selection from a novel view point. The obtained Ny-iKFD approach is linear in runtime and memory consumption, for low rank matrices. The formulation is exact if the rank of the matrix equals the number of independent landmarks points. The selection of the landmarks of the Nyström approximation is a critical point addressed in previous work (see e.g. [14, 15, 16]). Most recently leverage scores [17] have been found very promising, but with quadratic costs. In general these strategies use the full positive semi-definite
(psd) kernel matrix or expect that the kernel is of some standard class like an RBF kernel. In each case the approaches presented so far are costly in runtime and memory consumption as can be seen in the subsequent experiments.

Additionally, former approaches for landmark selection aim on generic matrix reconstructions of positive semi definite (psd) kernels. We propose a restricted reconstruction of the psd or non-psd kernel matrix with respect to a supervised learning scenario only. We no longer expect to obtain an accurate kernel reconstraction from the approximated matrix (e.g. by using the Frobenius norm) but are pleased if the approximated matrix preserves the class boundaries in the data space

In [12] the authors derived methods to approximate large proximity matrices by means of the Nyström approximation and conversion rules between similarities and dissimilarities. These techniques have been applied in [11] and 18] in a proof of concept setting, to obtain approximate models for the Probabilistic Classification Vector Machine and the Indefinite Fisher Kernel Discriminant analysis using a random landmark selection scheme. This work is substantially extended and detailed in this article with a specific focus on indefinite kernels, only. A novel landmark selection scheme is proposed. Based on this new landmark selection scheme we provide detailed new experimental results and compare to alternative landmark selection approaches. The paper provides the following improvements over the current state of the art: (1) A linear costs approximation scheme for the Indefinite Kernel Fisher Discriminant (iKFD) and the probabilistic classification vector machine (PCVM) is provided. (2) A new supervised landmark selection scheme is proposed which can be also applied to indefinite input kernels to obtain a Nystroem approximation of the given indefinite kernel. (3) A variety of experimental results is provided showing the efficiency of the proposed approach and linked to related work.

Structure of the paper: First we give some basic notations necessary in the subsequent derivations. Then we review iKFD and PCVM as well as some approximation concepts proposed by the authors in [11] which are based on the well known Nyström approximation. Subsequently, we consider the landmark selection problem in more detail and show empirically results motivating a supervised selection strategy. Finally we detail the reformulation of iKFD and PCVM based on the introduced concepts and fulfilled, and the underlying similarity measure may not be metric and hence not lead to a Mercer kernel. Examples can be easily found in domain specific similarity measures as mentioned before and detailed later on. Such similarity measures imply indefinite
kernels, preventing standard "kernel-trick" methods developed for Mercer kernels to be applied.

For a matrix $A, A^{-1}$ denotes the inverse of $A$. We will still use this notation even when $A$ is non-regular. In that case $A^{-1}$ will represent an inverse obtained through an Singular Value Decomposition (SVD) - based regularization.

In what follows we will review some basic concepts and approaches related to such non-metric situations.

### 2.2. Krein and Pseudo-Euclidean spaces

A Krein space is an indefinite inner product space endowed with a Hilbertian topology.

Definition 1 (Inner products and inner product space) Let $\mathcal{Q}$ be a real vector space. An inner product space with an indefinite inner product $\langle\cdot, \cdot\rangle_{\mathcal{Q}}$ on $\mathcal{Q}$ is a bilinear form where all $f, g, h \in \mathcal{Q}$ and $\alpha \in \mathbb{R}$ obey the following conditions.

- Symmetry: $\langle f, g\rangle_{\mathcal{Q}}=\langle g, f\rangle_{\mathcal{Q}}$
- linearity: $\langle\alpha f+g, h\rangle_{\mathcal{Q}}=\alpha\langle f, h\rangle_{\mathcal{Q}}+\langle g, h\rangle_{\mathcal{Q}}$;
- $\langle f, g\rangle_{\mathcal{Q}}=0 \forall g \in \mathcal{Q}$ implies $f=0$

An inner product is positive definite if $\forall f \in \mathcal{Q},\langle f, f\rangle_{\mathcal{Q}} \geq 0$, negative definite if $\forall f \in \mathcal{Q},\langle f, f\rangle \mathcal{Q} \leq 0$, otherwise it is indefinite. A vector space $\mathcal{Q}$ with inner product $\langle\cdot, \cdot\rangle_{\mathcal{Q}}$ is called an inner product space.

Definition 2 (Krein space and pseudo-Euclidean space) An inner product space $\left(\mathcal{Q},\langle\cdot, \cdot\rangle_{\mathcal{Q}}\right)$ is a Krein space if we have two Hilbert spaces $\mathcal{H}_{+}$and $\mathcal{H}_{-}$spanning $\mathcal{Q}$ such that $\forall f \in \mathcal{Q}$ we have $f=f_{+}+f_{-}$with $f_{+} \in \mathcal{H}_{+}$and $f_{-} \in \mathcal{H}_{-}$and $\forall f, g \in \mathcal{Q}$, $\langle f, g\rangle_{\mathcal{Q}}=\left\langle f_{+}, g_{+}\right\rangle_{\mathcal{H}_{+}}-\left\langle f_{-}, g_{-}\right\rangle_{\mathcal{H}_{-}}$. A finite-dimensional Krein-space is a so called pseudo-Euclidean space ( $p \mathrm{E}$ ).

Indefinite kernels are typically found through domain specific non-metric similarity functions (such as alignment functions used in biology [1]), specific kernel functions
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### 2.3. Indefinite Fisher and kernel quadratic discriminant

In [4, 5] the indefinite kernel Fisher discriminant analysis (iKFD) and indefinite kernel quadratic discriminant analysis (iKQD) was proposed focusing on binary classification problems, recently extended by a weighting scheme in [24] ${ }^{3}$.

The initial idea is to embed the training data into a Krein space (see Def. 2) and to apply a modified kernel Fisher discriminant analysis or kernel quadratic discriminant analysis for indefinite kernels. Consider binary classification and a data set of inputtarget training pairs $D=\left\{\mathbf{x}_{i}, y_{i}\right\}_{i=1}^{N}$, where $y_{i} \in\{-1,+1\}$. Given the indefinite kernel matrix $K$ and the embedded data in a pseudo-Euclidean space $(\mathrm{pE})$, the linear Fisher Discriminant function $f(\mathbf{x})=\langle\mathbf{w}, \Phi(\mathbf{x})\rangle_{p E}+b$ is based on a weight vector w such that the between-class scatter is maximized while the within-class scatter is minimized along $w$. The dot product in pE is defined in Def. 2. $\Phi(\mathbf{x})$ is a vector of basis function evaluations for data item $\mathbf{x}$ and $b$ is a bias term. This direction is obtained by maximizing the Fisher criterion in the pseudo-Euclidean space:

$$
J(\mathbf{w})=\frac{\left\langle\mathbf{w}, \Sigma_{p E}^{b} \mathbf{w}\right\rangle_{p E}}{\left\langle\mathbf{w}, \Sigma_{p E}^{i} \mathbf{w}\right\rangle_{p E}}
$$

where $\Sigma_{p E}^{b}=\Sigma_{b} J$ is the scatter matrix in the pseudo-Euclidean space, with $J=$ $\operatorname{diag}\left(\mathbf{1}_{p},-\mathbf{1}_{q}\right)$, where $\mathbf{1}_{n} \in \mathbb{R}^{n}$ denotes the $n$-dimensional vector of all ones. The within-scatter-matrix in the pseudo-Euclidean space is given as $\Sigma_{p E}^{w}=\Sigma_{w} J$. The Euclidean between- and within-scatter-matrices can be expressed as:

$$
\begin{align*}
\Sigma_{b}= & \left(\mu_{+}-\mu_{-}\right)\left(\mu_{+}-\mu_{-}\right)^{\top}  \tag{2}\\
\Sigma_{w}= & \frac{1}{\left|I_{+}\right|} \sum_{i \in I_{+}}\left(\phi\left(\mathbf{x}_{i}\right)-\mu_{+}\right)\left(\phi\left(\mathbf{x}_{i}\right)-\mu_{+}\right)^{\top} \\
& +\frac{1}{\left|I_{-}\right|} \sum_{i \in I_{-}}\left(\phi\left(\mathbf{x}_{i}\right)-\mu_{-}\right)\left(\phi\left(\mathbf{x}_{i}\right)-\mu_{-}\right)^{\top}, \tag{3}
\end{align*}
$$

where the set of indices of each class are $I_{+}:=\left\{i: y_{i}=+1\right\}$ and $I_{-}:=\left\{i: y_{i}=-1\right\}$ and $\mu_{+}$and $\mu_{-}$are the class-conditional means estimated on $I_{+}$and $I_{-}$, respectively. To avoid the explicit embedding into the pE space (denoted as $\mathbb{R}^{(p, q)}$ ) a kernelization is

[^2]considered such that the weight vector $\mathbf{w} \in \mathbb{R}^{(p, q)}$ is expressed as a linear combination of the training data: $\mathbf{w}=\sum_{i=1}^{N} \alpha_{i} \phi\left(\mathbf{x}_{i}\right)$. A similar strategy can be used for KQD as well as the indefinite kernel PCA [5].

### 2.4. Probabilistic Classification Vector Learning

Probabilistic Classification Vector Machine (PCVM) uses a kernel regression model $\sum_{i=1}^{N} w_{i} \phi_{i}(\mathbf{x})+b$ with a link function, with $w_{i}$ being again the weights of the basis functions $\phi_{i}(\mathbf{x})$ and $b$ as a bias term. Unlike in the kernelized Fisher discriminant method described above, in PCVM the basis functions $\phi_{i}$ are defined explicitly as part of the model design. The Expectation Maximization (EM) implementation of PCVM [25] uses the probit link function, i.e. $\Psi(\mathbf{x}) \leqslant \int_{-\infty}^{x} \mathcal{N}(t \mid 0,1) d t$, where $\Psi(\mathbf{x})$ is the cumulative distribution of the normal distribution $\mathcal{N}(0,1)$. We get: $l(\mathbf{x} ; \mathbf{w}, b)=\Psi\left(\sum_{i=1}^{N} w_{i} \phi_{i}(\mathbf{x})+b\right)=\Psi\left(\Phi(\mathbf{x})^{\top} \mathbf{w}+b\right)$

In the PCVM formulation [6], a truncated Gaussian prior with support on $[0, \infty)$ and mode at 0 is introduced for each weight $w_{i}$ and a zero-mean Gaussian prior is adopted for the bias $b$. The priors are assumed to be mutually independent. $p(\mathbf{w} \mid \alpha)=$ $\prod_{i=1}^{N} p\left(w_{i} \mid \alpha_{i}\right) \quad p(b \mid \beta)=\mathcal{N}\left(b \mid 0, \beta^{-\mathbf{1}}\right)$, where


We follow the standard probabilistic formulation and assume that $z(\mathbf{x})=\Phi(\mathbf{x})^{\top} \mathbf{w}+b$ is corrupted by an additive random noise $\epsilon$, where $\epsilon \sim \mathcal{N}(0,1)$. According to the probit link model, we have:

$$
\begin{array}{ll}
h(\mathbf{x})=\Phi(\mathbf{x})^{\top} \mathbf{w}+b+\epsilon \geq 0, & \text { if } y=1 \\
h(\mathbf{x})=\Phi(\mathbf{x})^{\top} \mathbf{w}+b+\epsilon<0, & \text { if } y=-1 \tag{4}
\end{array}
$$

and obtain:

$$
p(y=1 \mid \mathbf{x}, \mathbf{w}, b)=p\left(\Phi(\mathbf{x})^{\top} \mathbf{w}+b+\epsilon \geq 0\right)=\Psi\left(\Phi(\mathbf{x})^{\top} \mathbf{w}+b\right)
$$

Note that $h(\mathbf{x})$ is a latent variable because $\epsilon$ is an unobservable variable. We collect evaluations of $h(\mathbf{x})$ at training points in a vector $\mathbf{H}(\mathbf{x})=\left(h\left(\mathbf{x}_{\mathbf{1}}\right), \ldots, h\left(\mathbf{x}_{\mathbf{N}}\right)\right)^{\top}$. In the
expectation step the expected value $\overline{\mathbf{H}}$ of $\mathbf{H}$ with respect to the posterior distribution over the latent variables is calculated (given old values $\mathbf{w}^{\text {old }}, b^{\text {old }}$ ). In the maximization step the parameters are updated through

$$
\begin{align*}
& \mathbf{w}^{\text {new }}=M\left(M \Phi^{\top}(\mathbf{x}) \Phi(\mathbf{x}) M+I_{N}\right)^{-1} M\left(\Phi^{\top}(\mathbf{x}) \overline{\mathbf{H}}-b \Phi^{\top}(\mathbf{x}) \mathbf{1}\right)  \tag{5}\\
& \mathbf{b}^{\text {new }}=t(1+t N t)^{-1} t\left(\mathbf{1}^{\top} \overline{\mathbf{H}}-\mathbf{1}^{\top} \Phi(\mathbf{x})^{\top} \mathbf{w}\right)
\end{align*}
$$

(6)
where $I_{N}$ is a N -dimensional identity matrix and 1 a all-ones vector, the diagonal elements in the diagonal matrix $M$ are:

$$
M_{i i}=\left(\bar{\alpha}_{i}\right)^{-1 / 2}= \begin{cases}\sqrt{2} w_{i} & \text { if } y_{i} w_{i} \geq 0  \tag{7}\\ 0 & \text { else }\end{cases}
$$

and the scalar $t=\sqrt{2}|b|$. Further details can be found in [6]. Even though kernel machines and their derivatives have shown great promise in practical application, their scope is somehow limited by the fact that the computational complexity grows rapidly with the size of the kernel matrix (number of data items). Among methods suggested to deal with this issue in the literature, the Nyström method has been popular and widely used.

## 3. Nyström approximated matrix processing

The Nyström approximation technique has been proposed in the context of kernel methods in [13]. Here, we give a short review of this technique before it is employed in PCVM and iKFD. One well known way to approximate a $N \times N$ Gram matrix, is to use a low-rank approximation. This can be done by computing the eigendecomposition of the kernel matrix $K=U \Lambda U^{T}$, where $U$ is a matrix, whose columns are orthonormal eigenvectors, and $\Lambda$ is a diagonal matrix consisting of eigenvalues $\Lambda_{11} \geq \Lambda_{22} \geq \ldots \geq$ 0 , and keeping only the $m$ eigenspaces which correspond to the $m$ largest eigenvalues of the matrix. The approximation is $\tilde{K} \approx U_{(N, m)} \Lambda_{(m, m)} U_{(m, N)}$, where the indices refer to the size of the corresponding submatrix restricted to the larges $m$ eigenvalues. The Nyström method approximates a kernel in a similar way, without computing the eigendecomposition of the whole matrix, which is an $O\left(N^{3}\right)$ operation.

By the Mercer theorem, kernels $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ can be expanded by orthonormal eigenfunctions $\varphi_{i}$ and non negative eigenvalues $\lambda_{i}$ in the form

$$
k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\sum_{i=1}^{\infty} \lambda_{i} \varphi_{i}(\mathbf{x}) \varphi_{i}\left(\mathbf{x}^{\prime}\right)
$$

The eigenfunctions and eigenvalues of a kernel are defined as solutions of the integral equation

$$
\int k\left(\mathbf{x}^{\prime}, \mathbf{x}\right) \varphi_{i}(\mathbf{x}) p(\mathbf{x}) d \mathbf{x}=\lambda_{i} \varphi_{i}\left(\mathbf{x}^{\prime}\right)
$$ data distribution is sufficiently covered. Strategies how to chose the landmarks have recently been addressed in $[14,26]$ and $[27,16]$. We denote these rows by $K_{(m, N)}$. Using the formulas Eq. (9) we can reconstruct the original kernal matrix,

$$
\tilde{K}=\sum_{i=1}^{m} 1 / \lambda_{i}^{(m)} \cdot K_{(m, N)}^{T}\left(\mathbf{u}_{i}^{(m)}\right)^{T}\left(\mathbf{u}_{i}^{(m)}\right) K_{(m, N)}
$$

3.2. Eigenvalue decomposition of a Nyström approximated matrix

To compute the eigenvectors and eigenvalues of an indefinite matrix we first compute the squared form of the Nyström approximated kernel matrix. Let $K$ be a psd

[^3]similarity matrix, for which we can write its decomposition as
$$
\tilde{K}=K_{(N, m)} K_{(m, m)}^{-1} K_{(m, N)}=K_{(N, m)} U \Lambda^{-1} U^{\top} K_{(N, m)}^{\top}=B B^{\top},
$$
low value of the Frobenius norm of the approximated versus the original kernel matrix ensures that the approximated kernel matrix $\tilde{K}$ can be used instead of $K$ for any kernel based data analysis method, such as kernel-PCA, kernel-k-means, SVM, Laplacian

[^4]eigenmaps. In the context of classification the requirement of close approximation of the kernel matrix may be too strong and unnecessary. After all, a low rank kernel matrix which preserves class separation is sufficient. To achieve this objective we suggest to use a supervised landmark selection scheme introduced in the following section.

## 4. Supervised landmark selection using minimum enclosing balls

The original (unsupervised) Nyström approximation is based on $m$ characteristic landmark points taken from the dataset. The number of landmarks should be sufficiently large and the landmarks should be diverse enough to get accurate approximations of the dominating singular vectors of the similarity matrix. In [14] multiple strategies for landmark selection have been studied and a clustering based approach was suggested to find the specific landmarks. Thereby the number of landmarks is a user defined parameter and a classical k-means algorithm is applied on the kernel matrix to identify characteristic landmark points in the empirical feature space. This approach is quite effective (see [14]), with some small improvements using an advanced clustering scheme as shown in [15]. Other recent proposals along those lines, e.g. leverage scores [17], are much more costly with at least quadratic costs and therefore not applicable in our setting. We will use the k -means approach as a baseline for an advanced landmark section approach. Further, we will also consider a pure random selection strategy as another baseline. It should be noted that the formulation given in [14] takes the full kernel matrix as an input into the k-means clustering. This is obviously also very costly and may become inapplicable for larger kernel matrices ${ }^{7}$

In general the approaches discussed above only address the problem of the selection or positioning of the landmarks, given their number. It is not clear how the number of landmarks can be appropriately chosen. Clearly, if the number of landmarks is large, we can expect the data space to be sufficiently covered, but the model complexity can become prohibitive. On the other hand, if the number of landmarks is too small, the kernel matrix approximation may be poor.

[^5]We propose to consider the Nyström approximation in a restricted form with respect to a supervised learning problem. This relieves us from the need of a perfect reconstruction of the kernel matrix. It is in fact sufficient to reconstruct the kernel such that it is close to the ideal kernel (see e.g. [28]). We will however not learn an idealized kernel as proposed in [28], which by itself is very costly for large scale matrices, but provide a landmark selection strategy motivated by similar intuitions.

The (supervised) representation accuracy of the Nyström approximation of $K$ depends on the number of the selected landmarks and the used landmark selection scheme. We propose to calculate minimum enclosing ball solutions (MEB) on the individual class-wise kernel matrices. This will enable us to

1. find a sufficient number of landmarks for the given classification task,
2. find landmark positions preserving a good class separation.

Note that the chosen landmarks may not necessarily lead to a good reconstruction of $\hat{K}$, as measured e.g. by the Frobenius norm. As an additional constraint we are looking for an approach where also indefinite proximity matrices can be processed without costly preprocessing steps.

### 4.1. MEB for psd input kernels

We denote the se of indices or points of a sub kernel matrix referring to class $j$ by $\Omega_{j}$. Assuming approximately spherical classes (in the feature space), we invoke the minimum enclosing ball method on each class separately:

```
\(\min _{R^{2}, \mathbf{w}_{j}} \quad R^{2}\)
such that \(\quad\left\|\mathbf{w}_{j}-\Phi\left(\xi_{i}\right)\right\|^{2} \leq R^{2} \quad \forall \xi_{i} \in \Omega_{j}\)
```

where $R$ is the radius of the sphere and $\mathbf{w}_{j}$ is a center of class $j$, which can be indirectly represented in the kernel space as a weighted linear combination of the points in $\Omega_{j}$. The assumption of a sphere is in fact no substantial restriction if the provided kernel is sufficiently "expressive". This is also the reason why core-vector data description (CVDD) can be used as a linear time replacement for support vector data description [29].

It has been shown e.g. in [30] that the minimum enclosing ball can be approximated with quality $\epsilon>0$ in (worst case) linear time using an algorithm which requires only a constant subset of $\Omega_{j}$, the core set. Given $\epsilon$, the following algorithm converges in $\mathcal{O}\left(1 / \epsilon^{2}\right)$ steps:

## MEB:

Choose $\xi_{i} \in \Omega_{j}$ randomly. Find $\xi_{k} \in \Omega_{j}$ furthest away from $\xi_{i}$ in the feature space (e.g. maximizing $\left\|\Phi\left(\xi_{i}\right)-\Phi\left(\xi_{k}\right)\right\|^{2}$ ). $S:=\left\{\xi_{i}, \xi_{k}\right\}$.
repeat
solve $\operatorname{MEB}(S) \rightarrow \tilde{\mathbf{w}}_{j}, R$
if there is $\xi_{l} \in \Omega_{j}$ with $\left\|\Phi\left(\xi_{l}\right)-\tilde{\mathbf{w}}_{j}\right\|^{2}>R^{2}(1+\epsilon)^{2}$ then

$$
S:=S \cup\left\{\xi_{l}\right\}
$$

end if
until all $\xi_{l}$ are covered by the $R(1+\epsilon)$ ball in the feature space return $\tilde{\mathbf{w}}_{j}$

In each step, the MEB problem is solved for a small subset of constant size only. This is possible by referring to the dual problem which has the form

with operations only involving dot products, i.e. kernelization is possible. The same holds for all distance computations of the approximate MEB problem. Note that the dual MEB problem provides a solution in terms of the dual variables $\alpha_{i}$. The identified finite number of core points (those with non-vanishing $\alpha_{i}$ ) will be used as landmarks for this class and considered to be sufficient to represent the enclosing sphere of the data. Each class is represented by at least two core points. Combining all core sets of the various classes provides us with the full set of landmarks used to get a Nystöm approximation of $K$.

The MEB solution typically consists of a very small number of points (independent of $N$ ), sufficient to describe the hyper-ball enclosing the respective data. If the kernel is psd we can use the MEB approach directly in the kernel space.

[^6]

Figure 1: Laplacian eigenmap visualization of the initial test and simulated similarity matrices using $K \cdot K^{\top}$. Colors/shades indicate the different classes. Axis labeling is arbitrary.

### 4.3. Small scale experiments - landmark selection scheme

We use the ball dataset as proposed in [31]. It is an artificial dataset based on the surface distances of randomly positioned balls of two classes having a slightly different radius. The dataset is non-Euclidean with substantial information encoded in the negative part of the eigenspectrum. We generated the data with 100 samples per class leading to an $N \times N$ dissimilarity matrix $\mathbf{D}$, with $N=200$.

We also use the protein data ( 213 pts, 4 classes) set represented by an indefinite similarity matrix, with a high intrinsic dimension [10]. Further we analyzed two simulated metric datasets which are not linear separable using the Euclidean norm: (1) the checker board data, generated as a two dimensional dataset with datapoints organized on a $3 \times 3$ checkerboard, with alternating labels. This dataset has multi-modal classes. (2) a simple Gaussian cloud dataset with two Gaussian with substantial overlap. The simulated data have been represented by an extreme learning machine (elm) kernel. Checker is linear separable in the elm-kernel space, whereas Gaussian is not separable by construction.


Figure 2: Typical plots of the checker board data - taken from the crossvalidation models - with iKFD predictions using different landmark selection schemes and an elm kernel. The worst result $\approx 72 \%$ is obtained by plot c ) using the random sampling strategy whereby the number of landmarks was chosen from the MEB approach. The selected landmark points are indicated as (red) circles. In plot b) one clearly sees that k-means has rearranged the points to cover the whole data space. For the random approach we observe that some points are very close to each other (and have the same label) and are therefore not very informative. The MEB solution in plot a) leads to very good prediction results on the test data with around $90 \%$, which is only slightly worse than the result for b) with $92 \%$.

It should be noted that the elm kernel, used for the vectorial data, typically increases the number of non-vanishing eigenvalues such that the original two dimensional data are finally indeed higher dimensional and not representable by only two basis functions. Two dimensional visualizations of the unapproximated $K \cdot K^{\top}$ similarity matrices obtained by using Laplacian eigenmaps [32]. are shown in Figure 1. For the checker board data we also show two-dimensional plots of the obtained iKFD decision boundaries and different landmark selection schemes in Figure 2.

Now the obtained (indefinite) kernel matrix has been used in the iKFD in six different ways using different landmark selection schemes:
a) we used the original kernel matrix (SIM1),
b) the matrix is Nystöm approximated using the MEB approach (SIM2),
c) the matrix is Nyström approximated using the approach of [14] where the number of landmarks is taken from the MEB solution (SIM3),
d) using the approach of [14] but with C landmarks where $C$ is the number of classes (SIM4)
clearly showing that the negative eigenspectrum contains discriminative information.
The respective eigenvalue plots are provided in Figure 3.

[^7]

Figure 3: Eigenvalue analysis of the ball dataset using the different approaches. The first plot shows the eigenvalues of the original kernel (SIM1), the other plots show typical results from the 10 -fold crossvalidation for the various landmark selection approaches (SIM2-SIM6). It can be clearly seen that the landmarks identified by the MEB approach sufficiently capture the negative eigenvalues. The random sampling approach works only if a larger number of landmarks is chosen and is still less efficient because it is not ensured that the landmarks cover the whole data space. Especially if the data are non i.i.d. random sampling is typically insufficient.

Table 1: Test set results of a 10-fold iKFD run on the simulated / controlled datasets in different kernel approximations. $\mathrm{A} \star$ indicates a non-metric similarity matrix. The number of identified landmarks is shown in brackets for SIM2.

| Method | Ball $\star$ | Protein $\star$ | Checker | Gaussian |
| :--- | :---: | :---: | :---: | :---: |
| $S I M 1 \mid s(\hat{K}, K)$ | $100 \pm 0$ | $98.12 \pm 3.22$ | $98.89 \pm 0.35$ | $90.00 \pm 5.77$ |
| $S I M 2 \mid s(\hat{K}, K)$ | $92.00 \pm 4.83(8)$ | $96.71 \pm 3.20(25)$ | $90.22 \pm 8.52(9)$ | $90.00 \pm 7.45(8)$ |
| $S I M 3 \mid s(\hat{K}, K)$ | $70.00 \pm 12.69$ | $96.71 \pm 4.45$ | $91.78 \pm 9.24$ | $87.00 \pm 10.33$ |
| $S I M 4 \mid s(\hat{K}, K)$ | $59.50 \pm 5.50$ | $86.85 \pm 6.29$ | $65.33 \pm 5.13$ | $65.00 \pm 8.17$ |
| $S I M 5 \mid s(\hat{K}, K)$ | $52.50 \pm 12.08$ | $78.87 \pm 14.61$ | $46.11 \pm 4.20$ | $77.50 \pm 10.61$ |
| $S I M 6 \mid s(\hat{K}, K)$ | $74.50 \pm 12.79$ | $95.31 \pm 5.78$ | $62.33 \pm 11.67$ | $87.00 \pm 7.52$ |

The results show that the proposed MEB approach is capable in preserving the geometric information also for the negative (squared) eigendimensions while being quite simple. We believe that controlling the approximation accuracy of the kernel by $\epsilon$ in the MEB is much easier than selecting the number of clusters (per class) in k-means clustering. In fact it will almost always be sufficient to keep $\epsilon \approx 0.01$ to get reliable landmark sets whereas the number of clusters is very dataset dependent and not easy to choose. However, in contrast to the results shown in Table 1 the approach by [14] is typically effective for a large variety of datasets also with indefinite kernels, given the number of landmarks is reasonable large and discriminating information is sufficiently provided in the dominating eigenyectors of the cluster solutions. For the protein data we observe similar results and the proposed approach, the k-means strategy and the entropy approach are effective. SIM4 and SIM5 is again substantially worse because four landmarks are in general not sufficient to represent these data from a discriminative point of view.

For the checker board and Gaussian data SIM2 and SIM3 are again close and SIM4 and SIM5 are substantially worse using only two landmark points. The entropy approach was efficient only for the Gaussian data, but failed for Checker which may be attributed to the strong multi-modality of the data.

The runtimes given, in Table 2, show already for the small data examples that the MEB approach is much faster then k-means or the entropy approach if the number of points gets larger which was already expected from the theoretical runtime complexity of these algorithms.

Table 2: Runtimes in seconds of a 10-fold iKFD run on the simulated / controlled datasets in different kernel approximations. $\mathrm{A} \star$ indicates a non-metric similarity matrix.

| Method | Ball $\star$ | Protein | Checker | Gaussian |
| :--- | :---: | :---: | :---: | :---: |
| $S I M 1 \mid s(\hat{K}, K)$ | 0.5 | 0.82 | 13.45 | 0.74 |
| $S I M 2 \mid s(\hat{K}, K)$ | 1.0 | 1.56 | 3.76 | 0.98 |
| $S I M 3 \mid s(\hat{K}, K)$ | 1.57 | 2.57 | 14.77 | 1.51 |
| $S I M 4 \mid s(\hat{K}, K)$ | 0.84 | 1.14 | 13.23 | 0.90 |
| $S I M 5 \mid s(\hat{K}, K)$ | 0.61 | 0.98 | 3.23 | 0.65 |
| $S I M 6 \mid s(\hat{K}, K)$ | 3.2 | 8.47 | 8.12 | 3.94 |
|  |  |  |  |  |



Figure 4: Reconstructed kernel matrix (from the crossvalidation run) of the 10 dimensional Gaussian example. Left using the MEB approach, right using the k-means landmark selection. Note the small region on the bottom in the left plot indicating the smaller Gaussian which are almost missing in the right plot.


Figure 5: Results for the different landmark selection schemes on a dataset of two banana like shaped distributions with varying overlap (from strong overlap - top left, to almost no overlap and good separation right, bottom). We see that the prediction accuracy is improving with better separation of the distributions. One can also see that a random selection of one landmark per class fails. If the number of landmarks is chosen more appropriately (by using the number as obtained from the MEB solution) the accuracy improves but is still worse for a random selection approach. If the landmarks are optimized using k-means the Frobenius error typically shrinks but the accuracy is not substantially effected. The MEB approach shows consistently good prediction error, although a slightly higher Frobenius error. We clearly see that a higher Frobenius error may not lead to a high prediction error.


Figure 6: Prediction accuracy for the checker board data with a varying number of landmarks. The MEB solution is indicated by a square. The $x$ axis has an increasing number of landmarks and the $y$-axis shows the respective prediction error from the crossvalidation using a k-means based Nyström approximation. We see that the MEB solution is almost optimal and a further increase of the number of landmarks has only a small effect. The Frobenius error is inversely scaled such that a low Frobenius error is shown by a large ball

In Figure 5 we analyze a dataset with two banana shaped distributions and varying overlap for the different landmark selection schemes. Initially we only know that we have two classes, so we may conclude that we have two clusters and hence it maybe sufficient to consider two landmarks, only. As the plot shows this is not a very good strategy and works only somewhat if the data are very well separated (right, bottom subplot). If the data show overlap it is helpful to have a more advanced selection strategy. We see that MEB provides a good choice for the number of landmarks and in generat leads to very good prediction results, although the Frobenius error maybe higher. K-means will in general improve the Frobenius error but has still some errors if the number of landmarks (or in k-means clusters) is not well determined ( $\star$ ). Only with a good pre-condition using the number of landmarks suggested by MEB ( $\diamond$ ), the k-means gives very good results, with low Frobenius error.

In Figure 6 we consider again the checker board data but by varying the number of landmarks. The Nyström approximation was done by k-mean where the number of landmarks was given and stepwise increased for each result. We can see, that the MEB solution not only has given a good estimate for a reasonable number of landmarks, but
has also directly provided a reliable good matrix approximation. Additional landmarks have only a minor effect on the prediction accuracy, but help to improve the Frobenius error.

In another small experiment we analyzed the effect of the k-means based landmark selection [14] in more detail. We consider three Gaussians where one Gaussian has 500 points spread in two dimensions and two other Gaussians each with 20 points spread in another dimensions. All Gaussians are perfectly separated to each other located in a three dimensional space. To make the task more challenging we further add 7 dimensions with small noise contributions to the large Gaussian. The final data are given in a 10 dimensional space, whereby the small Gaussians are intrinsically low dimensional and the large Gaussian is 10 dimensional. with major contributions only in two dimensions. The points from the large Gaussian are labeled 0 and the other 1 . Using the MEB approach we obtain 10 landmarks and the approximated kernel is sufficient to give a perfect prediction of $100 \%$ in a 10 -fold crossvalidation with iKFD. Using the k-means or entropy based approach (with the same number of landmarks) the prediction accuracy drops down to $\approx 84 \%$ and for random sampling we get a prediction accuracy in the same range of $83 \%$ - again with 10 landmarks. This can be explained by the behavior of k -means to assign the prototypes or landmarks to dense regions. It is hence more likely that after the k-means clustering (almost) all prototypes are used to represent the large Gaussian and no prototypes are left for the other classes. Due to the fact that the other classes are located in different dimensions with respect to the large Gaussian these dimensions are not any longer well represented and hence the respective classes are often missing in the approximated kernel (see Figure 4). This density related behayior is also known as magnification [33] in the context of different vector quantization approaches. Hence using the unsupervised k-means landmark selection it can easily happen, that the majority of the data space is well presented but small classes are ignored - which is obviously a problem for a supervised data analysis.

From these initial experiments we see that the proposed landmark selection scheme is sufficient to approximate the original kernel function for a supervised analysis as indicated by the prediction accuracy of the iKFD model. We also see that the Nyström approximation can introduce substantial error if the data are not low rank (for checker)
due to a more complicated kernel mapping aka similarity function. We would like to highlight again that without an advocated guess of the number of landmarks neither the k-means strategy nor the entropy approach are very efficient.

In the experiment in section 7 we will restrict our analysis to the proposed landmark selection using the MEB approach, the k-means strategy and the entropy based technique.

## 5. Large scale indefinite learning with PCVM and iKFD

We now integrate the aforementioned Nyström approximation approaches and the supervised landmark selection into PCVM and iKFD. The modifications ensure that all matrices are processed with linear memory complexity and that the underlying algorithms have a linear runtime complexity. For both algorithms the initial input is the Nyström approximated kernel matrix with landmarks selected by using one of the formerly provided landmark selection schemes.

### 5.1. PCVM for large scale proximity data

The PCVM parameters are optimized using the EM algorithm to prune the weight vector $\mathbf{w}$ during learning and hence the considered basis functions representing the model. We will now show multiple modifications of PCVM to integrate the Nyström approximation and to ensure that the memory and runtime complexity remains linear at all time. We refer to our method as Ny-PCVM. Initially the Ny-PCVM algorithm makes use of the matrices $K_{1}=K_{(N, m)}$ and $K_{2}=K_{(m, m)}^{-1} \cdot K_{1}^{\top}$ obtained from the original kernel matrix using the Nyström landmark technique described above. Given a matrix $X$, we denote by $\hat{X}$ the matrix formed from $X$ containing elements at indices that haye not yet been pruned out of the weight vector $\mathbf{w}$. As an example, the matrices $\hat{K}_{1}=K_{1}^{\mathbf{w} \neq 0, \cdot}, \hat{K}_{2}=K_{2}^{\cdot, \mathbf{w} \neq 0}$ hold only those columns/rows of $K_{1}$ or $K_{2}$ not yet pruned out from the weight vector. We will use the same notation also for other variables. We denote the set of indices of $m$ randomly selected landmarks by $[m]$. Finally, in contrast to the original PCVM formulation [6], in our notation we explicitly use the data labels - for example, instead of vector $\Phi_{\theta}(\mathbf{x})$ we write $\Xi_{\theta}(\mathbf{x}) \circ \mathbf{y}$, where $\Xi_{\theta}(\mathbf{x})$ is
the kernel vector of $\mathbf{x}$ without any label information, y is the label vector and $\circ$ is the element-wise multiplication.

We now adapt multiple equations of the original PCVM to include the Nyström approximated matrix. Eq. (4) for the $i$-th training point now reads:

$$
z_{i, \theta}=\Xi_{\theta}\left(\mathbf{x}_{i}\right)(\mathbf{y} \circ \mathbf{w})+b
$$

in matrix notation for all training points:

$$
\begin{equation*}
\hat{\mathbf{z}}=\left(\left((\hat{\mathbf{y}} \circ \hat{\mathbf{w}})^{\top} \hat{K}_{1}\right) \cdot K_{2}\right)^{\top}+b . \tag{12}
\end{equation*}
$$

We obtain column vectors $\overline{\mathbf{H}}_{\theta}$ and the reduced form $\overline{\hat{\mathbf{H}}}_{\theta}$, by using only the nonvanishing basis functions and the Nyström approximated matrices in Eq. (4). In the maximization step of the original PCVM the $\mathbf{w}$ are updated as (see Eq. (5)):

$$
\begin{equation*}
\mathbf{w}^{\mathrm{new}}=M \underbrace{\left(M \Phi_{\theta}(\mathbf{x})^{\top} \Phi_{\theta}(\mathbf{x}) M+I_{N}\right)^{-1}}_{\Upsilon} M\left(\Phi_{\theta}(\mathbf{x})^{\top} \overline{\mathbf{H}}_{\theta}-b \Phi_{\theta}(\mathbf{x})^{\top} \mathbf{1}\right) \tag{13}
\end{equation*}
$$

To account for the now excluded labels we reformulate Equation (5) as:

$$
\mathbf{w}^{\mathrm{new}}=M \underbrace{\left(M\left(\Xi_{\theta}(\mathbf{x})^{\top} \Xi_{\theta}(\mathbf{x}) \hat{\mathbf{y}}^{\top} \hat{\mathbf{y}}\right) M+I_{N}\right)^{-1} M\left(\hat{\mathbf{y}}^{\top}\left(\Xi_{\theta}(\mathbf{x})^{\top} \overline{\mathbf{H}}_{\theta}\right)-b \hat{\mathbf{y}}^{\top}\left(\Xi_{\theta}(\mathbf{x})^{\top} \mathbf{1}\right)\right), ~\left({ }^{\top}\right)}_{\Upsilon}
$$

The update equations of the weight vector include the calculation of a matrix inverse of $\Upsilon$ which was originally calculated using the Cholesky decomposition. To keep our objective of small matrices we will instead calculate an SVD based inverse of this matrix using a Nyström approximation of $\Upsilon$. It should be noted at this point that the matrix $\Upsilon$ is psd by construction. We approximate $\Upsilon$ by selecting another set of $m^{*}$ landmarks from the indices of the not yet pruned weights and calculate the matrix $\tilde{\gamma}=C_{\left(N, m^{*}\right)} W_{\left(m^{*}, m^{*}\right)}^{-1} C_{\left(N, m^{*}\right)}^{\top}$ in analogy to Eq (10) with submatrices: ${ }^{9}$

$$
\begin{aligned}
C_{\left(N, m^{*}\right)}= & E_{(N,[m])}+\left(\left(\hat{K}_{1} \cdot\left(K_{2} \cdot\left(K_{1} \cdot \hat{K}_{2\left(\cdot,\left[m^{*}\right]\right)}\right)\right)\left(\hat{\mathbf{y}}^{\top} \hat{\mathbf{y}}_{\left[m^{*}\right]}\right)\right)\right. \\
& \circ \sqrt{2} \hat{\mathbf{w}}) \circ \sqrt{2} \hat{\mathbf{w}}_{\left[m^{*}\right]}^{\top} \\
W_{\left(m^{*}, m^{*}\right)}= & C_{\left(m^{*}, \cdot\right)}^{-1}
\end{aligned}
$$

[^8]Where $\circ$ indicates (in analogy to its previous meaning) that each row of the left matrix is elementwise multiplied by the right vector and $E_{(N,[m])}$ is the matrix consisting of the $m$ landmark columns of the $N \times N$ identity matrix. The terms $\sqrt{2} \hat{\mathbf{w}}$ and $\sqrt{2} \hat{\mathbf{w}}_{\left[m^{*}\right]}^{\top}$ are the entries of the diagonal matrix $M$ as defined in Eq. (7) but now given in vector form.

These two matrices serve as the input of a Nyström approximation based inverse (as discussed in sub section 3.1) and we obtain matrices $V \in \mathbb{R}^{N \times r}, U \notin \mathbb{R}^{r \times N}$ and $S \in \mathbb{R}^{r \times r}$, where $r \leq m^{*}$ is the rank of the inverse. Further we define two vectors

$$
\begin{aligned}
\mathbf{v}_{1} & =\overline{\hat{\mathbf{H}}}_{\theta}^{\top} \cdot K_{1} \\
\mathbf{v}_{2} & =\mathbf{1}^{\top} \cdot K_{1} .
\end{aligned}
$$

We obtain the approximated weight update

$$
\mathbf{w}^{\mathrm{new}}=V \cdot\left(S \cdot U^{\top} \cdot\left(\sqrt{2} \hat{\mathbf{w}}\left(\hat{\mathbf{y}}\left(\mathbf{v}_{1} \cdot \hat{K}_{2}\right)^{\top}-b \cdot \hat{\mathbf{y}}\left(\mathbf{v}_{2} \cdot \hat{K}_{2}\right)^{\top}\right)\right)\right) \sqrt{2} \hat{\mathbf{w}}
$$

The original bias update (6) is replaced with:

$$
\left.\mathbf{b}=t(1+t N t)^{-1} t\left(\mathbf{1}^{\top} \hat{\hat{\mathbf{H}}}_{\theta}-\mathbf{1}^{\top} /\left(\left((\hat{\mathbf{y}} \circ \hat{\mathbf{w}})^{\top} \hat{K}_{1}\right) \cdot K_{2}\right)^{\top}\right)\right)
$$

Subsequently the entries in $\hat{\mathbf{w}}$ which are close to zero are pruned out and the matrices $\hat{K}_{1}$ and $\hat{K}_{2}$ are modified accordingly.

### 5.2. Nyström based Indefinite Kernel Fisher Discriminant

Given a Nyström approximated kernel matrix a few adaptations have to be made to obtain a valid iKFD formulation solely based on the Nyström approximated kernel, without any full matrix operations.

First we need to calculate the classwise means $\mu_{+}$and $\mu_{-}$based on the row/column sums of the approximated input kernel matrix. This can be done by rather simple matrix operations on the two low rank matrices of the Nyström approximation of $K$.

For ease of presentation, we will refer to the matrices $K_{(N, m)}$ and $K_{(m, m)}$ as $\Psi$ and $\Gamma$, respectively. Then

$$
\begin{equation*}
\sum_{i} \tilde{K}_{k, i}=\sum_{l=1}^{m}\left(\sum_{j=1}^{N} \Psi_{j,}, \Gamma^{-1}\right) \Psi_{l, k}^{\top} . \tag{14}
\end{equation*}
$$

This can obviously also be done in a single matrix operation for all rows in a batch, with linear complexity only. Based on these mean estimates we can calculate Eq. (2). In the next step we need to calculate a squared approximated kernel matrix for the positive and the negative classes, centered at the origin (i.e. with substracted means $\mu_{+}$or $\mu_{-}$). For the positive class with $n_{+}$entries, we can define a new Nyström approximated (squared) matrix with subtracted mean as :

$$
\hat{K}_{(N, m)}^{+}=K_{(N, m)} \cdot K_{(m, m)}^{-1} \cdot\left(K_{\left(I_{+}, m\right)}^{\top} \cdot K_{\left(I_{+}, m\right)}\right) \cdot K_{(m, m)}^{-1} \cdot K_{(m, m)}^{\top}-\mu_{+} \cdot \mu_{+}^{\top} \cdot n_{+} \text {(15) }
$$

An equivalent term can be derived for the negative class providing $\hat{K}_{(N, m)}^{-}$It should be noted that no obtained matrix in $\mathrm{Eq}(15)$ has more than $N \times m$ entries. Finally $\hat{K}_{(N, m)}^{+}$and $\hat{K}_{(N, m)}^{-}$are combined to approximate the within class matrix as shown in Eq. (3). From the derivation in [4] we know, that only the eigenvector of the Nyström approximated kernel matrix based on $\hat{K}_{(N, m)}=\hat{K}_{(N, m)}^{+}+\hat{K}_{(N, m)}^{-}$are needed. Using a Nyström based eigen-decomposition (explained before) on $\hat{K}_{(N, m)}$ we obtain:

$$
\alpha=C \cdot A^{-1} \cdot\left(C^{\prime} \cdot\left(\mu_{+}-\mu_{-}\right)\right)
$$

where $C$ contains the eigenvectors and $A$ the eigenvalues of $\hat{K}_{(N, m)}$. If $A$ is not regular, instead of $A^{-1}$ one can use a pseudo inverse. The bias term $b$ is obtained as $b=$ $-\alpha^{\top}\left(\mu_{+}+\mu_{-}\right) / 2$.

## 6. Complexity analysis

The original iKFD update rules have costs of $\mathcal{O}\left(N^{3}\right)$ and memory storage $\mathcal{O}\left(N^{2}\right)$, where $\mathcal{N}$ is the number of points. The Ny-iKFD may involve the extra Nyström approximation of the kernel matrix to obtain $K_{(N, m)}$ and $K_{(m, m)}^{-1}$, if not already given. If we haye $m$ landmarks, $m \ll N$, this gives costs of $\mathcal{O}(m N)$ for the first matrix and $\mathcal{O}\left(m^{3}\right)$ for the second, due to the matrix inversion. Further both matrices are multiplied within the optimization so we get $\mathcal{O}\left(m^{2} N\right)$. Similarly, the matrix inversion of the original iKFD with $\mathcal{O}\left(N^{3}\right)$ is reduced to $\mathcal{O}\left(m^{2} N\right)+\mathcal{O}\left(m^{3}\right)$ due to the Nyström approximation of the inverse. If we assume $m \ll N$ the overall runtime and memory complexity of Ny-iKFD is linear in $N$. For the Ny-PCVM we obtain a similar analysis as shown in [11] but with extra costs to calculate the Nyström approximated SVD.

Additionally, Ny-PCVM uses an iterative optimization scheme to optimize and sparsify $w$ with constant costs $C_{I}$, as the number of iterations. Accordingly Ny-iKFD and Ny-PCVM have both linear memory and runtime complexity $\mathcal{O}(N)$, but Ny-PCVM maybe slower than Ny-iKFD due to extra overhead costs. The MEB approximation has a linear (worst case) complexity [30] which in our case scales with the constant number of classes $C$, hence the complexity remains linear.

## 7. Experiments

We compare iKFD, Ny-iKFD, Ny-PCVM and PCVM on various larger indefinite proximity data. In contrast to many standard kernel approaches, for iKFD and PCVM, the indefinite kernel matrices need not to be corrected by costly eigenvalue correction $[34,35]{ }^{10}$

Further the iKFD and PCVM provides direct access to probabilistic classification decisions. First we show a small simulated experiment for two Gaussians which exist in an intrinsically two dimensional pseudo-Euclidean space $\mathbb{R}^{(1,1)}$. The plot in Figure 7 shows a typical result for the obtained decision planes using the iKFD or Ny-iKFD. The Gaussians are slightly overlapping and both approaches achieve a good separation with $93.50 \%$ and $88.50 \%$ prediction accuracy, respectively.

Subsequently we consider a few public available datasets for some real life experiments. The data are Gesture (1500pts, 20 classes), Zongker (2000pts, 10 classes) and Proteom (2604pts, 53 classes (restricted to classes with at least 10 entries)) from [36]; Chromo (4200pt, 21 classes) from [37] and the SwissProt database Swiss (10988 pts, 30 classes) from [38], (version 10/2010, reduced to prosite labeled classes with at least 100 entries ). Further we used the Sonatas data (1068pts, 5 classes) taken from [39]. All data are processed as indefinite kernels and the landmarks are selected using the respective landmark selection schemes. The mean number of Nyström landmarks as obtained by the MEB approach is given in brackets after the dataset label. For all experiments we report mean and standard errors as obtained by a 10 fold crossvalidation.

[^9]

Figure 7: Visualization of the indefinite Fisher kernel for two Gaussians in a two dimensional pseudoEuclidean space $\mathbb{R}^{(1,1)}$. The predicted labels are with respect to the iKFD classification.

609 very complex. As expected, the integration of the Nyström approximation leads to substantial speed-ups. Larger datasets like the Swiss data with $\approx 10.000$ entries could

[^10]| dataset | iKFD | $(\mathrm{MEB})$ | $(\mathrm{KM})$ | $(\mathrm{ENT})$ |
| :--- | :--- | :--- | :--- | :--- |
| gesture | $\underline{97.93} \pm 0.73$ | $\mathbf{9 6 . 6 0} \pm \mathbf{1 . 8 4}$ | $95.73 \pm 0.86$ | $93.47 \pm 1.93^{*}$ |
| $1500 \rightarrow 64$ |  |  |  |  |
| sonatas | $90.17 \pm 2.14$ | $83.52 \pm 2.08 *$ | $77.63 \pm 3.19 *$ | $80.24 \pm 2.46^{*}$ |
| $1068 \rightarrow 25$ |  |  |  |  |
| zongker | $\underline{96.60} \pm 1.97$ | $\mathbf{9 0 . 7 0} \pm \mathbf{2 . 3 0} *$ | $88.40 \pm 1.33 *$ | $90.90 \pm 1.15^{*}$ |
| $2000 \rightarrow 41$ |  |  | $94.78 \pm 1.89$ | $94.54 \pm 1.87$ |
| proteom | $99.58 \pm 0.38$ | $\underline{\mathbf{9 9 . 6 8}} \pm \mathbf{0 . 3 1}$ |  |  |
| $2604 \rightarrow 123$ |  |  | $94.17 \pm 0.86$ | $94.50 \pm 1.30$ |
| chromo | $\underline{97.24} \pm 0.94$ | $\mathbf{9 4 . 7 9} \pm \mathbf{1 . 4 5}$ |  |  |
| $4200 \rightarrow 65$ |  | $\underline{83.05} \pm 1.60$ | $73.74 \pm 0.71$ |  |
| swiss | - |  |  |  |
| $10988 \rightarrow 116$ |  |  |  |  |

Table 3: Comparison of the test set accuracy of iKFD with different input kernels. The first column (iKFD) refers to the results obtained by a full, unapproximated kernel with classical iKFD. The other columns report results for the Ny-iKFD approach with differently approximated input kernels. (MEB) gives results for the proposed approach, (KM) shows results of the kmeans strategy and (ENT) employs the entropy approach. Below the dataset label we provide the number of samples and the number of landmarks used to represent the kernel with MEB, KM and ENT. (*) indicate significant differences with respect to the same unapproximated method. Best approximation results are in bold. Best overall results are underlined. Bold markings indicate the best approximated solution.
not be analyzed by iKFD or PCVM before. We also see that the landmark selection scheme using MEB is slightly more effective than by using k-means but without the need to tune the number of clusters (landmarks). The entropy approach is similar efficient than the k-means strategy but more costly due to the iterative optimization of the landmark set and the respective eigen-decompositions (see [16]).

The PCVM is focusing on a sparse parameter vector $\mathbf{w}$ in contrast to the iKFD. For the iKFD most training points are also used in the model ( $\geq 94 \%$ ) whereas for Ny-PCVM often less than $5 \%$ are kept in general as shown in Table 6. In practice it is often costly to calculate the non-metric proximity measures like sequence alignments and also a large number of kernel expansions should be avoided. Accordingly sparse

| dataset | PCVM | $(\mathrm{MEB})$ | $(\mathrm{KM})$ | $(\mathrm{ENT})$ |
| :--- | :--- | :--- | :--- | :--- |
| gesture | $73.20 \pm 18.12$ | $85.53 \pm 1.22 *$ | $92.60 \pm 1.04 *$ | $91.07 \pm 2.97^{*}$ |
| $1500 \rightarrow 64$ |  |  |  |  |
| sonatas | $91.20 \pm 2.69$ | $\mathbf{8 7 . 0 8} \pm \mathbf{3 . 1 9 *}$ | $77.81 \pm 3.28 *$ | $82.77 \pm 2.86^{*}$ |
| $1068 \rightarrow 25$ |  |  |  |  |
| zongker | $93.60 \pm 2.00$ | $84.35 \pm 2.53 *$ | $88.30 \pm 2.89 *$ | $90.50 \pm 2.12$ |
| $2000 \rightarrow 41$ |  |  |  |  |
| proteom | $99.58 \pm 0.38$ | $99.45 \pm 0.53$ | $94.18 \pm 1.23$ | $80.93 \pm 22.96^{*}$ |
| $2604 \rightarrow 123$ |  |  |  |  |
| chromo | $93.29 \pm 1.51$ | $92.21 \pm 1.31$ | $92.10 \pm 0.89$ | $90.95 \pm 2.55$ |
| $4200 \rightarrow 65$ |  | $70.38 \pm 19.19$ | $75.36 \pm 7.55$ |  |
| swiss | - |  |  |  |
| $10988 \rightarrow 116$ |  |  |  |  |

Table 4: Comparison of the test set accuracy of PCVM with different input kernels. The first column (PCVM) refers to the results obtained by a full, unapproximated kernel with classical PCVM. The other columns report results for the Ny-PCVM approach with differently approximated input kernels. (MEB) gives results for the proposed approach, (KM) shows results of the kmeans strategy and (ENT) employs the entropy approach. Below the dataset label we provide the number of samples and the number of landmarks used to represent the kernel with MEB, KM and ENT. (*) indicate significant differences with respect to the same unapproximated method. Best approximation results are in bold. Best overall results are underlined. Bold markings indicate the best approximated solution.
models are very desirable. Considering the runtime again Ny-PCVM and Ny-iKFD are in general faster than the original algorithms, typically by at least a magnitude. the PCVM and Ny-PCVM are also very fast in the test case or out-of sample extension due to the inherent model sparsity.

In [9] and [10] one can also find an in depth analysis of alternative non-probabilistic classifiers and how they perform on the considered data sets. Overall the accuracy of our approaches is competitive to other reported results. These alternative techniques have in general quadratic to cubic complexity, are often non-sparse in the final model and are more complicated to handle if the model is applied to new test data. In particular the work in [9] provides a large disussion about the practical issues of handling

|  | iKFD | Ny-iKFD | PCVM | Ny-PCVM |
| :--- | :--- | :--- | :--- | :--- |
| gesture | $50.72 \pm 1.54$ | $9.18 \pm 0.19$ | $116.33 \pm 7.49$ | $31.98 \pm 0.42$ |
| sonatas | $5.04 \pm 0.22$ | $1.85 \pm 0.06$ | $60.07 \pm 2.54$ | $7.01 \pm 0.24$ |
| zongker | $51.61 \pm 1.43$ | $5.53 \pm 0.16$ | $184.07 \pm 14.97$ | $16.91 \pm 0.24$ |
| proteom | $559.25 \pm 15.29$ | $42.08 \pm 1.92$ | $352.08 \pm 18.05$ | $111.22 \pm 1.88$ |
| chromo | $763.24 \pm 31.54$ | $27.91 \pm 1.77$ | $694.43 \pm 15.61$ | $54.36 \pm 0.77$ |
| swiss | - | $178.79 \pm 10.63$ | - | $123.29 \pm 2.72$ |

Table 5: Typical runtimes (in sec.) - indefinite kernels

|  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | iKFD | Ny-iKFD (MEB) | PCVM | Ny-PCVM (MEB) |
| gesture | $100.00 \pm 0$ | $100.00 \pm 0$ | $10.60 \pm 0.84$ | $5.25 \pm 0.31$ |
| sonatas | $100.00 \pm 0$ | $100.00 \pm 0$ | $11.24 \pm 0.56$ | $3.42 \pm 0.57$ |
| zongker | $100.00 \pm 0$ | $100.00 \pm 0$ | $14.42 \pm 3.65$ | $8.63 \pm 0.31$ |
| proteom | $100.00 \pm 0$ | $100.00 \pm 0$ | $5.23 \pm 0.36$ | $5.85 \pm 0.14$ |
| chromo | $100.00 \pm 0$ | $100.00 \pm 0$ | $7.49 \pm 0.51$ | $2.49 \pm 0.34$ |
| swiss | - | $96.95 \pm 0.27$ | - | $1.18 \pm 0.25$ |

Table 6: Model complexity - indefinite kernels (threshold $1 e^{-4}$ )
non-psd kernels with the Support Vector Machine and was a motivation for our work.

## 8. Conclusions

We presented an alternative formulation of the iKFD and PCVM employing the Nyström approximation. We also provided an alternative way to identify the landmark points of the Nyström approximation in cases where the objective is a supervised problem. Our results indicate that in general the MEB approach is similar efficient compared to the k-means clustering or the entropy strategy but with less effort and almost parameter free. We found that Ny-iKFD is competitive in the prediction accuracy with the original iKFD and alternative approaches, while taking substantially less memory and runtime but being less sparse then Ny-PCVM. The Ny-iKFD and Ny-PCVM provides now an effective way to obtain a probabilistic classification model for medium to large psd and non-psd datasets, in batch mode with linear runtime and memory complexity. If sparsity is not an issue one may prefer Ny-iKFD which is slightly better in the prediction accuracy then Ny-PCVM. Using the presented approach we believe that iKFD is now applicable for realistic problems and may get a larger impact then before. In future work it could be interesting to incorporate sparsity concepts into iKFD and Ny -iKFD similar as shown for classical KFD in [40].

Implementation: The Nyström approximation for iKFD is provided at http://www.techfak.uni-bielefeld.de/~fschleif/source/ ny_ikfd.tgz/and the PCVM/Ny-PCVM code can be found at https: //mioss.org/software/view/610/.
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[^1]:    ${ }^{1} \mathrm{~A}$ similarity matrix can be easily converted into squared dissimilarities using $d^{2}(\mathbf{x}, \mathbf{y})=k(\mathbf{x}, \mathbf{x})+$ $k(\mathbf{y}, \mathbf{y})-2 \cdot k(\mathbf{x}, \mathbf{y})$.
    ${ }^{2}$ The associated similarity matrix can be obtained by double centering [22] of the (squared) dissimilarity matrix $\mathbf{D}: \mathbf{S}=-\mathbf{J D J} / 2$ with $\mathbf{J}=\left(\mathbf{I}-\mathbf{1 1}^{\top} / N\right)$ and identity matrix $\mathbf{I}$ and vector of ones $\mathbf{1}$.

[^2]:    ${ }^{3}$ For multiclass problems a classical 1-vs-rest wrapper is used within this paper

[^3]:    ${ }^{4}$ For symmetric matrices we have $\tilde{K} \tilde{K}^{\top}=\tilde{K}^{\top} \tilde{K}$
    ${ }^{5}$ assuming $m \ll N$, in particular $m<N^{1 / 3}$

[^4]:    ${ }^{6}$ An implementation of this linear time eigen-decomposition for low rank indefinite matrices is available at: http://www.techfak.uni-bielefeld.de/~fschleif/eigenvalue_corrections_ demos.tgz.

[^5]:    ${ }^{7}$ It may however be possible to circumvent this full complexity approach e.g. by subsampling concepts or by more advanced concepts of k-means, but this is not the focus of this paper.

[^6]:    Algorithm 1 Proposed handling of indefinite kernels by the MEB approach

    1. let $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ be a symmetric (indefinite) similarity function (e.g. a sequence alignment)
    2. for all classes $j$ let $\Omega_{j}=\left\{\mathbf{x}_{i}: y_{i}=j\right\}$
    3. calculate the (indefinite) kernel matrix $K_{j}$ using $\Omega_{j}$ and $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$
    4. if the kernel matrix is indefinite, apply a square operation on the small matrix $K_{j}$ by using $K_{j} \cdot K_{j}^{\top}$
    5. apply the MEB algorithm for each of the kernel matrices $K_{j}$ with $\epsilon=0.01$
    6. combine all landmark indices obtained from the previous step and calculate the Nyström approximation using Eq. (10)
    7. apply Ny-PCVM or Ny-iKFD using the approximated kernel matrix

    ### 4.2. MEB for non-psd input kernels

    If the given kernel is non-psd we either can apply various eigenvalue correction approaches see [10], or we use $\hat{K}=K \cdot K^{\top}$, which can also be easily done for Nyström approximated matrices without calculating a full matrix (see first part of Eq. (15)). This procedure does not change the eigenvectors of $K$ but takes the square of the eigenvalues such that $\hat{K}$ becomes psd. It should be noted that if we use $\hat{K}$ as an input of a kernel k -means algorithm this is equivalent as using $K$ as the input of the classical k-means with Euclidean distance as suggested in [14].

    The proposed supervised landmark selection using MEB does not only identify an estimate for the number of landmarks, but it also suggests their position. The solutions of the MEB consist of non-redundant points at the perimeter of the sphere, which can considered to be unrelated, although not necessarily orthogonal in the feature space (with potentially squared negative eigenvalues). Especially only those points are included in the MEB solution which are needed to explain the sphere such that redundancy within this set is avoided [30]. We will show the effectiveness of this approach in some short experiments. A pseudo code of the suggested algorithm is given in Alg . 1.

[^7]:    ${ }^{8}$ We use the implementation as provided by the authors in the LSSVM toolbox http://www. esat . kuleuven.be/sista/lssvmlab/

[^8]:    ${ }^{9}$ The number of landmarks $m^{*}$ is fixed to be $1 \%$ of $|w|$ but not more then 500 landmarks. If the length of $\mathbf{w}$ drops below 100 points we use the original PCVM formulations.

[^9]:    ${ }^{10}$ In [10] various correction methods have been studied on the same data indicating that eigenvalue corrections may be helpful.

[^10]:    ${ }^{11}$ Also the runtime and model complexity are similar and therefore not reported in the following.

