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#### Abstract

The paper deals with the problem of unsupervised learning with structured data, proposing a mixture model approach to cluster tree samples. First, we discuss how to use the Switching-Parent Hidden Tree Markov Model, a compositional model for learning tree distributions, to define a finite mixture model where the number of components is fixed by an hyperparameter. Then, we show how to relax such an assumption by introducing a Bayesian non-parametric mixture model where the number of necessary hidden tree components is learned from data. Experimental validation on synthetic and real datasets show the benefit of mixture models over simple hidden tree models in clustering applications. Further, we provide a characterization of the behaviour of the two mixture models for different choices of their hyperparameters.
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## 1. Introduction

Tree structures are used in multiple contexts to represent hierarchicallyorganized information. For example, in biology, phylogenetic trees are used to show the evolutionary relationships among various biological species or other entities. In natural language processing, parse trees are used to represent the syntactic structure of sentences. On the web, most of the data (e.g. HTML and XML documents) are represented using the Document Object Model i.e. a tree where each node represent a part of the document. Regardless of the application domain, a tree is composed by atomic entities (i.e. the information attached to the nodes) combined together trough the hierarchical relationships encoded by its structure. Hence, dealing with this type of data requires the ability to manage the atomic information along with the contextual information (e.g. the surrounding entities) given by the structure.

[^0]Early works on adaptive processing of tree structured data date back to the early nineties, mostly focusing on the recursive processing framework consolidated in the seminal work in [1]. Later, there has been a flourishing of works on adaptive tree data processing within different machine learning paradigms. Probabilistic models have been one of the first to be applied to tree data, thanks to an extension of the Hidden Markov Model for sequences to deal with all the root to leaves paths in a tree. This model is referred to as Top-Down Hidden Tree Markov Model (TD HTMM), where the top-down term denotes the direction of tree visit and generation. The model has been introduced almost coincidentally in the context of documental data processing 2] and for statistical signal processing in the wavelet domain [3]. The Bottom-Up HTMM (BU HTMM), on the other hand, models a recursive hidden process from the leaves to the root. Here, the tree is modelled as set of independent process (i.e. the leaves) which are merging and synchronizing at each level until a single process is obtained at the root. Note that in such a generative process the hidden state of a node depends on the joint hidden state of it children, with clear consequences in terms of combinatorial explosion the transition distribution for large hidden state sizes. The first practical BU HTMM has been introduced in [4, where it is proposed an approximation of the state-transition distribution using a mixture model, in a so called Switching Parent fashion. The model has also been extended to process isomorph structure-to-structure transductions [5].

Kernel methods have also been widely applied to tree-structured data, since they allow a straightforward reuse of kernel-based learning machinery for vectorial data by plugging in an appropriately defined tree kernel. There has been a large body of research dealing with the definition of efficient and discriminative tree kernels, including syntactic kernels [6] computing tree similarity by counting the number of common substructures (e.g. subtrees, paths, etc). Syntactic kernels are mostly based on a predefined and hand engineered metric, e.g. path similarity. Hence the resulting structural distance is not really adaptive, while only the classifier machinery built around the kernel is. To surpass this limitation, some author have proposed building adaptive tree kernels on the top of either neural models [7] or generative tree models [8] such as the HTMM.

Neural network models for tree structured data have appeared early since the definition of the general framework in 1. Recently, they have found renewed interest thanks to the deep learning wave, which has lead to a widespread use of Long Short-Term Memory (LSTM) units also in the tree-structured domain. The TreeLSTM model in [9] has been the first extension of the LSTM cell to handle tree-structures through a bottom-up approach which basically implements a specific instance of the structured data processing framework by [1]. An alternative approach is that put forward in the Tree Echo State Network (TreeESN) [10] where the recursive neurons are randomly initialized according to some dynamic system stability criterion and their weights are not adjusted by the training procedure. Recently, the Hidden Tree Markov Networks (HTNs) [11] have been proposed as an hybrid approach integrating probabilistic bottomup models within a neural architecture and learning scheme.

The large body of research discussed above almost uniquely deals with adap-
tive tree structured data processing from a supervised learning point of view, whose objective is to build a tree classifier or regressor based on some available ground truth labelling. Applications to unsupervised learning are, on the other hand, more limited. A notable exception is the seminal paper on a general framework for the unsupervised processing of structured data [12]. Within this class of models, the most relevant contributions are related to the extension of topographic mapping models to handle tree data. This is the case, for instance, of the SOM-SD model [13], extending Kohonen's self-organizing maps to structured acyclic data (i.e. including trees as a special case). Extensions of generative topographic mapping to structured data have instead been proposed by [14] and [15], based on top-down and bottom-up approaches, respectively. None of these approaches have, however, tackled the specific problem of unsupervised learning for clustering applications, which is at the core of this contribution.

The goal of this paper is to introduce a mixture model approach to address the tree clustering problem. Mixture models are generative approaches widely applied in clustering applications for vectorial data, e.g. consider the Gaussian mixture model and its evolutions. Here, we propose a mixture model built on the top of the bottom-up HTMM. The choice of a BU approach as mixture component is driven by the necessity of extracting and representing in the latent state space the maximal amount of structural information from the samples. Earlier works [4] have already shown the superior effectiveness of BU approaches over TD in this respect. In the following, we start by defining a first finite mixture model, where the number of HTMM components is fixed by an hyperparameter. Then we extend the model by introducing the possibility of learning the number of HTMM components directly from the data, by taking a Bayesian approach based on Dirichlet processes [16]. These allow to define a potentially infinite number of mixture components: we will then show how, in practice, this allows to automatically extract a finite number of relevant components to describe clusters in the data. This paper is an extended version of the conference paper [17]: this earlier work only introduced the finite mixture model and provided only preliminary results on a reduced set of data. The current work extends the original conference publication by introducing a completely novel model, that is the infinite mixture approach, together with a completely renewed experimental validation.

The remainder of the paper is organized as follows: in Section 2 we introduce useful definitions and the notation used throughout the paper. In Section 3 we summarize the results obtained in [4] which we use as starting point for our work. In Section 4 we define the finite mixture of BU HTMM and we derive its learning algorithm, while in Section 5 we extend this in a non-parametric fashion, defining a new approximated learning procedure. Finally, Section 6 provides the experimental assessment and in Section 7 we draw our conclusions.

## 2. Definition and Notation

A rooted tree $\mathbf{x}^{n}$ is a connected acyclic graph consisting of a set of nodes $\mathcal{U}^{n}=\left\{1, \ldots, U^{n}\right\}$, where the root is the node with index 1 . The term $n$ is used


Figure 1: Example of labelled tree with $L=3$.
here to denote the $n$-th tree in a dataset $\mathcal{D}=\left\{\mathbf{x}^{1}, \ldots, \mathbf{x}^{N}\right\}$, where $N$ is the size of the dataset. For the sake of clarity, this index will be omitted when its use is clear by the context.

A rooted tree defines parent-child relation between its nodes (see example in fig. 11. Let $u, v \in \mathcal{U}^{n}:$ by definition of rooted tree, each node has one parent and we use the relation $u=p a(v)$ to indicate the node $u$ is the parent of the node $v$. Two nodes are siblings if they share the same parent (i.e. $p a(u)=p a(v)$ ).

In this paper we consider finite trees: the letter $L$ indicates the maximum output degree of each node (i.e. the maximum number of children). The position of a node with respect to its siblings is indicated by $l=\operatorname{pos}(u)$; therefore, $v=c h_{l}(u)$ indicates the node $v$ is the $l$-th child of $u$. The nodes that do not have children are called leaves: we indicate with $\mathcal{L \mathcal { F } ^ { n }} \subset \mathcal{U}^{n}$ the set of leaves' indexes.

For the purpose of our paper, we assume that a discrete label is associated to each nodes: $x_{u}^{n}$ is the label associated to the node $u$ in the tree $\mathbf{x}^{n}$.

A rooted tree $\mathbf{x}^{n}$ can be decomposed in substructures, which consist in a set of nodes and the corresponding edges. We use the term $\mathbf{x}_{u}^{n}$ to denote the subtree rooted in $u$. Similarly, $\mathbf{x}_{1 \backslash u}^{n}$ denotes the whole tree $\mathbf{x}^{n}$ without the subtree $\mathbf{x}_{u}^{n}$.

## 3. The Switching-Parent Bottom-up Hidden Tree Markov Model

In this section we provide a summary of the Bottom-Up Hidden Tree Markov Models for labelled trees, introduced by 4, which is used as a building block
for the following mixtures. The model is formulated in terms of an hidden Markov model, introducimg an approximation of the transition function to avoid a combinatorial explosion of the parameter space. The training procedure is based on the Expectation-Maximisation and it is outlined in section 3.2

### 3.1. Model Definition

The Switching-Parent Bottom-up Hidden Tree Markov Model (SP-BHTMM) [4] defines an approximated generative process for a tree $\mathbf{x}$, which goes from the leaves to the root. As in standard HMM, the whole process is split in an hidden and a visible part. The hidden dynamics regulates interactions among hidden states, while the visible one controls the emission of visible labels.

Given a labelled tree $\mathbf{x}$, we build the graphical model of BHTMM associating an hidden random variable $Q_{u} \in[1, C]$ to each label $x_{u} \in[1, M]$ in the tree. All the hidden variables are linked together reproducing the same structure of the visible tree $\mathbf{x}$; the direction of links goes from leaves to the root, assuming the hidden state of a node depends on the joint configuration of its hidden child nodes. The computation of this state-transition distribution is impractical, since it grows exponentially w.r.t the maximum output degree $L$. The SP-BHTMM factorises such joint state distribution as a mixture of pairwise child-to-parent transitions: this approximation is called switching parents (SP) 4. Also, SPBHTMM assumes the hidden state $Q_{u}$ contains all necessary information to generate the visible label $x_{u}$ associated.

Using the conditional independence assumptions introduced by the SP-BHTMM, we can derive the complete likelihood for a given tree $\mathbf{x}$ :

$$
\begin{equation*}
\mathcal{L}(\mathbf{x}, \mathbf{Q} \mid \theta)=P(\mathbf{x}, \mathbf{Q} \mid \theta)=\prod_{u \in \mathcal{L} \mathcal{F}} \pi_{j}^{l} b_{j}\left(x_{u}\right) \times \prod_{v \in \mathcal{U}} \sum_{l=1}^{L} \phi_{l} A_{i, j}^{l} b_{i}\left(x_{v}\right) \tag{1}
\end{equation*}
$$

where $\theta=\{\pi, b, \phi, A\}$ represents all SP-BHTMM model parameters. The likelihood of visible data $P(\mathbf{x} \mid \theta)$ can be obtained summing (1) over the hidden variables $\mathbf{Q}$.

At this point, it is worth spending few lines to describe each SP-BHTMM parameter in more detail. First of all, we should notice that all model parameters are categorical distributions, since both hidden variables finite discrete random variables, while for the sake of this paper we assume visible labels to be drawn from a finite and discrete alphabet as well. Extension to continuous labels is trivial, along the lines of 4].

The term $\pi$ indicates the priori distribution, which is defined on leaf hidden nodes. Since we are dealing with positional trees, the priori distribution depends on the position of the leaf node. Let $u \in \mathcal{L} \mathcal{F}$, it holds $P^{l}\left(Q_{u}=i\right)=\pi_{i}^{l}$; the term $l=\operatorname{pos}(u)$ indicates the position of the node $u$. Consequently, the term $\pi$ is a $C \times L$ matrix.

The term $b$ indicates the emission distribution, which generates the visible labels. The generation of label $x_{u}$ depends on the state of its hidden variable associated $Q_{u}$; therefore, it holds $P\left(x_{u} \mid Q_{u}=i\right)=b_{i}\left(x_{u}\right)$. Again, the term $b$ is a $M \times C$ matrix.


Figure 2: Graphical model (GM) for SP-BHTMM associated to an observed tree $\mathbf{x}$. The variables $\mathbf{S}$ represent the switching parent variables.

The last two terms $\phi$ and $A$ are related to the state-transition distribution. In particular, $A_{i, j}^{l}=P^{l}\left(Q_{v}=i \mid Q_{c h_{l}(v)}=j\right)$ indicates the dependency between a node and its $l$-th child while $\phi_{l}=P\left(S_{v}=l\right)$ is the switching parents distribution and it measures the weight of the contribution of the $l$-th child to the state transition of node $v$. The term $\phi$ is a vector with $L$ elements while $A$ is a $C \times C \times L$ matrix.

### 3.2. Learning in a SP-BHTMM

Inferring SP-BHTMM parameters from data is achieved trough an Expectation Maximisation approach.

The goal of the Expectation step is to compute the posterior distribution of the hidden variables given the visible ones. The upward-downward is an algorithm which computes the posterior by exploiting a recursive factorisation [4]: such factorisation requires an initial upward pass and a final downward pass on the tree, hence the algorithm name.

The upward pass is a recursive procedure over tree structure, which goes from leaves to the root: the aim is to compute the value $P\left(Q_{u} \mid \mathbf{x}_{u}\right)$ for each node $u$. Vice versa, the downward pass goes from the root to leaves and computes the posterior $P\left(Q_{u}, Q_{c h_{l}}, S_{u}=l \mid \mathbf{x}\right)$ for each node $u$.

The Maximisation step updates the model parameters in order to maximise the expectation of the complete likelihood with respect to the posterior computed in the E-step.

We have voluntarily omitted details and derivations of the learning procedure, which can be found in [4].

## 4. Mixture of SP-BHTMM

A finite mixture model is able to approximate complex distributions trough an appropriate choice of its components to represent local area of the truth distribution [18. In this section we introduce a finite mixture models whose components are SP-BHTMM in order to better represents complex distributions over labelled trees. The number of components is finite and it is an hyperparameter of the model.

### 4.1. Model Definition

A finite mixture model is obtained combining together multiple generative models, which are called mixture components. The combination is obtained trough an hidden random variable, called mixture variable.

Since we are introducing a finite mixture model, the number of components is fixed and it is represented by the hyper-parameter $T$. In our model, all components are SP-BHTMM, each of them with different parameters $\boldsymbol{\theta}=\left\{\theta_{1}, \ldots, \theta_{T}\right\}$. To better understand how the mixture of SP-BHTMM (MIX-SP-BHTMM) represents the data, it is useful to summarise the underlying generative process for a tree $\mathbf{x}^{n}$ :

$$
\begin{align*}
\mathbf{x}^{n} \mid c_{n}, \boldsymbol{\theta} & \sim P\left(\mathbf{x}^{n} \mid \theta_{c_{n}}\right) \\
c_{n} \mid \mathbf{p} & \sim \operatorname{Discrete}\left(p_{1}, \ldots, p_{T}\right) \tag{2}
\end{align*}
$$

The term $c_{n}$ indicates the latent class associated to the observed tree $\mathbf{x}_{n}$, i.e. the index of the component used to generate it. Hence, $\theta_{c_{n}}$ represents the model parameters of the $c_{n}$-th mixture component. The value $P\left(\mathbf{x}^{n} \mid \theta_{c_{n}}\right)$ is the likelihood of tree $\mathbf{x}^{n}$ according to the $c_{n}$ component (see equation 1). The latent class is drawn from a discrete distribution, which is the distribution of the mixture variable. In Fig. 3, we represent the graphical model which describes this process: for the sake of clarity, the whole tree $\mathbf{x}^{n}$ is indicated as a single variable.

### 4.2. Learning in a MIX-SP-BHTMM

Learning MIX-SP-BHTMM parameters has two objectives: the first one is to learn the parameters of the mixture components $\boldsymbol{\theta}$; the second one is to learn the mixing distribution $\mathbf{p}$. In section 3.2 we have shown how SP-BHTMM parameters can be learned trough a specialisation of the EM algorithm. Moreover, the EM algorithm is widely used to estimate the mixing distribution in finite mixture models [18. Therefore, we can derive a single EM specialisation which is able to learn all MIX-SP-BHTMM parameters.

The goal of the Expectation phase is to compute the posterior of all hidden variables in the model given the visible one. First of all, we should observe that two mixture component are completely independent given the latent class: the only way to exchange information among components is trough the latent class. Hence, each conditional independence assumption made to derive the upwarddownward algorithm still holds in our model: we can use upward-downward


Figure 3: Graphical model for the MIX-SP-BHTMM.
algorithm to derive the posterior of hidden variables in each SP-BHTMM component. Combining together the posterior computed for each component, we obtain the posterior $P\left(\mathbf{Q}^{n} \mid \mathbf{x}^{n}, c_{n}=t, \theta_{t}\right)$ where the conditioning over the latent class $c_{n}$ is explicitly introduced. Unfortunately, we cannot use directly this value since it depends on an hidden variables, i.e. the latent class. However, applying the chain rule, we obtain:

$$
\begin{equation*}
P\left(\mathbf{Q}^{n}, c_{n}=t, \mid \mathbf{x}^{n}\right)=P\left(\mathbf{Q}^{n} \mid c_{n}=t, \mathbf{x}^{n}\right) P\left(c_{n}=t \mid \mathbf{x}^{n}\right) \tag{3}
\end{equation*}
$$

where we omit the parameter $\theta_{t}$ since it is implicit in the latent class.
The term $P\left(c^{n}=t \mid \mathbf{x}^{n}\right)$ represents the posterior of the latent class, which cam be easily rewritten as

$$
\begin{equation*}
P\left(c_{n}=t \mid \mathbf{x}^{n}\right)=\frac{P\left(\mathbf{x}^{n} \mid c_{n}=t\right) P\left(c_{n}=t\right)}{P\left(\mathbf{x}^{n}\right)} \tag{4}
\end{equation*}
$$

which completes the E-step definition, which is summarised in alg. 1 .
The M-step updates component parameters $\boldsymbol{\theta}$ : it is derived by straightforward application of the formula used for a single SP-BHTMM to the new posterior computed in eq. (3). An additional rule to update the latent class distribution $\mathbf{p}$ is also needed

$$
\begin{equation*}
p_{t}=\frac{\sum_{n=1}^{N} P\left(c_{n}=t \mid \mathbf{x}^{n}\right)}{N} \tag{5}
\end{equation*}
$$

From the computational complexity point of view, the introduction of the mixture increases the computational complexity in time to $O\left(T \times C_{\text {up-down }}\right)$, where $C_{\mathrm{up} \text {-down }}$ is the time complexity of the upward - downward algorithm. The computational complexity in space has the same behaviour: it becomes $O\left(T \times C_{\text {SP-BHTMM }}+T\right)$, where $C_{\text {SP-BHTMM }}$ is the space required to store a SP-BHTMM model. The last term $T$ is the space required to store the mixing distribution, which can be neglected.

```
Algorithm 1 E-step for MIX-SP-BHTMM
Require: A labelled tree \(\mathbf{x}^{n}, T\) different SP-BHTMM with parameters \(\theta_{1} \ldots \theta_{T}\)
    and a mixture distribution \(\mathbf{p}\).
    for \(\mathrm{t}=1\) to T do
        \(\operatorname{post} Q[t]=\mathrm{UP}-\mathrm{DOWN}\left(\mathbf{x}^{\mathbf{n}}, \theta_{t}\right)\)
        \(l k[t]=\operatorname{LIKELIHOOD}\left(\mathbf{x}^{\mathbf{n}}, \theta_{t}\right)\)
        \(\operatorname{post} P[t]=l k[t] \times p_{t}\)
    end for
    post \(P=\) NORMALISE \((\) post \(P)\)
    for \(\mathrm{t}=1\) to T do
        \(\operatorname{post} Q[t]=\operatorname{post} Q[t] \times \operatorname{post} P[t]\)
    end for
    return \((\) post \(Q\), post \(P)\)
```


## 5. Infinite MIX-SP-BHTMM

Setting the correct number of components in a finite mixture models is not obvious and a variety of techniques have been developed [18]. In this section we build an infinite mixture of SP-BHTMM (INF-SP-BHTMM), which allows an infinite number of mixture components: in our case each component is, again, an SP-BHTMM with different parameters. Due to the infinite number of components, the learning procedure requires an approximation, which is discussed in Section 5.2 .

### 5.1. Model Definition

An infinite mixture model is a Bayesian non-parametric extension of a finite mixture model and it typically relies on the use of Dirichlet Processes (DP) [19]. The corresponding generative models can be described as follows [16]

$$
\begin{align*}
\mathbf{x}^{n} \mid \zeta_{n} & \sim F\left(\zeta_{n}\right) \\
\zeta_{n} \mid G & \sim G  \tag{6}\\
G & \sim D P\left(G_{0}, \gamma\right)
\end{align*}
$$

The distribution $F\left(\zeta_{n}\right)$ represents the mixture with mixing distribution $\zeta_{n}$ drawn from $G$, which is itself distributed according to a DP with concentration parameter $\gamma$ and base measure $G_{0}$. The value $G_{0}$ is the expected values of the DP and it represents the priori distribution for the mixture component parameters. For the sake of simplicity, we have ignored the dependency between the function $F$ and the mixture component parameters and the hyper-parameters for the priori $G_{0}$. These will be stated more in detail in the remainder of the section.

For our purpose is convenient to derive the infinite model in a different way, namely taking the limit as $T$ goes to infinity of a MIX-SP-BHTMM with $T$ component 16. Before taking the limit, we define explicitly the priori probability of MIX-SP-BHTMM parameters (i.e. the function $G_{0}$ ). Since all the model


Figure 4: Graphical model for the INF-SP-BHTMM.
parameters are multinomial, we can use its conjugate prior, i.e. the Dirichlet distribution. By addition of the prior, we obtain the following infinite MIX-SPBHTMM model

$$
\begin{align*}
\mathbf{x}^{n} \mid c_{n}, \boldsymbol{\theta} & \sim P\left(\mathbf{x}^{n} \mid \theta_{c_{n}}\right) \\
c_{n} \mid \mathbf{p} & \sim \operatorname{Discrete}\left(p_{1}, \ldots, p_{T}\right) \\
\pi & \sim \operatorname{Dirichlet}\left(\alpha_{\pi}, \ldots, \alpha_{\pi}\right) \\
A & \sim \operatorname{Dirichlet}\left(\alpha_{A}, \ldots, \alpha_{A}\right)  \tag{7}\\
b & \sim \operatorname{Dirichlet}\left(\alpha_{b}, \ldots, \alpha_{b}\right) \\
\phi & \sim \operatorname{Dirichlet}\left(\alpha_{\phi}, \ldots, \alpha_{\phi}\right) \\
\mathbf{p} & \sim \operatorname{Dirichlet}(\gamma / T, \ldots, \gamma / T)
\end{align*}
$$

For the sake of clarity, we omit the fact that conditional distributions (such as $A$ and $b$ ) are obtained by sampling a Dirichlet distribution multiple times.

Since we are using a flat Dirichlet distribution, we have one hyper-parameter for each prior distribution. Hence, the model hyper-parameters are $\left\{\alpha_{\pi}, \alpha_{A}, \alpha_{b}, \alpha_{\phi}, \gamma\right\}$ : the $\alpha$ terms are related to the SP-BHTMM priors (i.e. are parameters of $G_{0}$ ) while the $\gamma$ term is the concentration parameter of the Dirichlet Process.

### 5.2. Learning in INF-SP-BHTMM

Computing the exact posterior expectation becomes infeasible when the model is extended with a DP priori. However, such expectation can be estimated using Monte Carlo methods [16]. A Gibbs sampling algorithm can be applied to the model described in (7), integrating out the mixing proportions
p. The idea is to iteratively sample the latent class $c$ for each data point and update the parameters $\theta$ for each mixture component, taking in account only data points assigned to each mixture. Even if there is an infinite number of components, we are able to execute this algorithm since we deal only with mixture components that are currently associated with some observations and, by definition, there is only a finite number of these.

The first step is to assign a latent class to each tree $\mathbf{x}^{i}$. The Gibbs sampler update requires sampling the latent class of a tree $\mathbf{x}^{i}$ given the latent class of all other trees. Obviously, the sampling rule depends also on the tree $\mathbf{x}^{i}$ itself and all mixture component parameters $\boldsymbol{\theta}$. The conditional probability from which to sample is [16]:

$$
P\left(c_{i}=c \mid c_{-i}, \mathbf{x}^{i}, \boldsymbol{\theta}\right)= \begin{cases}\frac{n_{-i, c}}{Z} P\left(\mathbf{x}^{i} \mid \theta_{c}\right) & \text { if } \exists j \neq i \mid c_{j}=c  \tag{8}\\ \frac{\gamma}{Z} \int P\left(\mathbf{x}^{i} \mid \theta\right) d G_{0}(\theta) & \text { otherwise }\end{cases}
$$

where $n_{-i, c}$ is the number of trees (except $\mathbf{x}^{i}$ ) which are already assigned to the $c$-th class. The value $c_{-i}$ indicates the latent class of all trees in the dataset except $\mathbf{x}^{i}$, while $Z$ is a normalising constant to ensure that the above probability sum to one.

The equation (8) states that the probability to assign a class $c$ to a tree is proportional to the number of trees that are already assigned to it (i.e. $n_{-i, c}$ ). Nevertheless, there is a non-zero probability to assign the $i$-th tree to a new component: unfortunately, we can not consider explicitly all the other components since there an infinite number of them. The solution is to integrate over all the possible mixture component parameters (i.e. all the possible mixture components). The integral is taken over the function $G_{0}(\theta)$, since it represents the priori for SP-BHTMM parameters. The integral can be solved analytically due to the conjugacy between parameter distributions and their priori: the result is the likelihood of $\mathbf{x}^{n}$ according to a SP-BHTMM whose parameters have uniform distributions, since each priori is a flat Dirichlet distribution. When a new class is sampled, we must create a new mixture component. The new parameters are sampled from the priori distribution $G_{0}(\theta)$. During the inference procedure, it can also happen that a latent class is no longer assigned to any trees. From equation (8), it follows there is a 0 probability to assign such class again. Hence, we can remove the corresponding latent class.

The second step of the inference procedure requires to estimate new parameters $\theta$ for all mixture components. Obviously, each component updates its parameters to adapt itself to trees that are assigned to it during the first step. The updates can be performed applying the procedure summarised in section 3.2 on the subset of the dataset assigned to each component. The only modification required is in the M -step, which is extended to consider also the prior. Since we choose a conjugate prior, this reduces to add the value $\alpha-1$ to each counting table. The whole Gibbs sampling methods is summarised in algorithm 2

```
Algorithm 2 Gibbs sampling method for INF-SP-BHTMM
Require: A dataset of labelled tree \(\mathcal{D}=\left\{\mathbf{x}^{1}, \ldots, \mathbf{x}^{N}\right\}\), a set of SP-BHTMM
    parameters \(\boldsymbol{\theta}=\left\{\theta_{1} \ldots \theta_{T}\right\}\), a random assignment \(\mathbf{c}=\left\{c_{i}, \ldots, c_{N}\right\}\)
    \(S_{t}=\left\{n \mid c_{n}=t\right\} \quad \forall t \in[1, T]\)
    repeat
        for \(n=1\) to \(N\) do \(\quad \triangleright\) Sample step
            \(S_{c_{n}}=S_{c_{n}} \backslash\{n\}\)
            if \(S_{c_{n}}=\emptyset\) then \(\quad \triangleright\) Remove \(c_{n}\)
                    \(\boldsymbol{\theta}=\boldsymbol{\theta} \backslash\left\{\theta_{c_{n}}\right\}\)
                    \(\mathbf{S}=\mathbf{S} \backslash\left\{S_{c_{n}}\right\}\)
                \(T=T-1\)
            end if
            \(c_{n}=\operatorname{SAMPLING}\left(c_{-i}, \mathbf{x}^{m}, \boldsymbol{\theta}\right) \quad \triangleright\) eq. (8)
            if \(c_{n}\) is new then \(\quad \triangleright\) Create \(c_{n}\)
                \(\theta_{\text {new }} \sim G_{0}\)
                \(\boldsymbol{\theta}=\boldsymbol{\theta} \cup\left\{\theta_{\text {new }}\right\}\)
                \(T=T+1\)
                \(S_{c_{n}}=\emptyset\)
            end if
            \(S_{c_{n}}=S_{c_{n}} \cup\{n\}\)
        end for
        for \(\mathrm{t}=1\) to T do \(\quad \triangleright\) Update step
            \(\theta_{t}=\operatorname{EM}-\operatorname{SP}-\operatorname{BHTMM}\left(\theta_{t}, S_{t}, G_{0}\right)\)
        end for
    until stopping criteria
```

Again the computational complexity (both in time and space) increases linearly w.r.t. the number $T$ of component when comparing to the simple SPBHTMM model.

## 6. Experimental results

In this section, we provide an experimental validation of the proposed approaches. In particular, we are interested in empirically assessing the ability to recognise clusters in tree-structured data. Evaluating the clustering quality is not trivial and multiple indexes have been defined [20]. In the following experiments, we use the Silhouette index to asses the clustering quality. The Silhouette index is an internal measure and therefore it can be computed without any additional knowledge on data (e.g. the true clustering). Although, it requires to define a distance metric among data points: we compute the distance between two trees using he Ruzicka distance [21] on theirs representative matrix, where a representative matrix $R^{n}$ for a tree $\mathbf{x}^{n}$ is a matrix such that the value $r_{l j}^{n}$ counts how many times the label $j$ appears in a node in the $l$-th position. For a given tree $\mathbf{x}^{n}$, the silhouette index is computed considering the distance between $\mathbf{x}^{n}$ and both elements that are inside and outside its cluster; its value is always between -1 (worst clustering) and 1 (best clustering).

In section 6.1 and 6.2 we report the results obtained on two clustering tasks; the former one on a controlled dataset while the latter on a real world dataset. In section 6.3 we further investigate the results of the second experiments to highlight the impact of the INF-SP-BHTMM hyper-parameters.

### 6.1. Synthetic dataset

The goal of the first experiment is to assess whether the mixture of hidden trees (both finite and infinite) offers an advantage with respect to a single SP-BHTMM in terms of cluster identification. To this end, we test all models (SP-BHTMM, MIX-SP-BHTMM and INF-SP-BHTMM) on a synthetic clusterization problem. The dataset contains ternary trees (i.e. $\mathrm{L}=3$ ), comprising left-asymmetric, symmetric and right-asymmetric tree, hence defining three clusters. A tree is defined as left-asymmetric (right-asymmetric) if the number of nodes in the leftmost (rightmost) position is greater than the number of nodes in the opposite position. In a symmetric tree, the number of nodes is almost equivalent for each position.

A tree generator has been realised to generate the dataset trough a top-down recursive procedure: starting from the root, child nodes are generated according to a distribution which indicates how likely is to generate a node in each position. If new nodes are generated, the same procedure is recursively applied in order to generate the whole tree. The procedure ends when a maximum number of nodes have been generated. This scheme is used to generate all three different types of tree: for each type, a proper distribution to generate child nodes is used. The label of each node encodes structural information since it represents the number of children of the node: therefore the label goes from 0 (i.e. no
child nodes) to 3 (i.e. a child node in each position). Moreover, each of the tree types are generated by setting a different maximum number of nodes in order to add another structural peculiarity. In particular, left-asymmetric trees are the smallest one, while the right-asymmetric are the biggest ones. Symmetric trees have size roughly between the characteristic sizes of left and right imbalanced trees. Finally, we generate 780 trees ( 260 for each type) and split them in a training set ( 600 trees, 200 for each type) and test set (180 trees, 60 for each type).

| Silhouette index on synthetic dataset |  |  |  |
| :---: | :---: | :---: | :---: |
| SP-BHTMM | $C=3$ | $C=5$ | $C=7$ |
| Root sampling | $\mathbf{0 . 0 3}(0.00)$ | $-0.02(0.03)$ | $-0.08(0.02)$ |
| MIX-SP-BHTMM | $T=3$ | $T=5$ | $T=7$ |
| $C=2$ | $0.41(0.01)$ | $0.43(0.03)$ | $0.46(0.05)$ |
| $C=4$ | $0.45(0.05)$ | $\mathbf{0 . 4 7}(0.08)$ | $\mathbf{0 . 4 7}(0.05)$ |
| $C=6$ | $0.46(0.05)$ | $0.45(0.05)$ | $\mathbf{0 . 4 7}(0.06)$ |
| INF-SP-BHTMM | $\alpha=1$ | $\alpha=1.5$ | $\alpha=2$ |
| $C=2$ | $0.36(0.23)$ | $0.45(0.08)$ | $0.45(0.07)$ |
| $C=4$ | $0.43(0.08)$ | $\mathbf{0 . 5 1}(0.00)$ | $\mathbf{0 . 5 1}(0.00)$ |
| $C=8$ | $0.33(0.00)$ | $\mathbf{0 . 5 1}(0.00)$ | $\mathbf{0 . 5 1}(0.00)$ |

Table 1: Mean silhouette index over 5 runs (std in brackets) on a synthetic dataset. In bold the best result for each model.

All models (SP-BHTMM, MIX-SP-BHTMM and INF-SP-BHTMM) have been trained in an unsupervised setting, i.e. the class of the data is not know during the training. For each model, different configurations have been trained changing the number of hidden states (i.e. $C$ ), the number of mixtures (i.e. $T$ ) and the priori hyper-parameters. Thanks to a preliminary analysis, we have noticed that some hyper-parameters of INF-SP-BHTMM does not affect the solution too much. Therefore, to reduce the number of configurations to test, we have used the same value for all the priori hyper-parameters (i.e. $\alpha_{\pi}, \alpha_{b}$, $\left.\alpha_{A}, \alpha_{\phi}\right)$ : we refer to this value with the letter $\alpha$. Also, we have fixed the concentration parameters $\gamma=10$. For a fair comparison, each training algorithm has been executed for maximum of 30 iterations.

At test time, the SP-BTHMM assign a class for each tree sampling the posterior of the root while the MIX-SP-BHTMM model samples the posterior of the mixture variable. The INF-SP-BHTMM model cannot directly sample from the posterior, since this would be intractable; however, the Gibbs sampler (introduced in Section 5.2) can be used to approximate the latent class assignment (skipping the parameters optimisation step). During the test, we limit to 10 the number of iterations of the Gibbs sampler.

In table 1 we report the mean and standard deviation (in brackets) of the silhouette index for each configuration over 5 runs. The advantage obtained introducing a mixture is clear: the single SP-BHTMM reaches the best performance
of 0.03 , which is far from the best one obtained from both MIX-SP-BHTMM and INF-SP-BHTMM. Instead, the performance obtained by both mixture models is closer to the silhouette index computed on the ground truth, that is 0.51 . In figure 5 we report two confusion matrices, obtained using INF-SP-BHTMM and SP-BHTMM to show the benefits of mixture models.


Figure 5: Confusion matrices for the synthetic dataset using INF-SP-BHTMM (on the left) and SP-BHTMM (on the right).

Even if the best results obtained by MIX-SP-BHTMM and INF-SP-BHTMM are similar, there are some differences. First of all, we should notice that the infinite model reaches the best performance with zero standard deviation, i.e. the model performed the same in each run. Also, MIX-SP-BHTMM performs better when there are more component than the real number of cluster: most of them are not used by the model. On the other hand, INF-SP-BHTMM is able to find the true number of clusters. In figure 6, we plot the mean (and standard deviation) number of components during the training for two different configurations of INF-SP-BHTMM. In the first iterations, the model explores the solution space creating a high number of components (with different parameters); then, the model starts adapting the best components to the data, throwing away unused ones. After few iterations, it reaches a total of 3 component which is the true number of clusters. The plot also shows a different behaviour between the two configurations: this aspect is examined in depth in section 6.3 .

This behaviour affects also the time required for both training and test. As stated in previous sections, the complexity in time for both mixture models depends linearly on the number of components: hence, unused mixture components slow down the inference procedure.

### 6.2. Real-world dataset

The previous experiment shows the ability of both MIX SP-BHTMT and INF MIX SP-BHTMT to clusterize labelled trees in a completely unsupervised


Figure 6: Number of components during the training averaged over 5 runs for two different configurations of INF-SP-BHTMM.
fashion. The goal of this experiment is to assess the clusterization performance of MIX SP-BHTM and INF-SP-BHTMM on a real world dataset. Due to the poor performance obtained in the previous experiment, we do not evaluate SPBHTMM.

The dataset we have chosen is taken from the INEX 2005 competition [22]. It is based on the (m-db-s-0) corpus, comprising 9631 XML-formatted documents represented as trees with maximum output degree $L=32$ and labelled by 11 thematic categories, which represents the different clusters. Node labels represent XML tags: there are 366 possible labels. The dataset is split in training set (4820 trees) and test set (4811 trees) [22.

Again, we have tested multiple configurations for each model. In particular, in MIX-SP-BHTMM we have varied the number of hidden states $C \in[2,4,8]$ and the number of mixture component $T \in[6,11,22]$. In INF-SP-BHTMM we have changed the number of hidden states $C \in[2,4,8]$ and the hyper-parameter of SP-BHTMM priori $\alpha \in[1,1.2,1.5,2]$. As in the previous experiment, we have fixed the concentration parameter $\gamma=10$. Each configuration has been trained for a maximum of 30 iterations, while the INF-SP-BHTMM test procedure has been executed for a maximum of 10 iterations.

In Table 2, we report the mean and standard deviation (in brackets) of the silhouette index for each configuration over 5 runs. The advantage of infinite model is not clear, even if it reaches the best performance on the INEX2005 dataset. Rather than comparing only the results, it is interesting to compare the clusterings produced by both models. In Figure 7, we report clusters obtained using the best configuration of both models. The plot shows how trees in each true class (on the y-axis) are distributed among the model cluster (on the x -

| Silhouette index on INEX 2005 dataset |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| MIX-SP-BHTMM | $T=6$ | $T=11$ | $T=22$ |  |
| $C=2$ | 0.12 (0.01) | 0.13 (0.07) | 0.20 (0.04) |  |
| $C=4$ | 0.13 (0.09) | 0.17 (0.02) | 0.15 (0.02) |  |
| $C=8$ | 0.08 (0.00) | 0.11 (0.05) | 0.17 (0.06) |  |
| INF-SP-BHTMM | $\alpha=1$ | $\alpha=1.2$ | $\alpha=1.5$ | $\alpha=2$ |
| $C=2$ | 0.15 (0.02) | 0.15 (0.05) | 0.19 (0.02) | 0.21 (0.04) |
| $C=4$ | 0.07 (0.04) | 0.20 (0.04) | 0.16 (0.07) | 0.18 (0.03) |
| $C=8$ | 0.05 (0.10) | 0.15 (0.05) | 0.13 (0.02) | 0.15 (0.06) |

Table 2: Mean silhouette index over 5 runs (std in brackets) on INEX05 dataset. In bold the best result for each model.
axis). The clustering obtained using MIX-SP-BHTMM (fig. 7a) is made up of only 4 active clusters (even if there are 22 components): the first cluster contains all trees with true labels $\{1,2,3\}$, the second cluster contains all trees with labels $\{4,5\}$, the third cluster contains all trees with labels $\{6,8,9,11\}$ and the last one contains all trees with labels $\{7,9\}$. The clustering obtained using the INF-SP-BHTMM (fig. 7b) are almost the same, but there are two main differences. The first one is the number of clusters used, that is only 6 since the components with no data are thrown away during the training, thus reducing their impact on computational complexity. The second difference is that the model creates two new clusters to contain trees with true label 1: even if the model creates a spurious cluster, it is able to learn the difference between trees from category 1 and trees from all other categories.

The clustering produced by both models exploit the structural and label information contained in INEX2005 trees. In Figure 8 we report a similarity measure between categories in the INEX2005 training set. The similarity between two categories $C_{1}$ and $C_{2}$ is computed taking the mean of the Ruzicka similarity [21 between all $C_{1}$ trees and all $C_{2}$ trees. The plot shows clearly that categories with high similarity are the ones that are clustered together by our models. It is curious to observe that trees with label 6 are more similar to trees in class 11 than trees with the same class.

### 6.3. The importance of hyper-parameters

The experiments reported so far highlight how important is choosing the right value of hyper-parameters in order to obtain satisfactory results using both models. In this section, we analyse the results obtained on the dataset INEX05 to emphasise the effects of each hyper-parameter. In particular, we study the effect of the hyper-parameters on the number of clusters discovered by the models. In Table 3 we report the mean and standard deviation of the number of clusters for each MIX-SP-BHTMM and INF-SP-BHTMM configuration over 5 runs.

The MIX-SP-BHTMM is characterised by two hyper-parameters: the number of hidden states $C$ and the number of mixture components $T$. By increasing


Figure 7: Clusterisation obtained by MIX-SP-BHTMM (on the left) and INF-SP-BHTMM (on the right) using the best configuration in a run.

| Number of component |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| MIX-SP-BHTMM | $T=6$ | $T=11$ | $T=22$ |  |

Table 3: Mean number of clusters over 5 runs (std in brackets) on INES05 dataset.
the number of hidden states, we obtain more expressive SP-BHTMMs. Therefore, with high value of $C$ the model tends to use less components since each component can be expressive enough to represent different clusters. The number of components $T$ indicates how many SP-BHTMM components are used by the model. Observing the results in Table 2 it was clear that increasing the number of components helped to obtain better performance. However, even if an high number of components is set, the number of clusters being identified is always small (see Table 3). We argue that increasing the value of $T$ allows more exploration in the solution space: each component has a random configuration that can be suitable or not to describe the data. Creating more components, it is more likely to guess a best initialisation. In figure 9a we plot the average number of clusters over 5 runs for each MIX-SP-BHTMM configuration. From the plot is clear that higher values of $T$ lead to higher numbers of active clusters. It is also visible the influence of $C$ : the configuration with $C=2$ has more active components than the configuration with $C=8$.


Figure 8: Ruzicka similarity among categories in INEX2005 training set. Blue colours mean low similarity while yellow colours mean high similarity.


Figure 9: Number of active components as a function of hyper-parameters for MIX-SPBHTMM (on the left) and INF-SP-BHTMM(right).

While the INF-SP-BHTMM is still characterised by the number of hidden states $C$, there is no hyper-parameters to adjust the number of components explicitly. However, the number of components is strictly correlated to the value of $\alpha$. In fact, the value of $\alpha$ indicates how strong is our priori belief on the SPBHTMM parameters: stronger belief means components will not adapt to the data too much (preventing over-fitting), while week belief leads to completely data-driven solution. Hence, an high value of $\alpha$ tends to create solutions with less clusters, while a small value has the opposite effects. The value of the hyperparameters $C$ has the same influence described before on MIX-SP-BHTMM. In Figure 9b we plot the average of active components during the test for each INF-SP-BHTMM configuration over 5 runs. The effects of the value of $\alpha$ is evident: the number of components reduces from more than 20 to around 5,
independently on the value of $C$. The effects of $C$ are also clear: the number of components obtained with $C=2$ is greater than the one obtained with $C=4$, which is greater than the one obtained with $C=8$. Furthermore, the influence of $C$ is evident when reporting the best clustering obtained for each $C$ value (see Figure 10): selecting $C=8$, all trees in the first five categories are merged together. On the other hand, selecting $C=2$, we do not have a SP-BHTMM expressive enough to represent trees in the first category: hence, the model uses two components to represent them.


Figure 10: Best clusters obtained using INF-SP-BHTMM with different values of $C$.

## 7. Conclusion

Learning models for tree-structured data have found application mostly to supervised tasks. Also generative models, like SP-BHTMM, have been used mostly for such tasks, often within kernel-based frameworks for increased precision. This despite the fact that generative models traditionally find competitive applications in unsupervised/explorative analysis. In this work, we have first highlighted the limitations of SP-BHTMM in realizing unsupervised clustering analysis. Motivated by this, we have shown how to build on SP-BHTMM ability to learn structural patterns within a mixture model framework for clustering applications. Two different forms of mixture of hidden tree models have been introduced. The first is a finite mixture (MIX-SP-BHTMM) which requires a fixed number of components to be supplied as hyper-parameters, while model parameters are learned by EM. The second, is in infinite-mixtures model, addressing the problem of components specification by allowing an infinite number of components within the model. Despite the potentially infinite nature of the mixture, only a finite set of components is actually used during training, while the learning procedure can create (or remove) components on the fly. Learning in the infinite model is not trivial and a Gibbs sampling methods is required to approximate the intractable posterior.

The experiment have shown the benefit of mixture models in an unsupervised task. Even on controlled data, the SP-BHTMM was not able to perform an
effective clustering. On the other hand, performances of both finite and infinite mixture models are nearly equivalent in both experiments (the INF-SP-BHTMM is slight better). The major advantage of the infinite model is its ability to learn the number of clusters directly from data. The experiments have also shown how the behaviour of INF-SP-BHTMM is dependent on the configuration of its hyper-parameters. In particular, we have highlighted how the priori hyperparameter plays a fundamental role to avoid the generation of single components for each element in the dataset.

Further developments of this work can lead to a complete non-parametric model, such that the SP-BHTMM is able to use an infinite number of hidden states. Also, the inference procedure can be extended in order to adapt the hyper-parameters to the model, as stated in [16.
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