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is an open-source tool for automatically generating the source files to create a Neuromorphic Auditory 
S) VHDL project for FPGA. OpenNAS guides the user with a friendly interface that allows configuring the 

meters using a five-step wizard for code generation. OpenNAS provides support to several audio input 
(AC’97 audio codec, I2S-ADC and PDM microphones), different processing architectures (cascade and 
nd neuromorphic output interfaces (parallel AER, SpiNNaker). After NAS generation, users have everything 
uilding, simulating, and synthesizing the VHDL project for a target FPGA. OpenNAS is fully modular, which 
viding support to new features in an easy way.
1. Introduction

Artificial cochleae are sensors inspired by the way that the bio-
logical inner ear works. Several models (hardware and software)
can be found in the literature, with a similar architecture. They
all have an input stage, where the input sound stimuli are col-
lected; a processing stage consisting of a set of band-pass filters,
commonly with a cascaded topology, and finally the output stage,
where the filters’ outputs are obtained and pre-processed for sub-
sequent steps. Hardware implementations can be divided into two
groups: reconfigurable and non-reconfigurable architectures. For
the latter, the implementation is fixed (analog [1] or digital silicon
[2]) and only few parameters can be tuned.

The main contribution of this paper is the introduction of the
first software tool for automatically generating a full-custom Neu-
romorphic Auditory Sensor (NAS) for FPGA, which was presented
in [3]. One of the main advantages of developing a NAS in an FPGA
is its flexibility and versatility. However, these eventually become
a serious disadvantage, as the complexity of design building and
parameter tuning increases the difficulty of designing NAS. With
the aim of distributing NAS along the neuromorphic research com-
munity, we present this tool, known as OpenNAS. OpenNAS builds
a design by instantiating its different blocks and automatically
computing all the parameters (including different filter gains,
cut-off frequencies, FIFO memories and interfaces), guiding users
step by step along the process.

NAS is currently used for several neuromorphic applications
developed by different international research groups, demonstrat-
ing the utility of OpenNAS for setting up and integration in custom
projects. This includes pattern recognition in audio samples [4] and
sound source localization [5].

2. NAS architecture and design flow

The NAS architecture is mainly composed of three blocks, pre-
sented in Fig. 1. Firstly, the input audio signal is acquired by an
audio front-end that converts audio information to pulse-
frequency modulation (PFM) spike-coded signals. Next, the spikes
generated by the first block excite a spike-based filter bank (SFB),
which decomposes the information in different frequency bands
using a cascade-fashion or a parallel-fashion processing architec-
ture (user selectable). Finally, the spikes obtained from the output
of the SFB are collected by a neuromorphic output interface to
propagate the NAS information to any following processing layer.
The current OpenNAS version supports a parallel AER monitor as
output, as well as the SpiNNaker interface, which is used to con-
nect the NAS to a SpiNNaker board [6].

Users should follow the design flow presented in Fig. 2,
adjusting the settings of the three blocks to configure a new
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Fig. 1. Block diagram of the complete architecture of a binaural NAS.

Fig. 2. Design flow diagram for full NAS synthesis.

Fig. 3. OpenNAS class diagram.
NAS. After this step, NAS’ parameters will be computed and the
source code will be generated. Finally, using a development
suite for FPGAs, such as Xilinx’s Vivado or Altera’s Quartus,
the NAS can be synthesized and deployed into an FPGA. A
detailed explanation of the concepts presented is available in
the OpenNAS wiki1.
Table 1
OpenNAS performance comparison between two different processors.

NAS SFB
Error

AMD Ryzen 3900X
(3.80 GHz)

Intel Core i7 6700HQ
(2.60 GHz)

32ch.
Stereo

0.48% 63.48 ms 139.14 ms

64ch.
Mono

0.51% 64.36 ms 156.81 ms

128ch.
Mono

0.53% 84.62 ms 247.4 ms
3. Software architecture

To represent NAS’ components, we used a set of classes, where
each class contains all the parameters and HDL information of a
specific component. The class hierarchy is presented in Fig. 3.
The main NAS class is ‘‘OpenNasArchitecture”, which contains an
instance of common parameters (OpenNASComponents) and one
attribute for each of the three NAS components: AudioInput,
AudioProcesingArchitecture and SpikesOutputInterface (Fig. 3
mid). These are abstract classes that inherit from the ‘‘HDLGenera-
ble” abstract class (Fig. 3 top), which contains the methods for gen-
erating the HDL code. Finally, specific component classes inherit
from AudioInput, AudioProcesingArchitecture and SpikesOut-
putInterface, implementing each of the component features. Using
this inheritance tree, a NAS is fully modeled and structured, ready
for future expansions with new NAS features.
1 https://github.com/RTC-research-group/OpenNAS/wiki
To guide the user, OpenNAS implements a wizard-based graph-
ical user interface (GUI) written in Windows Presentation Founda-
tion (WPF). The last step is HDL generation, which performs the
following steps: (1) Each component writes its HDL dependency
files and top entity to an output destination folder. (2)
OpenNasArchitecture creates the top NAS HDL file. (3) Sequen-
tially, each component writes I/O signals in the NAS top file. (4)
Interface signals between components are added to the NAS top
file. (5) Sequentially, each component writes its top component
architecture. (6) To the NAS top file, each component adds an invo-
cation to its instance, and these are connected to each other using
interface signals. (7) A template for constraint files is generated
256ch. 0.55% 127.28 ms 313.38 ms



4. OpenNAS execution results

To measure the tuning error and execution time, different NAS
were generated with different CPUs. The results are presented in
Table 1. The generated NAS have an average error of around 0.5%,
which is lower than the error reported in [7] (around 1.573% for
a 64-channel NAS). The time that the software takes to generate
a NAS was measured, including internal parameter tuning, with
two different processors: AMD Ryzen 3900X and Intel Core i7
6700HQ. For all the different cases, the generation time is below
a few hundred milliseconds, increasing with the number of NAS’
channels.

5. Conclusions

The main contribution of this work is a novel IP core generator
tool that allows researchers to easily design their own NAS for
specific applications. Thanks to its friendly interface and the auto-
matic computation of its parameters by only following 5 steps in a
GUI, the NAS architecture can be freely distributed to the neuro-
morphic community, ready for low-cost FPGAs2. OpenNAS3 was
designed following a hierarchical class structure to represent NAS’
components, with its HDL description and parameters, allowing
developers to increase OpenNAS components and functionalities
easily.
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