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Abstract

3D point cloud registration is a computational process that aligns two 3D point

clouds through transformation. i.e. finding matching translation and rotation.

Existing state-of-the-art learning-based methods require ground-truth transfor-

mation as supervision and often perform poorly in dealing with partial point

clouds and large scenes that are not trained, resulting in poor generalization for

neural networks.

In this paper, we propose a novel unsupervised deep learning network -

Binary Tree Network (BTreeNet) that consists of a novel forward propagation,

which learns features for the rotation separately from the translation and avoids

the interference between the estimations of rotation and translation in one single

matrix. We then propose an Iterative Binary Tree Network (IBTreeNet) to con-

tinuously improve the registration accuracy for large and dense 3D point clouds.

The Chamfer Distance and the Earth Mover’s Distance are adopted as the loss

function for unsupervised learning. We show that BTreeNet and IBTreeNet

outperform state-of-the-art learning-based and traditional methods on partial

and noisy point clouds without training them in such scenarios. Most impor-

tantly, the proposed methods exhibit remarkable generalization and robustness

to unseen large and dense scenes that are never trained.
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1. Introduction

Point cloud rigid registration is a task that aligns two point clouds, captured

by various sensor technologies (i.e. laser and RGB-D scanners and depth cam-

eras), by estimating the rigid transformation between them. Point cloud reg-

istration is a well-known problem and has been used in many computer vision5

applications, for example, 3D reconstruction [1, 2, 3] and localization [4, 5, 6].

Many research attempts have considered 3D point cloud registration as an

optimization problem. By solving a least-squares problem to update the align-

ment and finding correspondences between the 3D point clouds, Iterative Closest

Point (ICP) [7] is the most popular 3D point cloud registration method. Normal10

Distribution Transformation (NDT) [8] uses standard optimization techniques

applied to statistical models of 3D point clouds for 3D point cloud registration.

Coherent Point Drift (CPD) [9] treats 3D point cloud registration as a proba-

bility density estimation problem by maximizing the likelihood. However, these

methods [7, 8, 9] are sensitive to the initialization of 3D point clouds and can15

be computationally expensive and time-consuming.

With regard to deep learning-based approaches, PointNetLK [10], Deep Clos-

est Point (DCP) [11], Robust Point Matching (RPM) [12], Feature-metric Reg-

istration (FMR) [13], Deep Gaussian Mixture Registration (DeepGMR) [14] and

Robust Graph Matching (RGM) [15] are proposed based on the 3D point cloud20

processing network PointNet [16] for rigid 3D point cloud registration. Point-

NetLK [10], as the first supervised deep learning network for rigid 3D point

cloud registration, combines a PointNet-based encoder [16] with a traditional

Lucas & Kanade (LK) [17] algorithm to align two 3D point clouds. DCP [11]

utilizes a PointNet-based encoder [16] and an attention module [18] to extract25

features of 3D point clouds and generates the transformation matrix through a

differentiable Singular Value Decomposition (SVD). RPM [12] estimates point
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(a) Input unseen outdoor scenes (b) Ours (iter. 8)

(c) Input unseen indoor

scenes

(d) Ours (iter. 7) (e) Input unseen shapes (f) Ours (iter. 5)

Figure 1: 3D point cloud registration on the unseen KITTI [20], 3DMatch [21] and Stanford

Bunny [22] datasets that are not trained. IBTreeNet can iteratively align the source 3D point

clouds to the template, even though it was not trained on these scenes and shapes. Refer to

Section 4.6 for more details.

correspondences between two 3D point clouds through a DGCNN-based [19]

feature extraction module and generates the transformation matrix similarly to

DCP [11]. RGM [15] transforms point clouds into graphs and learns point and30

graph features to calculate the point correspondences. Similarly to DCP [11]

and RPM [12], the transformation matrix in RGM [15] is also estimated from

a differentiable SVD. FMR [13] presents a feature-metric point cloud registra-

tion network, which enforces the optimisation of registration by minimizing a

feature-metric projection error without correspondences. DeepGMR [14] is the35

first learning-based 3D point cloud registration network that explicitly lever-

ages a probabilistic registration paradigm by formulating registration as the

minimization of KL-divergence between two probability distributions modelled

as mixtures of Gaussians.

These state-of-the-art learning-based methods, PointNetLK [10], DCP [11],40

RPM [12], FMR [13], DeepGMR [14] and RGM [15], however, share three com-

mon problems. First, the ground-truth transformation matrix or point-to-point

correspondences are used to supervise the training process in PointNetLK [10],
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DCP [11], RPM [12], DeepGMR [14] and RGM [15]. Second, these meth-

ods [10, 11, 12, 14, 15] suffer on partial 3D point clouds without training in45

this scenario (Section 4.4), which shows the poor generalization ability of these

networks. Third, these methods [10, 11, 12, 13, 15] often perform poorly in

dealing with large and dense scenes and shapes that are not trained, resulting

in misalignment between two 3D point clouds (see Section 4.6).

In this paper, we propose a novel hierarchical binary tree-based unsuper-50

vised network - BTreeNet for large and dense 3D point cloud registration.

Unlike PointNetLK [10], DCP [11], RPM [12], FMR [13], DeepGMR [14] and

RGM [15], BTreeNet consists of a novel forward propagation that learns features

for the rotation separately from the translation and estimates the rotation ma-

trix separately from the translation matrix, as shown in Figure 2. Our BTreeNet55

avoids the interference between the feature extraction of rotation and transla-

tion. Specifically, the root node of the tree is a global feature vector generated

from a PointNet-based encoder [16], and the BTreeNet follows a binary tree

structure that has a left sub-tree and a right sub-tree. The left sub-tree learns

features for rotation and the right sub-tree learns features for translation. The60

left leaf node estimates the rotation matrix, and the right leaf node estimates

the translation matrix. The Chamfer Distance [23] is adopted as the loss func-

tion for unsupervised learning, which minimizes the Euclidean distance between

two 3D point clouds. We further add the Earth Mover’s Distance [24] as the sec-

ond term to maximize the distribution similarity between two 3D point clouds.65

Both the Chamfer Distance and the Earth Mover’s Distance take raw 3D point

clouds as input and do not need the ground-truth transformation matrix.

To continuously improve the registration accuracy between two 3D point

clouds, we then propose an Iterative Binary Tree Network (IBTreeNet), which

iteratively rotates and translates the registration results of BTreeNet to the70

target 3D point cloud through the reuse of the trained IBTreeNet model. Note

that IBTreeNet has an identical architecture to BTreeNet, but it is trained

based on the registration results of a trained BTreeNet model. The objective of

IBTreeNet is to extract features of the rotated and translated 3D point cloud
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from the BTreeNet for the next alignment iteration. Once trained, IBTreeNet75

can be used repeatedly and iteratively to improve the registration accuracy

between two 3D point clouds. Our IBTreeNet exhibits remarkable generalization

and robustness to unseen large scenes and shapes that are never trained, as

shown in Figure 1. This generalization and robustness performance can be

attributed to our proposed forward propagation that avoids the interference80

between the feature extraction of rotation and translation.

The main contributions of this paper are as follows:

• A BTreeNet with a novel forward propagation based on the hierarchical

binary tree is proposed to align two 3D point clouds, which learns features

for the rotation separately from the translation and estimates the rotation85

matrix separately from the translation matrix.

• A novel IBTreeNet is proposed to continuously improve the registration

accuracy, which iteratively rotates and translates the source 3D point

cloud to the target.

• We adopt the Chamfer Distance and the Earth Mover’s Distance as the90

loss function for unsupervised learning of 3D point cloud registration.

• BTreeNet and IBTreeNet are tolerant to partial overlap, noise and large

scenes without training them in such scenarios, indicating the remarkable

generalization ability.

2. Related Work95

Research on 3D point cloud registration can be categorized into two classes of

approaches: traditional or deep learning-based methods. Traditional 3D point

cloud registration methods consider the registration an optimization problem,

applying the least square regression or maximizing the likelihood of a probability

density function. Deep learning-based methods are successful at learning 3D100

point cloud representations and features by estimating the rigid transformation
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in the alignment. Our work belongs to deep learning-based methods for 3D

point cloud registration.

Traditional 3D Point Cloud Registration Methods: Iterative closest

point (ICP) [7] and its variants [25, 26] are well-known traditional methods for105

3D point cloud registration by finding point cloud correspondences and solving a

least-squares problem to update the alignment. Normal Distribution Transfor-

mation (NDT) [8] uses the statistical models of 3D point clouds in the alignment.

The key element in NDT [8] is its representation of the 3D point clouds. In-

stead of using each individual point in the 3D point cloud, NDT [8] converts the110

3D point clouds into voxel grids. The grids are represented by a combination

of normal distributions, describing the probability of finding a point at a cer-

tain position. NDT [8] uses the representation of normal distributions to apply

standard numerical optimization methods for registration. Coherent Point Drift

(CPD) [9] considers the alignment of two 3D point clouds a probability density115

estimation problem, where one 3D point cloud represents the Gaussian Mixture

Model (GMM) centroids that need to align the other 3D point cloud. CPD [9]

moves the GMM centroids coherently as a group to the other 3D point cloud by

maximizing the likelihood. However, ICP-based methods [7, 25, 26], NDT [8]

and CPD [9] are time-consuming and prone to local minima when two 3D point120

clouds whose initial positions are far from aligned.

Discriminative Optimization (DO) [27] and its variant Reweighted Discrim-

inative Optimization (RDO) [28] are the supervised sequential update meth-

ods that learn the update steps for solving the least-squares problem to obtain

the transformation matrix. The learning processes of these optimization meth-125

ods [27, 28] focus on the sequence of update maps for each individual 3D point

cloud and need to be retrained on each individual data, whereas deep learning-

based methods [10, 11, 12, 13, 14, 15] learn the generalized features from a large

3D point cloud dataset, and the trained features can be used to unseen 3D point

clouds that are not trained.130

Deep Learning-based Methods on 3D Point Cloud Registration:

PointNet [16] is the first deep neural network to process raw 3D point cloud
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on 3D point cloud processing. The basic idea of PointNet [16] is to learn a

spatial encoding of each point and then aggregate all individual point features

to a global feature vector of a 3D point cloud. PointNet [16] has been proven135

to be useful for tasks including 3D point cloud classification [16, 29, 30, 19],

object recognition [31, 32], object detection [33, 34], object segmentation [16,

29, 35, 36, 37], object reconstruction [38, 39], shape completion [3, 40, 41] and

registration [42, 10, 11, 12, 13, 14, 15].

Recently proposed PointNetLK [10] is a pioneer in the task of 3D point cloud140

registration. PointNetLK [10] combines a deep learning method PointNet [16]

and a traditional registration method Lucas-Kanade algorithm [17] to achieve

features automatically and minimize the distances between the global feature

descriptors in the alignment. DCP [11] utilizes DGCNN [19] and an atten-

tion module [18] to extract features of two 3D point clouds and replaces the145

Lucas-Kanade [17] algorithm in PointNetLK [10] with a proposed differentiable

Singular Value Decomposition (SVD) module to reduce feature dimension. The

SVD module in DCP [11] estimates a transformation matrix with the size of

7, where the first three output values represent the translation matrix and the

last four values represent the rotation quaternion. RPM [12] uses raw 3D point150

clouds and normals as input for the DGCNN-based [19] feature extraction mod-

ule to estimate point correspondences between two 3D point clouds. Similarly to

DCP [11], the SVD module at the end of the network estimates a transformation

matrix with the size of 7 from the point correspondences. RGM [15] transforms

3D point clouds into graphs and learns point and graph features via a graph155

feature extractor to calculate the point correspondences. Similarly to DCP [11]

and RPM [12], the transformation matrix in RGM [15] is also estimated from

a differentiable SVD. FMR [13] uses the Chamfer distance [23] as a loss func-

tion for unsupervised learning and proposes a feature-metric projection error for

updating the transformation parameters during each iteration. DeepGMR [14]160

proposes a network that extracts pose-invariant correspondences between 3D

point clouds and Gaussian Mixture Model (GMM) parameters. Two differen-

tiable compute blocks are proposed in DeepGMR [14] to recover the optimal
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transformation from matched GMM parameters, which achieves favourable per-

formance on 3D point clouds with point-to-point correspondences and large165

transformations, respectively.

However, these state-of-the-art learning-based methods [10, 11, 12, 13, 14, 15]

learn the rotation and translation features together and generate the rotation

and the translation in one matrix. As a result, the learning of rotation fea-

tures and translation features interfere with each other, which leads to lower170

precision of registration results. Moreover, these methods use the ground-

truth transformation or point correspondence matrix as supervision. Our work

avoids the interference between the feature extraction of rotation and transla-

tion and does not need the ground-truth transformation matrix as supervision.

The registration results of our BTreeNet and IBTreeNet have been compared175

with traditional methods [7, 8, 9] and state-of-the-art learning-based meth-

ods [10, 11, 12, 13, 14, 15]. The comparison experiments are evaluated on

testing datasets, including clear data (Section 4.3), partially visible data (Sec-

tion 4.4), data with Gaussian noise (Section 4.5) and data with large rotations

(Section 4.7). Moreover, the comparison experiments are also tested on un-180

seen scenes and shapes that are not trained to evaluate the generalization and

robustness of each method (Section 4.6).

3. Methods

Let PT and PS define the target and the source 3D point clouds, respectively,

where each point in a 3D point cloud is defined as Pi = (x, y, z). The purpose185

of our method is to estimate the rigid transformation that best rotates and

translates PS to PT . The rigid transformation includes a rotation matrix R and

a translation matrix t, where R ∈ SO(3) and t ∈ R3. BTreeNet (Section 3.1),

as shown in Figure 2, is used to estimate R and t that align PT and PS . An

iterative BTreeNet (IBTreeNet) (Section 3.2), as shown in Figures 3 and 4, is to190

iteratively improve the registration accuracy between PT and PS . The BTreeNet

and IBTreeNet are trained using a Chamfer distance [23] and a Earth Mover’s
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Figure 2: BTreeNet architecture. The source and the target 3D point clouds are given as

input through a shared PointNet-based encoder. The global features from the encoder are

concatenated and provided as an input to a fully connected layer to achieve the root node of

the binary tree. The binary tree learns features for rotation separately form the translation

through MLP models and generates the rotation matrix separately from the translation matrix

to align two 3D point clouds.

Distance [24] as loss function (Section 3.3) for unsupervised learning.

3.1. BTreeNet

The novelty of our BTreeNet compared to the latest state-of-the-art learning-195

based methods [10, 11, 12, 13, 14, 15] is the hierarchical binary tree-based

forward propagation that leans features for the rotation separately from the

translation and estimates the rotation matrix separately from the translation

matrix. Specifically, in these state-of-the-art learning-based methods [10, 11,

12, 13, 14, 15], the combination of rotation and translation in the output layer200

makes the network deal with two tasks (e.g. estimating the rotation and the

translation) simultaneously. Thus, the two tasks interfere with each other on

feature learning based on all different initial rotations along any arbitrary axes

and any random translations. As a result, these methods converge to a local

optimum, which leads to lower precision of registration results.205

Let PT ∈ RN×3 and PS ∈ RN×3 are two rigid 3D point clouds that need to be

aligned. Both PT and PS are given as input to a shared PointNet-based encoder

that consists of several multi-layer perception (MLP) models and a symmetric

max-pooling function at the end to extract global features. The MLP models
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extract point-wise features fT ∈ RN×d and fS ∈ RN×d, where d is the dimension210

for point-wise features. Weights and biases are shared in MLP models for PT

and PS . The symmetric max-pooling function aggregates point-wise features

fT and fS to extract the global features FT ∈ R1×d and FS ∈ R1×d, as defined

in Equation 1.

F = MAX
pi∈P

{h(p1), ..., h(pn)} (i = 1, ..., n) (1)

where F represents either FT or FS . pi is a point in either PT or PS . h is the215

MLP models. The MAX represents the max-pooling that returns a new vector

of the element-wise maximum and guarantees that the input 3D point clouds

are invariant to any permutations.

The state-of-the-art learning-based methods [10, 11, 12, 13, 14, 15] adopt the

standard forward propagation, as defined in Equation 2, to learn the features of220

rotation and translation from the global features F in the same neuron at each

layer. The final output in these methods is a transformation matrix with the

size of 7, where the first three output values represent the translation matrix

and the last four values represent the rotation quaternion.

z
(l+1)
i = w

(l+1)
i y

(l)
i + b

(l+1)
i ; y

(l+1)
i = f(z

(l+1)
i ) (2)

where l indexes the hidden layer and i indexes the hidden neuron in each layer.225

y
(l)
i is the i-th features of PT and PS at the layer l. w

(l+1)
i and b

(l+1)
i denote

the i-th weight and bias at layer l + 1. z
(l+1)
i denotes the i-th feature vector of

inputs at the layer l + 1. f (·) is any activation function, e.g. ReLu.

Unlike PointNetLK [10], DCP [11], RPM [12], FMR [13], DeepGMR [14] and

RGM [15], our proposed novel forward propagation, as defined in Equation 3,230

aims to learn features for the rotation separately from the translation and avoids

the interference of feature extraction between them. Thus, a hierarchical binary

tree based structure is proposed for the novel forward propagation. The global

features of FT ∈ R1×d and FS ∈ R1×d are concatenated and given as an input

to a fully connected layer to achieve the root node Froot ∈ R2×d of the binary235
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Figure 3: Iterative BTreeNet training mode. The BTreeNet needs to be completely trained

before training IBTreeNet. The input 3D point clouds are the Pest from the trained BTreeNet

and the PT . The architecture of IBTreeNet is identical to BTreeNet.

tree. The binary tree has two sub-trees, including left and right sub-trees.

Flst = Frootidx(idx = 0, ..., d); Frst = Frootidx(idx = d, ..., 2d)

z
(l+1)
i lst = w

(l+1)
i lst F

(l)
lst + b

(l+1)
i lst ; y

(l+1)
i lst = f(z

(l+1)
i lst )

z
(l+1)
i rst = w

(l+1)
i rst F

(l)
rst + b

(l+1)
i rst ; y

(l+1)
i rst = f(z

(l+1)
i rst )

(3)

where Flst ∈ R1×d and Frst ∈ R1×d represent the features are given as input to

the left sub-tree and right sub-tree, respectively. l indexes the hidden layer of

the binary tree and i indexes the hidden neuron in each layer. w
(l+1)
i lst and b

(l+1)
i lst

denote the i-th weight and bias for left sub-tree at layer l + 1, and w
(l+1)
i rst and240

b
(l+1)
i rst denote the i-th weight and bias for right sub-tree at layer l + 1. z

(l+1)
i lst

denotes the i-th feature vector of inputs for left sub-tree at the layer l+ 1, and

z
(l+1)
i rst denotes the i-th feature vector of inputs for right sub-tree at the layer

l+1. f (·) is any activation function, e.g. ReLu. y
(l+1)
i lst denotes the i-th feature

vector of left sub-tree outputs at the layer l + 1, and y
(l+1)
i rst denotes the i-th245

feature vector of right sub-tree outputs at the layer l + 1.

The final output in left sub-tree y
(l+1)
i lst is a rotation quaternion q with the

size of 1× 4, and the final output in right sub-tree y
(l+1)
i rst is a translation matrix

t with the size of 1 × 3. The rotation quaternion q, defined by Equation 4,

is transformed into a rotation matrix R with the size of 3 × 3, as defined in250
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Figure 4: Iterative BTreeNet testing mode. Once BTreeNet and IBTreeNet have been trained,

the trained IBTreeNet model can be repeatedly used to iteratively rotates and translates PS

to PT .

Equation 5. Finally, the PS is rotated and translated using Pest = R ∗ PS + t.

q = [q0, q1, q2, q3]
T

q0 = cos
θ

2
; q1 = nxsin

θ

2
; q2 = nysin

θ

2
; q3 = nzsin

θ

2

n = [nx, ny, nz]
T

(4)

where θ is the rotation angle (i.e. 45 degrees) and n is the axis of rotation.

R =


1− 2q22 − 2q23 2q1q2 + 2q0q3 2q1q3 − 2q0q2

2q1q2 − 2q0q3 1− 2q21 − 2q23 2q2q3 + 2q0q1

2q1q3 + 2q0q2 2q2q3 − 2q0q1 1− 2q21 − 2q22

 (5)

3.2. Iterative BTreeNet

Although three random Euler angles and translations on each axis are sam-

pled and applied to source point clouds during the training, networks still cannot255

extract the generalized and effective features for every pose of point cloud pairs.

As shown in Figure 11, eight iterations have been applied for all networks to

reuse their trained models repeatedly for further alignments. These networks

cannot achieve accurate registration in the following iterations once it fails to

align two 3D point clouds in the first iteration, which indicates that the trained260

models cannot extract the generalized and effective features of PT and Pest

for the next alignment. Refer to Section 4.6.1 for more details. Thus, further

alignments are needed to improve the registration accuracy.
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To extract effective features of PT and Pest for further alignment and contin-

uously improve the registration accuracy in the following iterations, an iterative265

BTreeNet (IBTreeNet) is trained based on the result of BTreeNet, as shown in

Figure 3. The architecture of IBTreeNet is the same as BTreeNet, but they

are trained under different conditions. The differences between BTreeNet and

IBTreeNet can be divided into two parts, including the training and testing

processes. During the training, IBTreeNet is trained based on the registra-270

tion results from a pre-trained BTreeNet model. Thus BTreeNet needs to be

trained in advance before training IBTreeNet. As shown in Figure 3, the first

transformation for PS from the trained BTreeNet model gives a transformed 3D

point cloud Pest iter.1. The transformed point cloud Pest iter.1 and the target

3D point cloud PT are given as input to IBTreeNet that learns features of PT275

and Pest iter.1 for the next alignment. Thus, two iterations are adopted in the

training process. During the testing, the trained BTreeNet is used for the first

iteration, and the trained IBTreeNet can be used repeatedly and iteratively to

improve the registration accuracy between two 3D point clouds, as shown in Fig-

ure 4. Thus, infinite iterations can be adopted during the testing. In practice,280

four iterations are used for data similar to the training data (Section 4.3), and

ten iterations are used for unseen datasets that are not trained. (Section 4.6).

The objective of IBTreeNet is to extract effective features of the rotated and

translated 3D point cloud from the BTreeNet for the next alignment iteration.

Once trained, IBTreeNet can be used repeatedly and iteratively to improve the285

registration accuracy between two 3D point clouds. Our IBTreeNet exhibits

remarkable generalization and robustness to unseen large scenes and shapes

that are never trained (Section 4.6). This generalization and robustness perfor-

mance can be attributed to our proposed forward propagation that avoids the

interference between the feature extraction of rotation and translation.290

3.3. Loss Function

The loss function for 3D point cloud registration measures the difference

between the target 3D point cloud PT and the transformed 3D point cloud Pest.
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The loss is defined to be invariant to any permutation of 3D point clouds in

both PT and Pest. We use Chamfer distance (CD) [23] in the loss function.295

CD(PT , Pest)=
1

PT

∑
x∈PT

min
y∈Pest

∥x−y∥2

+
1

Pest

∑
y∈Pest

min
x∈PT

∥y−x∥2
(6)

Chamfer distance calculates the average nearest point distance between PT

and Pest by finding the closest neighbour with O(nlogn) complexity. In addition,

PT and Pest can be the different sizes of 3D point clouds.

We adopt the Earth Mover’s distance (EMD) [24] as the second term in the

loss function.300

EMD(PT , Pest)= min
ϕ:Pest→PT

∑
y∈Pest

∥y−ϕ(y)∥2 (7)

where ϕ : Pest → PT is bijection. The EMD finds a bijection ϕ and minimizes

the distance between corresponding points based on ϕ with O(n2) complexity.

The final loss function, as defined in Equation 8, consists of two terms, CD

and EMD. Note that both CD and EMD only require the 3D point clouds as

input for unsupervised learning.305

Loss(PT , Pest) = CD(PT , Pest) + EMD(PT , Pest) (8)

3.4. Implementation Details

We train BTreeNet and IBTreeNet for 300 epochs with a batch size of 32, a

learning rate of 0.005, and an Adagrad optimizer. The filter sizes for PointNet-

based encoder are [64, 64, 64, 128, 256, 512]. The features extracted from PT and

PS are concatenated and given as an input to a fully connected layer to generate310

the root of the binary tree with the size of [1×1024]. The filter sizes for the left

sub-tree in each level are [512, 256, 128, 64, 4]. The filter sizes for the right sub-

tree in each level are [512, 256, 128, 64, 3]. BTreeNet and IBTreeNet are trained

with the input size of N × 3, where N can be any number and we set N = 1024

during the training. Once trained, the size of the input 3D point cloud is not315

constrained to 1024. For example, 1024, 20,480 and 121,210 points have been

used when evaluated on the testing dataset (Sections 4.3 and 4.6).
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(a) Input (b) ICP (c) NDT (d) CPD (e) PointNetLK (f) DCP

(g) RPM (h) FMR (i) DeepGMR (j) RGM (k) BTreeNet (l) IBTreeNet

(m) Input (n) ICP (o) NDT (p) CPD (q) PointNetLK (r) DCP

(s) RPM (t) FMR (u) DeepGMR (v) RGM (w) BTreeNet (x) IBTreeNet

Figure 5: Registration results on two clean 3D point clouds. Each 3D point cloud contains

1,024 points.

(a) Input (b) iter.1 (c) iter.2 (d) iter.3 (e) iter.4

Figure 6: IBTeeNet illustration. (a) Input 3D point clouds. (b) - (e) Iteration 1 to 4.
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4. Evaluation of Registration Performance

An Nvidia Geforce 2080Ti GPU with 12G memory is used for network train-

ing. We train BTreeNet, IBTreeNet and the state-of-the-art learning-based320

methods [10, 11, 12, 13, 14, 15] on ModelNet40 training dataset. Based on these

trained models, we conduct comparison experiments to compare our BTreeNet

and IBTreeNet with the traditional registration methods [7, 8, 9] and state-

of-the-art learning-based methods [10, 11, 12, 13, 14, 15]. First, we conduct

comparison experiments on ModelNet40 clean testing datasets (Section 4.3).325

Second, we evaluate the generalization of these methods on partial and noisy

point clouds without training them in such scenarios (Sections 4.4 and 4.5).

Third, we evaluate the generalization and robustness ability of learning-based

methods and ours on large and dense unseen KITTI [20], Whu-TLS [43, 44, 45],

3DMatch [21] and Stanford 3D datasets [22] that are not trained (Section 4.6).330

Fourth, we conduct comparison experiments on 3D point clouds with large ini-

tial rotations (Section 4.7). Finally, we conduct the ablation studies to evaluate

the effectiveness of each component in our BTreeNet (Section 4.8).

4.1. Datasets

ModelNet40 Clean Training Data. For a fair comparison, we use the335

ModelNet40 [46] dataset as the training dataset following PointNetLK [10],

DCP [11], RPM [12], FMR [13], DeepGMR [14] and RGM [15]. ModelNet40 [46]

is composed of 12,311 meshed CAD models from 40 object categories, which

contains official train/test splits (9,843 for train and 2,468 for test) for each cat-

egory. All networks in our experiments are trained on the official train split in340

ModelNet40 [46]. Specifically, we sample 2,048 points as the source point cloud

PS from each object model in the train split and normalize PS into a unit sphere.

The source point clouds PS are randomly rotated and translated to obtain the

target point clouds PT . For the rotation and translation applied, we randomly

sample three Euler angles in the range of [0, 45] degrees and translations in the345

range of [−0.5, 0.5] on each axis during the training. Finally, we shuffle the
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point order in PS and PT , respectively. During the training, all point cloud

pairs are clean data without noise and missing data. Thus, exact point-to-point

correspondences exist between PS and PT in training data.

Testing Data. To evaluate the robustness and generalization ability of350

a network, the training and the testing sets should be in different scenarios.

Thus, we train all networks only on ModelNet40 Clean Training Data and test

them on clean, partial, noisy and unseen point clouds, respectively. The testing

data contains seven different groups of 3D point cloud datasets, includingModel-

Net40 Clean (Section 4.3), ModelNet40 Partial (Section 4.4), ModelNet40 Noise355

(Section 4.5), Unseen KITTI (Section 4.6.1), Unseen Whu-TLS (Section 4.6.2),

Unseen 3DMacth (Section 4.6.3) and Unseen Shapes (Section 4.6.4).

Note that Unseen KITTI and Unseen Whu-TLS are large-scale, outdoor

and real-world scenes captured from different 3D scanner systems with realis-

tic sensor noise and variations in the point density, field of view, clutter and360

occlusion. Unseen 3DMacth is an RGBD-reconstruction indoor dataset, which

also contains the different point density and distribution compared with Unseen

KITTI and Unseen Whu-TLS. Unseen Shapes dataset consists of the Stanford

3D scanning models from different 3D scanners, and the shapes are totally dif-

ferent from the ModelNet40 Clean Training Data. These four unseen datasets365

are not trained and have been used to evaluate the generalization ability of each

network.

4.2. Evaluation Metrics

We evaluate the registration by computing six evaluation metrics. First, we

adopt the Chamfer Distance, as defined in Equation 6, to measure how close370

the two point clouds are brought to each other. Second, we further evaluate the

transformation matrix through Frobenius norm based on the Special Euclidean

Group for the overall registration errors, as defined in Equation 9.

F (T) = ∥Tgt −Test∥F ; T =

R t

0T 1

 ∈ R4×4 (9)

where R ∈ SO(3) and t ∈ R3.
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Table 1: Evaluations on the ModelNet40 Clean testing dataset with [0, 45] degrees of initial

rotations. Bold denotes top four performing measures.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

ICP 0.053823 0.408176 15.926107 0.095590 8.106933 0.048669

NDT 0.060876 0.520965 21.684867 0.043825 10.500771 0.022000

CPD 0.015127 0.090626 3.749195 0.002207 1.784223 0.001123

PNLK 0.016350 0.235991 10.447890 0.013864 5.581651 0.006875

DCP 0.016620 0.071662 2.874782 0.008266 1.469114 0.004150

RPM 0.000709 0.007587 0.309407 0.002072 0.160725 0.000947

FMR 0.014335 0.075151 3.171169 0.002772 1.561003 0.001385

DeepGMR 0.000104 0.003671 0.240103 0.000024 0.115103 0.000013

RGM < 0.000001 0.001464 0.057414 0.000785 0.023415 0.000399

BTreeNet 0.012294 0.065951 2.618611 0.007907 1.379738 0.003988

IBTreeNet 0.010008 0.059417 2.346349 0.007623 1.119935 0.003796

Finally, we ues the mean isotropic rotation and translation errors (MIE)375

proposed in RPM [12] and the mean absolute errors (MAE) of rotation and

translation proposed in DCP [11], as defined in Equation 10.

MIE(R) = ∠(R−1
gt Rest); MIE(t) = ∥tgt − test∥2

MAE(R) =
1

m

m∑
i=1

|∠(Rgt −Rest)| ; MAE(t) =
1

m

m∑
i=1

|tgt − test|
(10)

where Rgt and tgt denote the ground-truth rotation and translation, and Rest

and test represent the estimated rotation and translation. ∠(·) denotes the angle

of rotation matrix in degrees.380

4.3. ModelNet40 Clean Test

In this experiment, we evaluate the registration performance on ModelNet40

Clean testing dataset that contains 2,468 clean point cloud pairs. ModelNet40

Clean testing dataset is generated from the official test split in ModelNet40 [46]
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Table 2: Quantitative comparison of our approach against previous works on parameters,

number of iterations and computational time. OOM means a 32GB memory with an Intel

i7-9700 3.00GHz CPU or a 12GB NVIDIA RTX 2080Ti GPU out of memory with a forward

pass on a single instance.

Methods Supervision Network Iterations Computational Time on CPU(s)

Parameters (1,024 points) (20,480 points)

ICP - - 20 1.449999 1.436067

NDT - - 30 0.229999 1.539240

CPD - - 20 0.699999 259.711729

PNLK Yes 151,686 10 0.797498 2.894987

DCP Yes 5,568,905 1 6.414267 22.199531

RPM Yes 905,154 5 4.881233 264.245900

FMR No 3,440,006 10 0.168407 9.192588

DeepGMR Yes 1,527,440 1 1.531708 2.281754

RGM Yes 25,000,836 2 2.685069 OOM

BTreeNet No 1,483,463 1 0.141319 0.806401

IBTreeNet No 1,483,463 4 1.114456 4.225035

that includes 2,468 clean point clouds. We randomly sample 1,024 points and385

normalize points into a unit sphere. To obtain target point clouds during the

testing, the random rotations are in the range of [0, 45] degrees and translations

in the range of [−0.5, 0.5] on each axis are applied to the official test split without

noise and missing data with exact point-to-point correspondences. All learning-

based network models (PointNetLK [10] DCP [11], RPM [12], FMR [13], Deep-390

GMR [14], RGM [15] and ours) are trained on the same ModelNet40 Clean

Training Data.

Figure 6 illustrates the iteration process of our IBTreeNet, which shows that

our IBTreeNet can iteratively improve the registration accuracy between two

3D point clouds. Note that the first iteration (b) in Figure 6 is the result of395

BTreeNet, and other iterations (c), (d) and (e) are the results of IBTreeNet.

The average registration errors of BTreeNet and IBTreeNet against three
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traditional methods [7, 8, 9] and six state-of-the-art learning-based methods [10,

11, 12, 13, 14, 15] are shown in Table 1 with qualitative results in Figure 5. Lower

average errors indicate lower registration errors. Although our networks do400

not achieve the best registration performance in ModelNet40 Clean testing set,

BTreeNet and IBTreeNet still outperform three traditional methods [7, 8, 9] and

three learning-based network models [10, 11, 13]. DeepGMR [14], RGM [15] and

RPM [12] achieve top measures on clean data. However, they perform poorly

on partial and noisy 3D point clouds without training them in such scenarios,405

and detailed information is described in Sections 4.4 and 4.5.

Furthermore, the number of parameters, supervision method, iterations and

computational time are also essential for each network. Since the traditional

algorithms [7, 8, 9] do not provide the GPU acceleration, we use a 32GB mem-

ory card with an Intel i7-9700 3.00GHz CPU for a fair comparison of com-410

putational time. The computational time is collected on two testing datasets

with different number of points, including ModelNet40 Clean (1,024 points) and

Unseen KITTI (20,480 points) (Section 4.6.1) testing datasets. As shown in

Table 2, PointNetLK [10] DCP [11], RPM [12], DeepGMR [14] and RGM [15]

are fully-supervised, which needs ground-truth rotation and translation as the415

supervision signal while FMR [13] and our methods are unsupervised, thus, can

largely reduce the training cost.

RMG [15] contains the most significant number of network parameters and

has the out of memory issue on processing dense 3D point clouds, which re-

quires a high computational cost and relies on powerful commodity GPU or420

CPU processors. DCP-v2 [11] contains the second largest number of network

parameters, which requires a high computational cost and has the out of mem-

ory issue on dense 3D point clouds. Thus, we use DCP-v1 [11] to evaluate dense

point clouds with 20,480 points and DCP-v2 [11] on sparse point clouds with

1,024 points. Traditional methods [7, 8, 9] take maximum 20 or 30 iterations for425

3D point cloud registration whereas learning-based methods PointNetLK [10]

and FMR [13] require maximum 10 iterations. RPM [12] and RGM [15] need 5

and 2 iterations during the testing. DCP [11], DeepGMR [14] and our BTreeNet
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(a) Input (b) ICP (c) NDT (d) CPD (e) PointNetLK (f) DCP

(g) RPM (h) FMR (i) DeepGMR (j) RGM (k) BTreeNet (l) IBTreeNet

(m) Input (n) ICP (o) NDT (p) CPD (q) PointNetLK (r) DCP

(s) RPM (t) FMR (u) DeepGMR (v) RGM (w) BTreeNet (x) IBTreeNet

Figure 7: Registration results on partial 3D point clouds. Each 3D point cloud contains 1,024

points.

only require 1 iteration (see Table 2).

For sparse 3D point clouds with 1,024 points, DCP [11], RPM [12] and430

RGM [15] require a longer computational time on a single instance, respectively.

Our BTreeNet only takes around 0.1 seconds and ranks first in computational

time. For dense 3D point clouds with 20,480 points, CPD [9] and RPM [12]

require the longest computational time on dense point clouds and takes approx-

imately 4.5 minutes for a single instance. Our BTreeNet requires less than 1435

second on dense 3D point clouds with 20,480 points, ranking first in computa-

tional time.

4.4. Partial Visibility

To generate partial point clouds that do not fully overlap in extent, we follow

the protocol in RPM [12] and RGM [15] and generate the ModelNet40 Partial440
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Table 3: Evaluations on ModelNet40 partial 3D point clouds with 30% missing data. All

networks are trained on Modelnet40 Clean Training Data without missing and noisy points.

Bold denotes the top performing measures.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

ICP 0.068601 0.559043 21.683043 0.154110 11.064304 0.077339

NDT 0.078709 0.625850 25.139421 0.135835 12.272863 0.065737

CPD 0.064756 0.435410 15.968742 0.162647 8.067676 0.081858

PNLK 0.098572 0.919244 40.113300 0.181374 21.456369 0.091555

DCP 0.102747 1.043511 46.917641 0.001283 25.693749 0.000646

RPM 0.126092 1.284177 60.215692 0.207321 33.902779 0.103731

FMR 0.058666 0.413444 15.552787 0.139811 8.057808 0.069266

DeepGMR 0.149778 2.022872 104.408779 0.202822 60.829105 0.101588

RGM 0.061925 0.380452 12.045048 0.215026 6.335146 0.215026

BTreeNet 0.027250 0.164416 6.679313 0.000063 3.392343 0.000029

IBTreeNet 0.025889 0.150333 6.105696 0.000049 3.037774 0.000024

testing dataset from the ModelNet40 Clean, which is more realistic and closer to

real-world applications. For each source point cloud in the ModelNet40 Clean, a

random clipping plane passing through the origin is created and shifted to retain

70% of the points. In ModelNet40 Partial, the initial rotations and translations

are the same as theModelNet40 Clean, but exact point-to-point correspondences445

have been broken and do not exist.

Most importantly, to evaluate the robustness and generalization ability of

each network, all networks are only trained on ModelNet40 Clean Training Data

(Section 4.1) without missing points and directly tested on ModelNet40 Partial.

For a fair comparison, we follow DCP [11], RPM [12] and RGM [15] and report450

the average registration errors on the group with 30% missing rate in Table 3

with qualitative results in Figure 7. Three traditional algorithms [7, 8, 9] out-

perform the four learning-based methods including PointNetLK [10], DCP [11],
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Table 4: Evaluations on Gaussian noise with the standard deviation equals to 0.05. All

networks are trained on Modelnet40 Clean Training Data without missing and noisy points.

Bold denotes the top performing measures.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

ICP 0.049258 0.413435 16.154294 0.096340 8.241147 0.049071

NDT 0.058998 0.518387 21.541951 0.044982 10.476870 0.022424

CPD 0.016864 0.140918 5.753399 0.006682 2.750101 0.003356

PNLK 0.032994 0.332014 14.352293 0.037295 7.654664 0.018523

DCP 0.050837 0.463393 20.397403 0.001136 10.807378 0.000572

RPM 0.083747 1.079716 51.637915 0.003194 29.808305 0.001602

FMR 0.020769 0.151866 6.166866 0.022762 3.141542 0.011399

DeepGMR 0.067272 0.803346 37.094805 0.006741 22.525591 0.003408

RGM 0.050613 0.586429 29.838333 0.000880 15.885876 0.000443

BTreeNet 0.013962 0.081754 3.317700 0.000070 1.700144 0.000034

IBTreeNet 0.012318 0.069757 2.829888 0.000060 1.389002 0.000031

RPM [12] and DeepGMR [14]. FMR [13] outperforms the traditional algo-

rithms [7, 8, 9] and other learning-based methods [10, 11, 12, 14, 15]. Our455

BTreeNet and IBTreeNet are significantly more accurate than both traditional

and learning-based methods, which indicates remarkable generalization on par-

tial 3D point clouds.

We analyse two possible reasons for the failure registration of the state-of-

the-art learning-based methods [10, 11, 14, 12, 15] on partial 3D point clouds.460

These methods perform poorly on partial 3D pint clouds without training them

in this scenario, indicating the poor generalization of each network on partial

visibility with broken point-to-point correspondences. A trained network model

should extract generalized features for different datasets and scenarios. Other-

wise, it can only perform well on a specific dataset or a scenario and needs to be465

retrained under different conditions. Second, these networks apply the ground-
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(a) Input (b) ICP (c) NDT (d) CPD (e) PointNetLK (f) DCP

(g) RPM (h) FMR (i) DeepGMR (j) RGM (k) BTreeNet (l) IBTreeNet

Figure 8: Registration results on 3D point clouds with Gaussian noise. Each 3D point cloud

contains 1,024 points.

truth transformation labels (rotation and translation) as supervision during the

training, which forces the network to output a certain transformation based on

a certain pattern of input 3D point cloud pairs. Since the broken point-to-point

correspondences have changed the pattern of input 3D point cloud pairs during470

the testing, the trained network models cannot recognize the changed pattern

and generate wrong transformations.

FMR [13] and our methods are all trained in an unsupervised manner and

find the global registration on input 3D point cloud pairs without ground-truth

transformation, which avoids the limitation of the supervised manner and out-475

performs other learning-based methods on partial 3D point cloud registration.

4.5. Gaussian Noise

To evaluate the robustness and generalization ability of each method to

noise, we generate the ModelNet40 Noise from the ModelNet40 Clean. Specifi-

cally, we sample noise from Gaussian distribution for the source 3D point cloud480

in ModelNet40 Clean with 0 mean and a standard deviation of 0.05. In the

ModelNet40 Noise, the Gaussian noise is added to all source 3D point clouds

in the ModelNet40 Clean, and these noises destroy the original point-to-point

correspondences. The initial rotations and translations are the same as the

ModelNet40 Clean.485
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Table 5: Evaluations on the unseen KITTI dataset that is not trained. All networks are trained

on the Modelnet40 Clean Training Data without missing and noisy points. Bold denotes top

three performing measures.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

ICP 0.030695 0.505911 16.626091 0.260118 8.847980 0.130960

NDT 0.030422 0.877822 36.667289 0.102342 16.307743 0.051711

CPD 0.001883 0.086971 3.557581 0.009284 1.241874 0.004788

PNLK 0.002546 0.085499 3.672698 0.006742 2.088179 0.003364

DCP 0.003720 0.181936 3.151685 0.143950 1.624810 0.073790

RPM 0.010139 0.360977 17.587084 0.029334 8.679858 0.014839

FMR 0.008252 0.245331 10.790774 0.031303 7.057602 0.015883

DeepGMR 0.000039 0.000580 0.027025 0.000036 0.011429 0.000018

RGM 0.005711 0.155436 6.258668 0.015307 3.305840 0.007752

BTreeNet 0.006533 0.256744 7.235349 0.144797 3.510368 0.074197

IBTreeNet 0.005452 0.235064 5.982500 0.144624 2.783603 0.074102

Most importantly, all networks are only trained on ModelNet40 Clean Train-

ing Data (Section 4.1) without noise and directly tested on ModelNet40 Noise.

The average registration errors of each method to noise with the standard de-

viation equal to 0.05 are reported in Table 4 with qualitative results shown

in Figure 8. Our methods are much more accurate than the state-of-the-art490

learning-based methods [10, 11, 12, 13, 14, 15] and traditional methods [7, 8, 9].

Similarly to the results on partial 3D point clouds, DeepGMR [14], RGM [15]

and RPM [12] do not provide accurate registration on noisy point clouds if these

networks are not trained in this scenario, which indicates the poor robustness

and generalization ability of these networks with noise. Traditional method495

CPD [9] outperforms the state-of-the-art learning-based methods [10, 11, 12,

13, 14, 15] on noisy point clouds, which indicates that CPD [9] can tolerate

large noise on point clouds.
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Unsupervised learning-based method FMR [13] and ours still outperform

other supervised learning-based methods [10, 11, 12, 14, 15] on noisy 3D point500

clouds, which demonstrates the effectiveness of the unsupervised manner on the

network generalization ability. The possible reasons for the failure registration

of the state-of-the-art learning-based methods on noisy 3D point clouds are the

same as that on partial 3D point clouds (see Section 4.4).

4.6. Generalization across Unseen Datasets505

We extensively conduct several comparison experiments to evaluate the gen-

eralization and robustness capability of our method. All learned models includ-

ing PointNetLK [10] DCP [11], RPM [12], FMR [13], DeepGMR [14], RGM [15]

and ours are trained on the same ModelNet40 Clean Training Data (Section 4.1),

and directly tested on the completely unseen datasets that are never trained.510

Note that the ModelNet40 Clean Training Data consists of sparse 3D point

clouds (e.g. table, bookshelf and guitar), and the unseen datasets are the large

and dense outdoor and indoor scenes captured from various sensors and totally

different from the ModelNet40 Clean Training Data. This large domain gap

between these datasets poses a significant challenge to the generalization of all515

learning-based methods.

4.6.1. Generalization on Unseen KITTI Scenes

To evaluate the generalization of each network on unseen datasets that are

not trained, we generate Unseen KITTI testing dataset, including 1,146 KITTI

odometry [20] LiDAR 3D point cloud pairs with realistic sensor noise for the520

evaluation. KITTI odometry [20] is an outdoor dense point cloud dataset ac-

quired by Velodyne-64 3D LiDAR scanners. We select every six frames in the

sequence of outdoor scans to ensure that the selected 1,460 point clouds can

fully represent the scenario and difficulty in this dataset. We sample 20,480

points from each selected dense 3D point cloud and normalize it into a unit525

sphere. Note that, the number of the down-sampled KITTI 3D point cloud is

still 20 times larger than that in the ModelNet40 Clean testing dataset. The
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(a) Input unseen outdoor scenes (b) ICP (c) NDT

(d) CPD (e) PointNetLK (f) DCP

(g) RPM (h) FMR (i) DeepGMR

(j) RGM (k) BTreeNet (l) IBTreeNet

(m) Input details (n) Ours (iter.8)

Figure 9: Qualitative registration results on unseen large and dense KITTI LiDAR 3D point

clouds. Each 3D point cloud contains 121,210 points for display. (a) Input 3D point clouds.

(b) - (d) Registration results of non-learning based methods ICP, NDT and CPD. (e) - (h)

Registration results of learning-based methods PointNetLK, DCP, RPM and RGM. (i) Reg-

istration results of our IBTreeNet. (j) and (k) Details of input and registration results of

IBTreeNet.
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Table 6: Evaluations on the Unseen Whu-TLS datasets that are not trained. All networks are

trained on Modelnet40 Clean Training Data without missing and noisy points. Bold denotes

top three performing measures.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

ICP 0.030002 0.870613 36.191176 0.337518 19.398201 0.170002

NDT 0.048445 0.702454 27.452705 0.165263 13.076433 0.082384

CPD 0.003510 0.057525 2.313392 0.007674 0.888502 0.004049

PNLK 0.009444 0.456522 13.951705 0.278294 7.738035 0.129433

DCP 0.009758 0.351936 9.775516 0.344886 5.153150 0.162643

RPM 0.024656 0.466777 21.402695 0.069478 11.701789 0.034369

FMR 0.022515 0.390340 18.571252 0.062369 11.474063 0.030415

DeepGMR 0.000128 0.022431 0.679253 0.014806 0.399354 0.007705

RGM 0.008434 0.175065 6.893064 0.026624 3.693086 0.013407

BTreeNet 0.012251 0.378394 9.169036 0.277799 4.697491 0.139201

IBTreeNet 0.008388 0.142164 6.251942 0.277579 2.882725 0.139073

settings of initial rotations and translations are the same as the ModelNet40

Clean testing dataset. Since the target point clouds are rotated and translated

from the source point clouds, thus exact point-to-point correspondences exist in530

Unseen KITTI.

In this experiment, all networks are trained on ModelNet40 Clean Training

Data (Section 4.1) and directly tested on Unseen KITTI. RGM [15] requires

significant memory and has the out of memory issue with a forward pass on a

single instance tested on a 32GB memory with an Intel i7-9700 3.00GHz CPU535

and a 12GB NVIDIA RTX 2080Ti GPU. By this hardware setting, RGM [15]

can only process approximately 3,078 points. Thus we down-sample all point

cloud pairs in Unseen KITTI to 3,078 points only for RGM [15]. Once the

transformation matrix has been obtained from RGM [15], we apply the esti-

mated transformation matrix to the original source point cloud with 20,480540
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(a) Input unseen scenes (b) ICP (c) NDT (d) CPD

(e) PointNetLK (f) DCP (g) RPM (h) FMR

(i) DeepGMR (j) RGM (k) BTreeNet (l) IBTreeNet

Figure 10: Qualitative registration results on unseen large-scale 3D point clouds. Each 3D

point cloud contains 20,480 points.

points.

The performance of each method on Unseen KITTI is reported in table 5.

DeepGMR [14] ranks first in all performing measures and achieves the best reg-

istration performance on Unseen KITTI. Traditional method CPD [9] outper-

forms all learning-based methods except DeepGMR [14], which shows the strong545

generalization of the CPD algorithm. Our IBTreeNet outperforms PRM [12],

FMR [13], RGM [15], ICP [7] and NDT [8].

Figure 9 shows the qualitative registration results of each methods on KITTI

datasets. Figure 11 shows the iteration illustration of each learning-based meth-

ods. It is worth noting that, the iteration methods proposed in DCP [11],550

RPM [12] and RGM [15] are limited in improving the registration accuracy,

whereas our IBTreeNet iteratively achieves the precise registration and shows

great generalization and robustness to unseen KITTI LiDAR points.
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(a) Input unseen outdoor

scenes

PointNetLK

DCP

RPM

FMR

DeepGMR

RGM

IBTreeNet

(b) iter. 1 (c) iter. 8

Figure 11: Iteration illustration on unseen KITTI LiDAR 3D point clouds. Each 3D point

cloud contains 111,989 points for display. 30



4.6.2. Generalization on Unseen Whu-TLS Scenes

To evaluate the generalization of each network on different unseen datasets555

that are not trained, we generate Unseen Whu-TLS testing dataset, including

1,000 Whu-TLS [43, 44, 45] 3D point cloud pairs with realistic sensor noise for

the evaluation. Whu-TLS [43, 44, 45] dataset, captured by terrestrial laser scan-

ners (TLS), is a large-scale 3D point cloud dataset, which includes 10 different

3D point cloud scenes (i.e., subway station, residence, riverbank, etc.) with560

variations in the point density, clutter and occlusion1. The Whu-TLS dataset

is challenging because multiple laser scanner systems (i.e., VZ-400, ScanSta-

tionC5, Leica HDS6100, etc.) with differences in terms of the measurement

range, accuracy and field of view are used to capture the 3D point clouds. For

each scene in 10 different scenes, we generate 100 point cloud pairs with the565

same settings as the Unseen KITTI testing dataset.

In this experiment, all networks are still trained on ModelNet40 Clean Train-

ing Data (Section 4.1) and directly tested on Unseen Whu-TLS. As illustrated

in Section 4.6.1, we use the same settings for RGM [15].

The performance of each method on Unseen Whu-TLS is reported in table 6570

with qualitative registration results of each method in Figure 10. Learning-based

method DeepRGM [14] ranks first in all performing measures, and the tradi-

tional method CPD [9] outperforms all learning-based methods except Deep-

GMR [14], which shows the strong generalization of the DeepRGM [14] and

CPD [9] on Unseen Whu-TLS. Our IBTreeNet outperforms RGM [15], Point-575

NetLK [10], DCP [11], FMR [13], RPM [12], ICP [7] and NDT [8] based on the

overall registration errors.

4.6.3. Generalization on Unseen Indoor Scenes

We then conduct the comparison experiments on unseen indoor scenes and

generate Unseen 3DMatch testing dataset, including 433 3DMatch [21] 3D580

point cloud pairs with the same settings as the Unseen KITTI testing dataset.

1Whu-TLS generates 11 different scenes and 10 scenes are publicly available for researches.
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(a) Input (b) ICP (c) NDT (d) CPD

(e) PointNetLK (f) DCP (g) RPM (h) FMR

(i) DeepGMR (j) RGM (k) BTreeNet (l) IBTreeNet

Figure 12: Registration results on unseen 3DMatch datasets.

3DMatch [21] is an RGB-D reconstruction dataset, which contains 433 recon-

structed dense 3D point clouds from eight sets of 2D scene images created from

the official testing split of the RGB-D reconstruction datasets [21]. The data

distribution of the reconstructed 3D point cloud is different from the data cap-585

tured by the LiDAR and laser scanners. In this experiment, all networks are still

trained on ModelNet40 Clean Training Data (Section 4.1) and directly tested on

Unseen 3DMatch. As illustrated in Section 4.6.1, we still use the same settings

for RGM [15].

The average registration errors of BTreeNet and IBTreeNet against ICP [7],590

NDT [8], CPD [9], PointNetLK [10], DCP [11], RPM [12], FMR [13], Deep-

GMR [14] and RGM [15] on Unseen 3DMatch are shown in Table 7, with qual-

itative results shown in Figure 12.

Similarly to the results on Unseen Whu-TLS, the learning-based method

DeepGMR [14] ranks first in all performing measures, and the traditional method595

32



Table 7: Evaluations on the unseen 3DMatch datasets that are not trained. All networks are

trained on modelnet40 clean data without missing and noisy points. Bold denotes top three

performing measures.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

ICP 0.073672 0.480146 18.846508 0.128525 10.100460 0.064284

NDT 0.079254 0.521475 21.268932 0.109614 10.633771 0.056268

CPD 0.018102 0.112831 4.536769 0.019583 2.186277 0.009842

PNLK 0.029412 0.223548 9.839967 0.030038 5.330842 0.014840

DCP 0.057605 0.499294 14.018398 0.312191 7.619330 0.156427

RPM 0.051456 0.401897 12.399297 0.045833 6.329186 0.023072

FMR 0.031666 0.454459 10.464576 0.036622 5.778973 0.018512

DeepGMR 0.005068 0.017258 0.678505 0.002990 0.360289 0.001487

RGM 0.042781 0.439900 10.011215 0.041061 5.486697 0.020612

BTreeNet 0.039944 0.398068 8.667772 0.310266 4.306098 0.155422

IBTreeNet 0.028588 0.221609 6.914699 0.310182 3.353310 0.155365

CPD [9] outperforms all learning-based methods except DeepGMR [14]. Our IB-

TreeNet outperforms RGM [15], PointNetLK [10], DCP [11], FMR [13], RPM [12],

ICP [7] and NDT [8] based on the overall registration errors. By comparison,

our IBTreeNet also achieves remarkable generalization to unseen indoor scenes.

Note that for all learning-based methods and traditional methods except600

CPD [9], the registration performance decreases to some extent on Unseen

3DMatch compared to the evaluation on Unseen KITTI and Unseen Whu-TLS.

We analyse one possible reason is that the data distribution and density of the

reconstructed 3D point clouds from 2D images are different from the LiDAR

and laser scanners.605
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Table 8: Evaluations on the Unseen Shapes testing datasets that are not trained. All networks

are trained on Modelnet40 Clean Training Data without missing and noisy points. Bold

denotes top three performing measures.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

ICP 0.064974 0.445631 17.599977 0.103102 9.721335 0.052357

NDT 0.050633 0.410507 16.808854 0.065777 8.472930 0.033677

CPD 0.014910 0.078536 3.070854 0.017432 1.340475 0.008933

PNLK 0.023981 0.232628 10.280659 0.029590 6.199633 0.014813

DCP 0.079755 0.663195 25.690459 0.196156 13.536360 0.095452

RPM 0.084928 0.653797 26.749477 0.073703 13.512754 0.035491

FMR 0.026686 0.253822 11.499332 0.045954 5.902958 0.023032

DeepGMR 0.000121 0.000404 0.020372 0.000026 0.007894 0.000013

RGM 0.049332 0.356896 14.399312 0.045966 7.821818 0.022589

BTreeNet 0.026233 0.267393 6.878716 0.196028 3.622638 0.095358

IBTreeNet 0.019934 0.243259 5.151717 0.195974 2.528907 0.095340

4.6.4. Generalization on Unseen Shapes

Additionally, we evaluate the performance of each method on unseen shapes

including the Stanford Dragon [22], Bunny [22], Hand [47] and Children2 that

are not trained. We create an Unseen Shapes testing dataset, including 1,000 3D

point cloud pairs with the same settings as the Unseen KITTI testing dataset.610

All networks are still trained on ModelNet40 Clean Training Data (Section 4.1)

and directly tested on Unseen Shapes. As illustrated in Section 4.6.1, we still

use the same settings for RGM [15].

The performance of each method on Unseen Shapes is reported in table 8.

Similarly to the results on Unseen Whu-TLS and Unseen 3DMatch, Deep-615

RGM [14] ranks first in all performing measures and CPD [9] outperforms all

2http://visionair.ge.imati.cnr/
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(a) Input (b) ICP (c) NDT (d) CPD (e) PointNetLK (f) DCP

(g) RPM (h) FMR (i) DeepGMR (j) RGM (k) BTreeNet (l) IBTreeNet

(m) Input (n) ICP (o) NDT (p) CPD (q) PointNetLK (r) DCP

(s) RPM (t) FMR (u) DeepGMR (v) RGM (w) BTreeNet (x) IBTreeNet

Figure 13: Registration results on unseen shapes datasets. Each 3D point cloud contains

20,480 points.

learning-based methods except DeepGMR [14] on Unseen Shapes. The learning-

based method PointNetLK [10], FMR [13] and our BTreeNet achieve the ap-

proximately similar registration results based on the overall evaluation metrics.

Our IBTreeNet outperforms all learning-based methods except DeepGMR [14].620

The qualitative registration results are shown in Figure 13.

4.7. Registration with Large Rotations

Large rotation is a challenging task for 3D point cloud registration. In this

experiment, we train all networks on ModelNet40 Clean Training Data (Sec-

tion 4.1) with the random rotations from 0 to 180 degrees. We then test all625

trained models on ModelNet40 Clean testing dataset with the random rotations

from 0 to 180 degrees. Note that, we only changed the random rotations from
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Table 9: Evaluations on 3D point clouds with the initial rotation ranges from 0 to 180 degrees.

Bold denotes top three performing measures.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

ICP 0.105312 2.463621 141.334273 0.162676 74.069710 0.079737

NDT 0.143004 2.472329 139.066895 0.113671 76.105349 0.056608

CPD 0.068746 2.386553 143.228976 0.053039 78.755450 0.026269

PNLK 0.126135 2.415207 137.081225 0.173611 79.806911 0.086528

DCP 0.137270 2.418509 134.438871 0.095526 74.231256 0.048041

RPM 0.055095 1.012850 59.677372 0.010019 50.646270 0.005000

FMR 0.090998 2.363750 137.574644 0.127406 77.094416 0.063657

DeepGMR 0.000010 0.000050 0.015365 0.000002 0.001595 0.000001

RGM 0.115444 2.642357 137.574520 0.737000 84.700130 0.365891

BTreeNet 0.067034 1.22952 64.790884 0.008188 57.402523 0.004077

IBTreeNet 0.040702 0.920210 55.247189 0.007913 47.852112 0.003916

[0, 45◦] to [0, 180◦] in ModelNet40 Clean Training Data (Section 4.1) and Mod-

elNet40 Clean testing dataset, respectively. Other settings are not changed in

these datasets.630

As can be seen in Tables 9 and 1, even if all networks are trained on point

clouds with large initial rotations, registration errors of all learning-based meth-

ods increase dramatically when the initial rotation ranges from 0 to 180 degrees,

except DeepGMR [14]. DeepGMR [14] significantly outperforms other learning-

based methods and traditional methods with large rotations and ranks first in635

all performing measures. DeepGMR [14] proposes a correspondence network

and two differentiable computing blocks for solving the problem on large rota-

tions. Although our IBTreeNet suffers on the large rotations, it still outperforms

ICP [7], NDT [8], CPD [9], PointNetLK [10], DCP [11], FMR [13] and RGM [15].

The qualitative comparisons are shown in Figure 14.640

PointNetLK [10], FMR [13], DCP [11] and RGM [15] do not converge during
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(a) Input (b) ICP (c) NDT (d) CPD (e) PointNetLK (f) DCP

(g) RPM (h) FMR (i) DeepGMR (j) RGM (k) BTreeNet (l) IBTreeNet

Figure 14: Registration results on 3D point clouds with large rotations.

Table 10: Ablation studies on our proposed binary tree and loss functions.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

without BT 0.021145 0.152280 7.028391 0.008171 4.090947 0.004103

BT-FC 0.016139 0.087589 3.511191 0.008165 1.771228 0.004099

BT-MLP 0.012294 0.065951 2.618611 0.007907 1.379738 0.003988

BT-Supervision 0.019359 0.096562 3.885027 0.008143 1.984579 0.004091

CD 0.015577 0.085754 3.434221 0.636930 1.735888 0.004100

CD+EMD 0.012294 0.065951 2.618611 0.007907 1.379738 0.003988

the training whereas RPM [12] and our methods converge to the local optima.

One possible reason is that more point cloud pairs are needed to be trained

under [0, 180◦] compared with that under [0, 45◦], which increases the variety

and complexity of training point cloud pairs and is challenging to extract the645

generalized features for the increased varieties.

4.8. Ablation Studies

In this section, we present the results of the ablation studies to analyse the

effectiveness of each component in our BTreeNet. In particular, we train all

ablated models on the ModelNet40 Clean Training Data (Section 4.1) and test650

them on the ModelNet40 Clean testing datasets. The initial rotations in this
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Table 11: Ablation studies on the weighted loss function. λ1 and λ2 denote the weights of

CD and EMD, respectively.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

λ1 = 0.1;λ2 = 0.9 0.014545 0.078982 3.158734 0.008142 1.601008 0.004088

λ1 = 0.2;λ2 = 0.8 0.013478 0.074375 2.967007 0.008142 1.490887 0.004089

λ1 = 0.3;λ2 = 0.7 0.012810 0.071483 2.847388 0.008142 1.425907 0.004089

λ1 = 0.4;λ2 = 0.6 0.013562 0.075923 3.031684 0.008141 1.523975 0.004089

λ1 = 0.5;λ2 = 0.5 0.014778 0.080827 3.234577 0.008142 1.626481 0.004089

λ1 = 0.6;λ2 = 0.4 0.013858 0.076176 3.043757 0.008141 1.536414 0.004089

λ1 = 0.7;λ2 = 0.3 0.014435 0.079602 3.182555 0.008141 1.599607 0.004089

λ1 = 0.8;λ2 = 0.2 0.013205 0.073918 2.947582 0.008141 1.483749 0.004090

λ1 = 0.9;λ2 = 0.1 0.015058 0.084448 3.383622 0.008141 1.703698 0.004090

λ1 = 1.0;λ2 = 1.0 0.012294 0.065951 2.618611 0.007907 1.379738 0.003988

analysis are in the range of [0, 45] degrees, and the initial translations are in the

range of [−0.5, 0.5]3.

We first analyse the effectiveness of our proposed binary tree-based forward

propagation with the standard forward propagation without using a binary tree655

(without BT), as reported in Table 10. BT-FC and BT-MLP denote the fully

connected layers and MLP models that are adopted in the binary tree, respec-

tively. It is obvious that both BT-FC and BT-MLP outperform the standard

forward propagation without using a binary tree, which shows the effectiveness

of our proposed binary tree. Since BT-MLP outperforms BT-FC, the MLP660

models are adopted in the binary tree. The loss function of the CD shows the

lower registration accuracy by comparing it with the combination of the CD and

the EMD. We still evaluate our BTreeNet in a supervised manner following the

supervised loss function in DCP [11], which minimizes the difference between

the estimated transformation matrix and the ground-truth transformation ma-665

trix and is denoted as BT-Supervision. The combination of the CD and the
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Table 12: Ablation studies on the feature extraction modules.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

BT-V1 0.012294 0.065951 2.618611 0.007907 1.379738 0.003988

BT-V2 0.066103 2.822350 174.840489 0.009611 100.515426 0.004796

BT-V3 0.045849 0.310504 12.621608 0.008175 6.370999 0.004105

Table 13: Ablation studies on the level of the binary tree.

Methods MIE ↓ MIE ↓ MAE ↓ MAE ↓ F Norm ↓ CD ↓

(Rot.) (Trans.) (Rot.) (Trans.) (T)

BT-L2 3.624825 0.008165 1.824710 0.004099 0.090332 0.016149

BT-L3 3.068289 0.008164 1.536206 0.004099 0.076868 0.013486

BT-L4 2.830392 0.008165 1.416922 0.004099 0.071089 0.012618

BT-L5 2.618611 0.007907 1.379738 0.003988 0.065951 0.012294

BT-L6 13.380222 0.008176 7.443230 0.004106 0.286715 0.035227

BT-L7 19.369034 0.008166 8.403775 0.004099 0.406013 0.043825

EMD loss function also outperforms the supervised manner on our BTreeNet.

Thus, we use the combination of the CD and the EMD as the final loss function.

The weighted test of the final loss function is reported in Table 11. We select

the best performance in all performing measures with λ1 = 1.0 and λ2 = 1.0 for670

CD and EMD, respectively.

We then analyse the effectiveness of three state-of-the-art feature extraction

modules in PointNet [16], PointNet++ [29] and DGCNN [19] to select the most

effective feature extraction module for our BTreeNet, and the resulting methods

are denoted as BT-V1, BT-V2 and BT-V3. As reported in Table 12, the feature675

extraction module of MLP models in PointNet [16] outperforms others with the

lowest average registration errors. PointNet++ [29] is a representative of the

class of hierarchical feature extraction networks that aggregate local features

before global pooling. PointNet [16] outperforms PointNet++ [29] in the en-
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Table 14: Evaluations on 3D point clouds with the large rotations, Gaussian noise and partial

visibility together. The initial rotation ranges from 0 to 180 degrees. The standard deviation

of Gaussian noise is 0.01. The 70% of the points are retained in source 3D point cloud. All

networks are trained on Modelnet40 Clean Training Data with the [0, 180◦] rotations without

missing and noisy points. All networks are tested on ModelNet40 Partial & Noise with the

random rotations from 0 to 180 degrees. Bold denotes the best performing measures.

Methods CD ↓ F Norm ↓ MIE ↓ MIE ↓ MAE ↓ MAE ↓

(T) (Rot.) (Trans.) (Rot.) (Trans.)

ICP 0.127023 2.478114 140.039088 0.232349 73.982576 0.116232

NDT 0.163471 2.491908 138.536217 0.227821 76.550642 0.111283

CPD 0.097589 2.419856 140.816336 0.187100 80.316289 0.093111

PNLK 0.166495 2.438380 133.998653 0.264212 81.443547 0.131969

DCP 0.143335 2.418145 133.654160 0.096254 74.054247 0.048559

RPM 0.132424 1.384155 66.200785 0.205663 54.264680 0.102969

FMR 0.121134 2.395068 135.549886 0.215384 80.910621 0.106631

DeepGMR 0.140693 1.896580 97.199968 0.196313 72.883297 0.098153

RGM 0.446829 2.645025 136.359483 0.766860 84.548646 0.382923

BTreeNet 0.074901 1.310750 68.201930 0.008189 61.199467 0.004077

IBTreeNet 0.058597 1.211751 60.334884 0.007321 50.298829 0.003508

coder using the global pooling. We analyse that this is because local pooling680

is less stable than global pooling due to suboptimality in the selection of local

neighbourhoods for the whole point cloud. Aggregating local features before

global pooling results in unstable global features for our binary tree-based de-

coder to estimate the optimal rotation and translation. DGCNN [19] learns

local geometric features via constructing the k points for each point and also685

aggregates local features using local pooling, which is also not suitable for our

binary tree based decoder. In addition, PCN [41] and TopNet [40] achieve a

similar conclusion for the problem of local pooling in PointNet++ [29] on the

3D point cloud completion task.

The number of binary tree level L in BTreeNet is examined by varying L690

40



(a) Input (b) ICP (c) NDT (d) CPD (e) PointNetLK (f) DCP

(g) RPM (h) FMR (i) DeepGMR (j) RGM (k) BTreeNet (l) IBTreeNet

(m) Input (n) ICP (o) NDT (p) CPD (q) PointNetLK (r) DCP

(s) RPM (t) FMR (u) DeepGMR (v) RGM (w) BTreeNet (x) IBTreeNet

Figure 15: Failure cases on partial point clouds with 50% of missing data. The partial 3D

point clouds should be transformed to the the same parts in target point clouds rather than

the centre of the target point clouds.

in 2, 3, 4, 5, 6, 7. The results are reported in Table 13, which shows 5 levels in

BTreeNet has a good trade off between alignment accuracy and computational

performance. As shown in the table, after a certain level the increase of the tree

depth does not increase the accuracy of the registration. The reason is that 5

levels in BTreeNet already sufficiently include the majority of features in the695

alignment in this experiment.

5. Discussion and Limitation

We have identified two prominent failure cases for our BTreeNet and IB-

TreeNet. First, Our models fail to transform 3D point clouds with large missing

data. As shown in Figure 15, 50% of the points are missing in the input source700
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3D point cloud. The partial point clouds should be transformed to the same

parts in target point clouds rather than the centre of the target point clouds,

as shown in Figure 15 (k), (l), (w) and (x). We analyse that the loss function

of our combined CD and EMD finds the global registration between two shapes

without considering the local to global registration. However, other supervised705

learning-based methods still meet this problem because they force the network

to output a certain transformation based on a certain pattern of input 3D point

cloud pairs by using the supervised manner and still do not consider the local

to global registration in their loss function.

Second, our models fail to transform 3D point cloud with the combination of710

partial overlap, noise and large initial rotations. To evaluate the robustness of all

algorithms on 3D point cloud pairs with the combination of these scenarios, we

generate a ModelNet40 Partial & Noise testing dataset from ModelNet40 Clean.

Specifically, for each source 3D point cloud in ModelNet40 Clean, we first sample

noise from Gaussian distribution with a standard deviation of 0.01, and then715

create a random clipping plane passing through the origin and shift it to retain

70% of the points. All networks are trained on ModelNet40 Clean Training

Data (Section 4.1) with random rotations from 0 to 180 degrees. We test all

trained models on ModelNet40 Partial & Noise with random rotations from 0 to

180 degrees. The performance of each method on ModelNet40 Partial & Noise720

with the large rotation is reported in table 14. Both traditional and learning-

based methods fail to achieve accurate registration, which indicates the poor

robustness and generalization ability of each network under such challenging

conditions.

DeepGMR [14] shows the best performance on 3D point clouds with point-725

to-point correspondences (Sections 4.3, 4.6 and 4.7), however, it shows poor

robustness and generalization ability on partial visibility and noise with broken

point-to-point correspondences, as reported in Tables 3 and 4. Thus, Deep-

GMR [14] fails under the combination of partial overlap, noise and large ro-

tations. Although our BTreeNet and IBTreeNet still do not achieve accurate730

registration in this challenging condition, they achieve the best performing mea-
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sures based on the overall registration errors. We analyse the possible reasons

are: (i) Our methods can tolerate noise and partial overlap to some extent with-

out training them in these scenarios (Sections 4.4 and 4.5); (ii) Although our

methods suffer on the large rotations, they still outperform ICP [7], NDT [8],735

CPD [9], PointNetLK [10], DCP [11], FMR [13] and RGM [15] (Section 4.7).

6. Conclusion

A novel unsupervised deep learning network – BTreeNet is proposed for 3D

point cloud registration. BTreeNet consists of a hierarchical binary tree-based

forward propagation that learns features for the rotation separately from the740

translation and avoids the interference between the estimations of rotation and

translation in one single matrix. Based on the BTreeNet, IBTreeNet is pro-

posed to iteratively rotates and translates the source 3D point cloud to the

target. With an identical network architecture to BTreeNet, the IBTreeNet

is trained based on the registration result of a trained BTreeNet model. Once745

trained, the IBTreeNet model can be reused and iteratively improve the registra-

tion accuracy. Our method achieves precise registration and shows remarkable

generalization and robustness to unseen outdoor and indoor scenes that are not

trained. In future work, more accurate registration of partial 3D point clouds

with large missing rates would be an interesting direction to pursue.750
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