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Robustness-via-Synthesis: Robust Training with
Generative Adversarial Perturbations

Inci M. Baytas, and Debayan Deb

Abstract—Upon the discovery of adversarial attacks, robust
models have become obligatory for deep learning-based systems.
Adversarial training with first-order attacks has been one of
the most effective defenses against adversarial perturbations to
this day. The majority of the adversarial training approaches
focus on iteratively perturbing each pixel with the gradient of
the loss function with respect to the input image. However, the
adversarial training with gradient-based attacks lacks diversity
and does not generalize well to natural images and various
attacks. This study presents a robust training algorithm where
the adversarial perturbations are automatically synthesized from
a random vector using a generator network. The classifier is
trained with cross-entropy loss regularized with the optimal
transport distance between the representations of the natural
and synthesized adversarial samples. Unlike prevailing generative
defenses, the proposed one-step attack generation framework
synthesizes diverse perturbations without utilizing gradient of
the classifier’s loss. Experimental results show that the proposed
approach attains comparable robustness with various gradient-
based and generative robust training techniques on CIFARI10,
CIFAR100, and SVHN datasets. In addition, compared to the
baselines, the proposed robust training framework generalizes
well to the natural samples. Code and trained models will be
made publicly available.

Index Terms—Adversarial robustness, adversarial training,
adversarial attacks synthesis, optimal transport.

I. INTRODUCTION

EEP neural networks, in particular, convolutional neural

networks (CNNs) have become a cornerstone for rep-
resentation learning in various computer vision applications.
Remarkable state-of-the-art performances of CNN architec-
tures have been reported for various benchmark datasets in
literature [[1]. On the other hand, Szegedy et al. [2]] unraveled
an unprecedented vulnerability of CNNss to specifically crafted,
but imperceptible, perturbations known as adversarial attacks.
Upon this discovery, various studies [3[]-[7] showed that it
is possible to generate adversarial perturbations of varying
strengths using a target, or a surrogate deep model.

The adversarial attacks can be classified into three cate-
gories, such as white-box, gray-box, and black-box attacks [8]].
The white-box attacks require the full knowledge of the target
model [8]. Projected Gradient Descent (PGD) [9] is accepted
as one of the most powerful white-box attacks. The PGD
method iteratively computes the first-order gradient of the
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target model with respect to the input. Whereas, the gray-
box attacks have access to the architecture of the target model
however the learned model parameters are not available [§]].
On the other hand, the black-box methods are only allowed to
make queries to the model [§]]. The presence of various types
of adversarial attacks indicates that the adversarial samples
may emerge as a security risk for many deep learning-based
systems, such as self-driving cars [10], face recognition sys-
tems [11]], and healthcare [12]]. Therefore, it is now imperative
to safeguard deep networks against adversarial perturbations.

In a standard supervised training setting, CNNs are trained
with a set of natural images which lack representation of
potential adversarial samples. Thus, a naturally trained deep
classifier is prone to misclassify the adversarial samples. To
alleviate the vulnerability of the CNNs against adversarial
samples, adversarial defense methods have been developed.
The state-of-the-art defense techniques pose the adversarial
robustness as a generalization problem and try to regularize
the deep model training by augmenting the training set with
adversarial samples. Such techniques are known as adversarial
training [9], [13[]. In the most common adversarial training
methods [9]], [13]], the adversarial samples are generated by a
single type of adversarial attack during the training.

Although adversarial training is accepted as one of the
most effective adversarial defense techniques that is applied
to various domains [14], [15], it has received criticism due
to several issues. First, the adversarial training conditions the
robustness on only one type of attack [16]]. Unfortunately, both
single step and iterative adversarial generation techniques fail
to find transferable attacks [[17]]. Moreover, adversarial training
with a strong iterative attack does not necessarily correspond
to improved robustness against various kinds of attacks [18].
Therefore, adversarial training suffers from overfitting certain
first-order adversaries. Second, the adversarial training with
strong attacks forces the model to capture certain features on
extremely perturbed images. As a result, the test performance
on natural images degrades severely as the attack strength in
adversarial training increases. Lastly, the adversarial training
techniques with first-order attacks are computationally expen-
sive since extra back-propagation steps are essential to gen-
erate adversarial samples at each training step. Therefore, the
quest for a more generalizable adversarial defense technique
with less computational overhead and pristine natural accuracy
abides.

To alleviate the overfitting issue, we propose synthesizing
diverse adversarial perturbations during adversarial training.
Generative models can be utilized to introduce diversity in
the adversarial perturbations. Although generative methods are



extremely versatile in modeling distributions, robust models
trained with generative attacks [19]—[21] has not reached the
desired level of adversarial robustness and generalizability
to natural samples compared to adversarial training with
gradient-based attacks.

Instead, we propose a generative method that synthesizes
one-step diverse perturbations without utilizing gradient of the
classifier’s loss with respect to input image. The proposed gen-
erator is incorporated into a regularized adversarial end-to-end
training framework for enhanced robustness to perturbations
while maintaining superior generalizability to natural samples.

The contributions of the study are summarized below:

o A lightweight generator is designed to synthesize ad-
versarial perturbations from a random vector. Without
utilizing the input image, the generator can output diverse
adversarial perturbations.

o The generator is trained to maximize the optimal trans-
port distance between natural and synthesized adversarial
samples. Therefore, the perturbation generation process
does not depend on the class labels.

o The perturbation generator does not require the gradient
of the classifier’s loss function with respect to the input
image. In addition, the generator synthesizes adversarial
attacks in a single step. Thus, the proposed robust training
has less time complexity than adversarial training with
iterative attacks.

o The objective of the proposed robust classifier is regular-
ized with optimal transport distance between the natural
and synthesized adversarial samples. Thus, the represen-
tation learning layers are guided to output features that
follow similar distributions for natural images and their
adversarial counterparts.

o The proposed end-to-end robust training approach does
not sacrifice the natural accuracy while providing a
robustness that is comparable with the state-of-the-art
adversarial accuracy in literature.

The rest of this paper is organized as follows. In Section
we overview state-of-the-art adversarial training methods with
gradient-based and generative attacks. In Section the
proposed framework is presented. The experimental results
and analysis are discussed in Section Final discussion is
provided in Section [V]

II. RELATED WORK

The PGD attack has been one of the most effective white-
box first-order attacks in literature [9]. As a result, PGD adver-
sarial training is one of the most effective adversarial defense
techniques. On the other hand, the PGD adversarial training
has a poor generalization performance due to the lack of
diversity in the PGD attacks [22]. There is a growing number
of studies that investigate more robust and more generalizable
adversarial defense techniques. While some of the studies
aim to generate more diverse gradient-based attacks [23]—[25],
some of them obtain adversarial samples through generative
processes [[19]—[21]. In this section, we overview studies that
focus on improving the robustness and generalizability of
adversarial training with gradient-based and generative attacks.

A. Adversarial training with gradient-based attacks

Various studies in the literature have analyzed the trade-
off between adversarial robustness and generalization. For
instance, Zhang and Wang [23] discussed that the common
issues in adversarial training, such as label leaking, are due to
solely focusing on the decision boundary during attack gener-
ation. To facilitate a more generalizable adversarial training,
adversarial perturbations are obtained considering inter-sample
relationships rather than the decision boundary [23|]. This
feature scattering-based method generates adversarial samples
via maximizing the difference between the distributions of
natural and adversarial samples over a mini-batch. The fea-
ture scattering-based attack [23]] enables improved robustness
with a single-step gradient-based attack compared with the
standard PGD adversarial training [9]. Wang and Zhang [26]
also proposed bilateral adversarial training where both image
and label are perturbed during training. The authors adopted
targeted attack with the most confusing class.

Some studies argue that the existence of the adversarial
samples is due to the features with non-robust components.
Lee [24]] proposed a vertex mixup approach to alleviate over-
fitting to the non-robust features. Their proposed adversarial
vertex mixup approach comprises label smoothing and data
augmentation. Label smoothing alleviates overfitting by mak-
ing the model less confident about its predictions. Meanwhile,
the training set is diversified through the combinations of
adversarial and original samples, where the adversarial sam-
ples are obtained with PGD. Another interpolation technique
to improve the adversarial robustness was studied by Zhang
and Xu [25]. In their study, adversarial interpolation [25] is
computed by minimizing the distance between the feature rep-
resentations of a randomly perturbed sample and an adversarial
sample, which is generated by maximizing the cross-entropy
loss function. The interpolated input and target pairs are used
in adversarial training. Adversarial interpolation is later used
along with generative attacks to boost the generalization of the
robust training [19].

Empirical analysis demonstrates that the generalization
property of adversarial training can be improved without sac-
rificing robustness with methods such as Feature Scatter [23]
and Adversarial Interpolation Training [25]. However, the
challenges due to the complexity of incorporating a gradient-
based attack and overfitting to a single type of attack remain.
For this reason, the quest for more diverse and efficient attacks
to integrate into the robust training leads the way to the
generative models.

B. Adversarial training with generative attacks

White-box gradient-based attacks have gained recognition
as the most powerful adversarial perturbation generation tech-
nique. On the other hand, incorporating powerful adversarial
attacks in robust training may not always reflect strong ro-
bustness. Since multi-step gradient attacks are prone to lack
diversity, generative models have been considered an option
for exploring adversarial samples in the input space.

Generative Adversarial Trainer (GAT) by Lee et al. [27]]
is one of the early defense techniques that replace the sign
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Fig. 1: Overview of the robustness via synthesis framework. Input of the generator is a normal random vector denoted by
z. The perturbation obtained by the generator G is denoted by d,. The adversarial sample is computed by adding J, to the
original image x. The latent representations of the original f (x) and the adversarial images f (X,qv) are obtained using a CNN
architecture. The red and green arrows represent the path of error propagation to update the weights of f and G, respectively.
The generator is updated using the optimal transport distance D (u, pt,4,) between the latent representations of the original
and the adversarial images. On the other hand, the classifier CNN is updated using the cross-entropy loss L¢ g regularized by
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of the input gradient with a generator, which is conditioned
on the input gradient. The amount of the perturbation is
controlled by the /5 norm regularization. After the generator
is updated, the training set is augmented with the adversarial
samples. The discriminator’s objective function is the same as
the objective function with adversarial regularization proposed
by Goodfellow et al. [13]. Samangouei et al. [28]], on the
other hand, posed the robustness against adversarial attacks as
denoising adversarial samples encountered during inference.
Therefore, the authors designed Defense-GAN, which can
be used with any classifier. At test time, the Defense-GAN
generates a reconstruction of the original input without the
adversarial noise. However, the empirical evidence for the
denoising capabilities of the Defense-GAN is only demon-
strated for one-step FGSM and CW attacks. For this reason,
the efficiency of the Defense-GAN against multi-step attacks
is unclear.

One of the factors that cause poor generalization is using
one type of attack to solve the inner maximization problem
of the adversarial training. Dong et al. [29] addressed this
issue by learning an adversarial distribution rather than a
single adversarial sample to solve the inner maximization
problem. Their proposed solution, namely Adversarial Distri-
bution Training (ADT), models the distribution of the potential
adversarial samples around each input. Compared with the
state-of-the-art results on benchmark datasets, the performance
of the ADT is inferior. However, the level of robustness
provided by ADT is more consistent across various attacks.

In a more recent study, Jeddi et al. [21] proposed a ro-
bust training framework, namely Learn2Perturb, by injecting
perturbations into each layer to increase the uncertainty of
the deep network. The perturbations, which are added to each
feature map, are drawn from a zero-mean normal distribution
with a learnable standard deviation. Learn2Perturb alternat-
ingly updates the parameters of the model and perturbation-
injection. Unlike the traditional generation of adversarial per-
turbations, the Learn2Perturb aims to learn the distribution of
the perturbations in the latent spaces governed by the feature

maps. On the other hand, the Learning2Perturb model cannot
overcome the poor generalization performance of the PGD
adversarial training considering its test performance on natural
images.

Jiang et al. [19] on the other hand, adopted a generic
learning-to-learn (L2L) framework for adversarial training.
The authors designed an attacker network to generate perturba-
tions. The attacker network either synthesizes perturbations via
only the original samples or concatenation with their gradients.
The latter is called gradient attacker, and its multi-step version
is also provided [[19]]. The multi-step gradient attacker aims to
mimic the PGD attack with an RNN. Although one-step and
two-step gradient attackers improve the adversarial accuracy,
they still cannot generalize well to the natural samples. How-
ever, Jiang et al. [19] also showed that combining L2L with
adversarial interpolation training yields a boost in both natural
and adversarial accuracies.

L2L based robust training is also investigated by Jang et
al. [20]. The authors proposed a generator that can synthesize
strong and diverse attacks. Their proposed framework, named
L2L-DA [20], adopts a recursive approach to generate strong
perturbations while the diversity is enforced by an additional
diversity loss. Unlike the gradient attacker in L2L [[19]], the
generator takes random noise in addition to the original sample
and its gradient. Experiments on benchmark datasets indicate
improved robustness compared to L2L [[19]. However, both
robust and natural accuracies of L2L-DA cannot reach state-
of-the-art performances.

Wang and Yu [30] also designed a GAN to parametrize
the inner maximization problem. A more traditional GAN
structure is considered to generate adversarial perturbations.
Similar to L2L-DA [20] and L2L [19], the input of the
generator is the original sample. The tanh activation function
in the last layer of the generator ensures that the perturbations
will not exceed the epsilon ball. The author also suggested
regularizing the discriminator network with the norm of the
gradient in order to stabilize the GAN training. Their proposed
robust training cannot improve the adversarial accuracy over



PGD adversarial training, however, it achieves a much higher
natural accuracy than the PGD adversarial training.

The majority of the studies reviewed in this section re-
quire the gradient of the classifier’s loss. Even the genera-
tive perturbation frameworks take gradient information along
with the input sample and utilize recurrent architectures to
intensify the adversarial perturbations. However, to the best
of our knowledge, robust training techniques with generative
frameworks sacrifice either robustness or generalization to
natural samples in order to increase the attack strength and
diversity. In this study, we present an adversarial perturbation
generation method that promotes diversity without utilizing
any input sample or gradient information. Yet, the proposed
framework provides a more robust and generalizable classi-
fier than the adversarial training techniques with generative
attacks discussed in this section. In this regard, we posit that
regularizing the classifier is crucial to lead the generator to
explore diverse adversarial directions. Updating the classifier
with cross-entropy loss alone is not sufficient to learn a robust
representation even if we augment the training set with strong
generative attacks.

III. METHOD

Due to the fact that we do not have access to all possible
samples that lie in the input space (including adversarial
examples), the standard training procedure inevitably encodes
non-robust features. Therefore, if we require any robustness
against adversarial directions in the input space, it is impera-
tive to introduce diverse perturbations to the classifier during
training. To promote diversity in perturbations, we propose a
regularized adversarial training technique that encourages the
proposed generator to synthesize diverse attacks.

A. Problem Definition

Given a dataset D = {(x;,%;)}}Y, of N natural images
x; € Rdwxdnxcin and their labels y; € 1,--- ,C, the adver-
sarial training is posed as the following two step optimization
problem:

N

1
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2

where 0 is the parameter of the classifier network, d; is the
perturbation generated for x;, S = {4 : ||8]]|c < €} is the set
of allowed perturbations, and £ () is an objective function,
e.g, Cross-entropy.

The perturbation & is generated via the inner maximization
step in the Eq. |1} which is an intractable problem. The gradient
of the objective function at an input data point is extremely
informative about the adversarial direction. For this reason,
one of the most powerful adversarial attack approaches is
Projected Gradient Descent (PGD) [9] given below.

X" =Ty s (%" + asign (VoL (f (xi +6:50) ,5:))) (2)

where II is a projection ensuring that the amount of per-
turbation will not exceed e and the adversarial sample
will be inside the input domain, « is the step size, and

sign (VXL (f (x; +0;;0) ,y;)) is the direction at the input
that increases the value of the objective function. Thus, the
PGD adversarial training [9]] poses robust training as a saddle
point problem, where the PGD attacks are obtained by the
maximization step and the model parameters are updated via
the minimization problem.

There are several issues with adversarial training when the
attack method is PGD. Although the PGD attack is quite
strong, the diversity among the attacks at different training
iterations is limited. Thus, label leaking and catastrophic
overfitting often hinder both the robust and generalization
performance of the PGD adversarial training. Besides, when
the perturbations obtained by PGD are added to the input
image, we may lose the information of the natural patterns.
We can observe this issue by the degradation in the natural
accuracy of the adversarially trained models. Furthermore,
iterative gradient-based attacks are very time-consuming due
to multiple backpropagation steps at each iteration.

In this study, the proposed adversarial training framework,
illustrated in Fig. [I] is designed to induce adversarial robust-
ness without sacrificing the natural accuracy. In particular, the
proposed approach aims to alleviate the following challenges.

o Although the iterative gradient-based adversarial at-
tacks [9]] are strong regarding the reduction in test accu-
racy, they often push the natural samples towards similar
adversarial directions such that the perturbations may
be constantly projected back onto the boundary of /.,
norm ball. Thus, the adversarial perturbations are not
versatile enough to enable robustness without overfitting
to a certain type of attack.

o Iterative gradient-based adversarial attack generation al-
gorithms are computationally expensive. Therefore, they
may not scale to large-scale problems.

o In robust training with generative attacks, when the attack
generator network is conditioned on a single input or
its gradient, the generator network may overfit to a
certain subtle perturbation around the input sample. This
situation gets more acute when the parameters of the
generator are updated by maximizing the cross-entropy
loss.

« Updating both attack generator and the classifier networks
with cross-entropy loss alone results in weaker perturba-
tions.

The proposed framework comprises two modules: adversarial
perturbation generator and a classifier. In the next section,
adversarial perturbation generator will be discussed.

B. Adversarial Perturbation Generator

Generative Adversarial Networks (GANs) have been one
of the most popular generative models that indirectly learn
the distribution of the input data. The generator network may
take a random vector or may be conditioned on a specific
sample and generates realistic fake samples. A well-trained
binary classifier that discriminates a sample as fake or real,
is necessary to induce the generator to output more realistic
samples [31]. Inspired by the GAN mechanism, we propose



TABLE I: Generator architecture. The latent representation
before the last fully connected layer of the WRN-28-10
network is 640 dimensional. The CIFAR10, CIFAR100, and
SVHN datasets have RGB images of size 32 x 32 x 3. For
this reason, a normal random vector is drawn from the 640
dimensional space and decoded to a 32 x 32 x 3 tensor.

[ Layer [ Size [ Output |
Tnput z € R0 ~ N (0,1) 640 x 1
FC 640 x 4096 4096 x 1
Reshape 8 X 8 X 64
DeConv Kernel:4 x 4, Stride:2, Channels:32 16 x 16 x 32
Batchnorm
Leaky ReLU Leakiness:0.2
DeConv Kernel:4 x 4, Stride:2, Channels:16 | 32 x 32 x 16
Batchnorm
Leaky ReLU Leakiness:0.2
Conv Kernel:4 x 4, Stride:1, Channels:3 32 x32x%x3

an adversarial perturbation generator G (z; ®) where z is a
random vector and ® is the parameters of the generator.

The main purpose of using a generator to obtain adversarial
perturbations is to learn how the perturbations within an e
ball are distributed. As seen in Fig.[T] unlike many generative
attack models in literature, the proposed generator G (z; ®) is
not conditioned on the input sample or the gradient of the loss
function at the input. There are two essential reasons behind
this design. First, the proposed generator does not output an
adversarial image but an adversarial perturbation. For this
reason, the output of the generator is not explicitly forced
to be visually similar to a particular pattern. Consequently,
generating the perturbation from a random vector facilitates
diversity among adversarial samples compared with generating
a perturbation at a particular data point. Second, decoding a
random vector into a perturbation tensor is less computation-
ally expensive than including an extra encoder in a pixel to
pixel setting.

To generate an adversarial attack, we first sample a normal
random vector, z € R?, in the latent space of the classifier.
The random vector is then decoded into a tensor of the
same size as the input image x as shown in Table || This
tensor has unbounded values. However, we avoid using the
tanh activation function in the last layer of the generator.
Due to its flat regions, the tanh function is notoriously
prone to numerical instabilities. Moreover, according to our
observations, the tanh activation function forces the majority
of the perturbation values to be exactly —1 and 1 that prevents
the diversity. To ensure that the perturbation is within the set
of allowed perturbations in the ¢, ball, clipping between the
values [—e, €] is employed instead of multiplying the tanh
output by €. Thus, the generator is intended to be more flexible
to explore potential adversaries in a wider territory.

After obtaining the perturbation §, the adversarial sample
is obtained as follows

0, =1s (G (z; ®)) 3)
Xady = 1k (X + 69) 4)

where x,q, € R%w>dnX¢in ig the adversarial sample, IIg and
IIx denote the projection operators (e.g., clipping) to map the

perturbation into S and the adversarial sample back into the
input domain, respectively.

Parameters of the generator, ® are updated through the
following optimization problem.

qu)%x'D (p'a /’l’adv) (5)

where D (i, p,q,) denotes the optimal transport (OT) distance
between the natural and the adversarial sample distributions.
The OT distance is a well-studied distance that stabilizes
and improves the GAN training [32], [33]. The OT distance
between two distributions is defined as follows.

D(p,v) = inf

Exyynt (X, 6
et a0 Y) ©

where II (u,v) is the set of joint distributions vy (x,y) with
marginal distributions of p (x) and v (y), and c(x,y) is a
cost function [23]]. The OT distance represents the minimum
cost to transport one marginal to another.

Following the footsteps of Zhang et al. [23]], finding the OT
distance is equivalent to the following problem.

D (IJ’v Nadv) =

omin  STS Ty (F (05 f (xa)y) @

i=1j=1

where n denotes the size of the mini-batch, II (u, uyy) =
{T € R T1, = u,TT1, = Uy}, 1, is n—dimensional
all-one vector, u and u,gy contain the values of the weight
vectors o = {w; 1", and w4, = {v;}7,, respectively [23].
Since p and p,q, are probability distributions, > u; =
>, v; = 1. In this study, the cost function in Eq. is defined
as the euclidean distance between the latent representations of
the natural and the adversarial samples as shown below.

e (605 f (xa)) = 1 () = F () ®)

The OT distance in Eq.[/|is coupled over mini-batches such
that the distance between empirical distributions of the natural
samples and their adversarial counterparts in one mini-batch is
measured. Since the adversarial perturbation is not generated
at a single sample, the generation process potentially explores
a wider region in the input space. Secondly, the perturbation
is not generated by taking the sign of the gradient of the OT
distance. When we add the sign of the gradient to the input
sample, every pixel moves exactly the same amount. For the
pixel values that are close to the upper and lower bounds of
the input domain, the perturbation may not have any effect due
to clipping. Such cases are prone to overfitting. Therefore, a
generator is designed to output a perturbation tensor whose
values range between [—¢, €].

The proposed generator does not require multiple backprop-
agation steps or a recurrent loop. Thus, the proposed adver-
sarial perturbation generator is less expensive than iterative
attacks. As presented in Algorithm [I] at each iteration, the
perturbation generator is updated once. The generator weights
are updated in order to maximize the OT distance between the
latent representations of natural and synthesized adversarial
samples. As the classifier becomes more robust during the
training, the perturbation generator will be encouraged to



explore more sophisticated perturbations. In the next section,
details of the classifier training are presented.

C. Classifier

In a standard GAN setting, a discriminator is trained to
classify fake and real images while providing informative
gradients to the generator. In this study, unlike the standard-
setting, a classifier is trained to accomplish an object recogni-
tion task. Inspired by the GAN pipeline, the OT distance loss is
backpropagated through the classifier to update the generator’s
parameters. For this reason, the status of the classifier during
the training enables the generator to create diverse adversarial
perturbations. Furthermore, the goal of robust training is to
learn a latent space in which the feature representations of the
natural sample and its adversarial counterpart do not differ.
However, updating the classifier’s parameters based solely on
the cross-entropy loss may not achieve this objective.

To alleviate the challenge discussed above, the OT distance
between the natural and the synthesized adversarial sample
distributions is used as a regularizer. The total loss function
of the classifier is given below.

Elotal (Xa Xadvs Y3 07 (}) = [/CE (Xadw Y; 0) +D (l’l’v l'l’adv) (9)

where Log (x,1;0) = —+ Zf\il Zle yijlog f (x4 0) is
the cross-entropy loss function, € denotes the parameters of
the classifier, and D (, pt,4,) is defined in Eq.

A significant improvement in robustness is observed when
the OT distance regularization is included in the loss function
of the classifier given in Eq. [9] The contributions of the OT
distance regularization is two-fold; (i) classifier is encouraged
to learn a latent space that is less susceptible to adversarial
perturbations, (ii) generator is encouraged to produce more
challenging perturbations since the classifier is trained to map
adversarial samples near to their natural counterparts in the
latent space.

In the robust training setting, feeding the classifier with very
strong adversarial attacks such as PGD hurts the generalization
performance and overfits to the particular attack method. For
this reason, adversarial training demands exploring diverse
adversarial samples in the input space rather than samples
on the boundary of the e—ball that maximizes the objective
function. In the next section, the proposed robustness via
synthesis framework given in Algorithm [I] is analyzed with
experiments on different benchmark datasets.

IV. EXPERIMENTS

The robustness of the proposed approach is tested on
three common benchmark datasets, namely CIFARI10, CI-
FARI100 [34] and SVHN [35]. In our experiments, object
recognition task is considered and classification accuracy is
used to compare the proposed and baseline methods. In ad-
dition to the white-box and black-box performances, diversity
in the perturbation generation and the behavior of the learned
latent representations by the proposed model are analyzed
in Section We also investigate the effect of OT loss
regularization and the choice of the loss function to train the
generator with an ablation study in Section

Algorithm 1 Robustness via synthesis for T epochs, M mini-
batches, 6 network parameter, ® generator parameter, and
Lot 10ss function

I: fort=1,---,T do

2 fori=1,---, M do

3: Sample a normal random vector, z
4: (Sg =Ilg (G (Z;@))
5.
6

Xady = Ix (x + &)
®” = argmax D (4, pag,)

7: 0, =1l (G (z; ®"))

: Xadv :Hx (x+5g)
0* = argmin Etotal (Xv Xadvs Y3 07 (I)*)
0
10: end for
11: end for

A. Datasets and Implementation Details

We conduct experiments with CIFAR10, CIFAR100 [34],
and SVHN [35]] benchmark datasets of 32 x 32 RGB images.
The CIFAR10 and SVHN datasets have 10 classes, whereas
the CIFAR100 dataset has 100 categories. The CIFAR10 and
CIFARI100 datasets have 50k training images and 10k test
images. The SVHN dataset has 73,257 training images and
26,032 test images. In our experiments, compatible with the
adversarial training literature, WRN-28-10 wide ResNet [37]]
classifier is used. The proposed end-to-end robustness-via-
synthesis training framework is implemented in Tensorflow
within the codebase provided by MadryLab [38|]. Tensorflow
implementation of the Sinkhorn algorithm with regularization
of 0.01 and 100 iterations [39] is used to compute the OT
distance.

For all of the experiments, the maximum perturbation
amount is set to € = 8/255. For the CIFAR datasets, random
cropping and flipping are applied to augment the training
sets [38]]. Throughout the experiments, the batch size is fixed
to 64. The CIFAR10 and SVHN models are trained for 179k
iterations at which the most optimal robustness is observed.
The CIFAR100 model is trained for 300k iterations. Since
the OT distance is computed over mini-batches, datasets with
a large number of categories may require longer training in
order to present all the categories to the generator.

As suggested in literature [23]], [26]], a learning rate schedul-
ing scheme is adopted with transition steps of 60K and
90K iterations. An initial learning rate of 0.1 is used for
the CIFAR datasets and 0.01 for the SVHN dataset with a
learning rate decay of 0.1. While updating the parameters of
the discriminator, label smoothing with a weight factor of
0.5 is applied. The learning rate for the proposed generator
architecture, provided in Table |I} is set to 0.01 and 0.0001
for CIFAR datasets, and the SVHN dataset, respectively. A
learning rate schedule is not applied during the optimization
of the generator. The momentum optimizer is utilized to train
both the classifier and the generator.

B. Baselines

The proposed robustness via synthesis technique is an adver-
sarial training approach with a generative attack. We compare



TABLE II: White-box Results. In all of the experiments, the maximum amount of perturbation is set to ¢ = 8/255, and the
step size is 2/255. Starred values are obtained by training the corresponding networks from scratch. Other values represent the
best performances reported by the baseline studies. The values of the cells with a dash are not available. CIFAR100 results of

Learn2Perturb are marked with § to indicate that these values are taken from Figures 5 and 6 in the supplementary material

of the study [21].

CIFAR10
Defenses Natural | FGSM | PGD-7 | PGD-10 | PGD-20 | PGD-100 | CW-20 | CW-100 | AdvGAN [36] |
Natural 04.42% | 10.22% 0 0 0 0 0 0 10.89%
AT [9] 87.25 62.64 49.67 4733 4591 4529 46.99 46.54 84.98%
Bilateral [26] 91.00 70.70 63.00 - 57.80 55.20 56.20 53.80 -
FeatScatter [23]] 90.00 7840 | 73.54% 70.90 70.50 68.60 62.40 60.60 -
Adv-interp [23]] 90.30 78.00 - - 73.50 73.00 69.70 68.70 -
Adv-vertex [24] 03.24 78.25 - 62.67 58.23 - 53.63 - -
L2L-DA [20] 7891 4577 - 39.69 . 38.39 - 37.75 -
L2L [19] 85.35 - - B 54.32 52.12 - 57.07 -
Direct [30] 91.08 72.81 - 4428 - - - - -
Learn2Perturb [21]] 85.30 62.43 56.06 - - - - - -
Ours 94.17 79.99 69.02 65.24 57.50 43.62 4121 27.54 72.44
CIFAR100
Defenses Natural | FGSM | PGD-7 | PGD-10 | PGD-20 | PGD-100 | CW-20 | CW-100 | AdvGAN [36] |
Natural 79.22% 3.52% 0 0 0 0 0 0 414 |
AT [9] 59.78% | 32.70% | 25.07% | 23.49% 22.78% 22 44% 23.05% | 22.87% 55.39%
Bilateral [26] 66.20 31.30 B - 23.10 22.40 - 20.00 -
FeatScatter [23] 73.90 61.00 | 46.29% | 4599% 4720 46.20 34.60 30.60 -
Adv-interp [25] 73.6 583 - - 41 40.2 324 312 -
Adv-vertex [24] 7481 62.76 - - 38.49 - - - -
L2L [19] 60.95 - - - 31.03 29.75 - 32.28 -
Direct [30] 70.99 41.86 - 1825 - - - - -
Learn2Perturb [21]] 58.007 | 30.007 | 26.007 - - - - - -
Ours 76.32 51.63 4950 49.15 48.16 4579 40.60 38.25 54.52
SVHN
Defenses Natural | FGSM | PGD-7 | PGD-10 | PGD-20 | PGD-100 | CW-20 | CW-100 | AdvGAN [36]
Natural 95.92% | 13.62% 0 0.18% 0 0 0 0 4530% |
AT [9] 90.74% | 64.50% | 47.87% | 44.23% 41 38% 40.37% 4246% | 41.60% 88.10%
Bilateral [26] 94.10 69.80 B - 53.90 50.30 B 48.90 -
FeatScatter [23]] 96.20 8350 | 61.88% | 55.40% 62.90 52.00 61.30 50.80 -
Adv-interp [23] 94.10 75.60 - - 65.80 64.00 63.40 60.40 -
Adv-vertex [24] 95.59 31.83 - - 61.90 - - - -
Direct [30] (e = 0.05) | 96.34 91.51 - 37.97 - - . . -
Ours 95.50 80.37 70.17 67.13 60.53 53.08 5421 46.33 82.67

our method to the recent adversarial training techniques that
are in the same category as the proposed method, such as
L2L-DA [20], L2L [19], Learn2Perturb [21]], and Direct [30].
In Table I} the best performances reported by the studies [19]-
[21]], [30] are included.

Although the proposed framework is designed to improve
the performance of adversarial training with generative at-
tacks, we also provide a comparison with the state-of-the-
art adversarial training techniques with gradient-based at-
tacks, such as standard adversarial training (AT) proposed by
Madry et al. [9], TRADES [18]], bilateral adversarial train-
ing (Bilateral) [26], feature scatter-based adversarial training
(FeatScatter) [23]], and adversarial interpolation training (Adv-
interp) [25]. For CIFAR100 and SVHN, we train the AT [9]]
model from scratch. In AT [9]] experiments, implementation
and hyperparameters provided by MadryLab [38] are utilized.
During the adversarial training, PGD-7 attack is utilized. For
FeatScatter [23]] experiments, we trained the models from
scratch using the Pytorch implementation [40]] for CIFAR100
and SVHN to report the PGD-10 results. However, we present
the best results reported by the authors when they are available.

C. Classification Performance

In this section, we compare the classification accuracy
under various types of attacks. In Table [[I} all the attacks
are generated given the architecture and the parameters of the
models. In Table adversarial attacks are generated using
surrogate models and tested on robust models.

1) White-Box Attack: PGD [9] is considered as one of
the most effective first-order white-box adversarial attacks.
Robustness performance of the proposed and the baseline
methods are evaluated against FGSM [13]], PGD-10, PGD-
20, and PGD-100 for 7, attacks, and CW-20 and CW-100 [4]
for the ¢ norm attacks. The numbers next to the attack types
indicate the number of steps. Random initialization is applied
to all of the white-box attacks and the step size is set to 2/255.

In addition to the gradient-based attacks, white-box perfor-
mance is also evaluated against a prominent generative attack,
namely AdvGAN [36]. To obtain the adversarial samples
via AdvGAN, the generator of the AAvGAN is trained from
scratch to fool robust classifiers obtained by the proposed
framework, AT [9]], and the natural model. We used the
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against the PGD-20 attack of the proposed and Madry’s models [9] are plotted for varying € & [— —] values. The step

size of the PGD attack is set to 2.

Tensorflow implementation of AdvGAN[ﬂ In our experiments,
we train the generator and the discriminator of the AdvGAN
from scratch and report the result at the checkpoint where the
adversarial attack is the most successful.

As seen in the white-box results, the proposed approach can
preserve the natural accuracy across all the datasets. Particu-
larly for CIFAR10 and CIFAR100, generative methods [19],
[20], [30] fail to generalize to the natural samples and their
robustness is poor compared to gradient-based methods. On
the other hand, the robustness obtained via the proposed frame-
work is not only better than the other generative approaches
and Madry’s AT [9], but also comparable to the state-of-
the-art performances by gradient-based techniques such as
Feature Scatter [23]. Reaching this level of robustness and
generalizability without the gradient of the cross-entropy loss
in the perturbation generation is a notable point. This can be
clearly observed when we investigate the change in robustness
against PGD-20 for varying attack budgets in Figure 2] We
find that the proposed framework can maintain much better
robustness than the standard AT even for high € values. For
instance, the proposed framework facilitates preserving the
robustness for € = 20/255.

2) Black-Box: Black-box performance is evaluated against
one generative and several gradient-based attacks. The
gradient-based black-box attacks are generated using a nat-
urally trained model and robust model that is obtained with
the standard adversarial training with PGD-7 [9]]. Using each
model, a set of PGD and CW attacks with step sizes of 20
and 100 were generated. Similarly, we generate adversarial
samples via AdvGAN using the natural and robust models to
evaluate the black-box performance of the proposed model.
As seen in Table the proposed framework is generalizable
to various black-box scenarios.

3) Perturbation Diversity Analysis: To improve the gen-
eralizability of the robust model, diverse adversarial samples

Ihttps://github.com/ctargon/AdvGAN-tf

2557 255

TABLE III: Black-box Results. The Natural Model table
presents the robustness of the proposed model against adver-
sarial samples that are generated using the pre-trained natural
model. Whereas, Robust Model table contains the performance
of the proposed model against adversarial samples generated
using the robust model of Madry et al. [9].

Natural Model

Datasets | ~paAR10 | CIFARI00 | SVHN

Attacks
PGD20 7111 62.10 4
PGD-100 71.46 61,51 8338
CW-20 7157 6357 82.54
CW-100 71.76 63.77 82.63
AVGAN [36] 85.08 .10 95.72

Robust Model

Datasets | ~ypaR10 | CIFARI00 | SVEN

Attacks
PGD-20 7453 5434 65.60
PGD-100 7412 35455 65.16
CW-20 7531 35.01 66.69
CW-100 74.96 3523 66.46
AQVGAN [36] 8822 68.10 92,58

should be used in the training. One of the motivations for
generative perturbations is to explore more diverse adversarial
attacks than gradient-based techniques. In this section, we
investigate the diversity of the adversarial perturbations gener-
ated during the proposed regularized robust training method in
the latent space. For this purpose, we generate 100 adversarial
images for each natural sample in the CIFARIO test set. The
adversarial images are obtained from 100 different random
vectors. Then, the Euclidean distances between the normalized
latent representations of the natural sample and 100 adversarial
samples are computed. In Figure [3] we plot the average
distances over all the data points in the test set for 174
checkpoints. The curve represents the change in the average
distance during training. The shaded region around the curve
represents the average standard deviation of the distances
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Fig. 3: We generate 100 adversarial images for each natural
sample in the CIFAR1O0 test set. The adversarial images are ob-
tained from 100 different random vectors. Then, the Euclidean
distances between the normalized latent representations of the
natural sample and 100 adversarial samples are computed. The
average distances for 174 checkpoints are plotted. The curve
represents the change in the average distance during training.
The shaded region around the curve represents the average
standard deviation of the distances between the natural sample
and its 100 adversarial samples. While the diversity in the ad-
versarial directions is preserved during the robust training, the
average distance between the latent representations decreases
as expected.

between the natural sample and its 100 adversarial samples.

According to our initial hypothesis, there are two expected
behaviors in this experiment: (i) The diversity in the ad-
versarial perturbation generation should be preserved during
the robust training. (ii) As the robust training progresses, the
distances between adversarial samples and the natural samples
should decrease since the learned representations are expected
to be insusceptible to adversarial perturbations. As it can be
observed in Figure|3| the average distances decrease during the
training while the standard deviation of the distances between
the natural image and its adversarial samples is preserved.

We also demonstrated the behavior of the latent space in
Figure {] In this figure, we randomly sample a data point
from each category in the test set of CIFAR10. Similar to
the above experiment, we generate 100 different adversarial
samples corresponding to the natural image that is randomly
chosen. Then, the latent representations of the natural and their
adversarial counterparts are investigated using the t-SNE plot
in Figure 4l In the early stages of the robust training, the
domain gap between the natural and adversarial samples is vis-
ible in the latent space. As the model becomes more robust, it
is harder for the generator to find adversarial directions. Thus,
for the majority of the categories, the adversarial samples are
grouped such that their center is the natural sample.

4) Ablation Study: In this section, we investigate the neces-
sity of the OT distance regularization and updating the weights

TABLE IV: Ablation Results. noReg + OT denotes the model
without OT distance regularization such that the generator is
updated with OT distance between the natural and adversarial
samples and the classifier is updated with only the cross-
entropy loss. OT-Reg + Xent denotes the model with OT
distance regularization where the generator is updated with the
cross-entropy loss instead of the OT distance. Finally, OT-Reg
+ OT denotes the proposed model with OT distance regular-
ization and the generator being updated with OT distance.

CIFAR10
Defenses Natural | PGD-20 | CW-20
noReg + OT 94.46 24.55 21.09
OT-Reg + Xent 94.44 52.01 36.70
OT-Reg + OT (Proposed) 94.17 57.50 41.21
CIFAR100
Defenses Natural | PGD-20 | CW-20
noReg + OT 77.40 26.33 8.98
OT-Reg + Xent 76.95 42.28 30.32
OT-Reg + OT (Proposed) 76.32 48.16 40.60
SVHN
Defenses Natural | PGD-20 | CW-20
noReg + OT 96.06 6.66 7.06
OT-Reg + Xent 96.26 29.29 24.14
OT-Reg + OT (Proposed) 95.50 60.53 54.21

of the generator with the OT distance rather than cross-entropy.
In Table noReg + OT denotes models trained without OT
distance regularization, and OT-Reg + Xent represents models
with the OT distance regularization in which the generator is
updated with the cross-entropy loss. As can be observed in
the table, OT distance regularization significantly improves
the robustness of the model across all the datasets. In the
presence of the regularizer, if the generator is updated with
the cross-entropy loss, the adversarial accuracies of all three
datasets decrease. This decrease is substantial for the SVHN
dataset, which has completely different patterns than CIFAR10
datasets.

V. CONCLUSION

In this study, a robust training approach with generative
adversarial perturbations is proposed. The attack generation
does not require pixel to pixel translation or recurrent archi-
tectures. More importantly, the proposed generator does not
take any gradient information as input. Thus, the computa-
tional complexity is reduced compared to the robust training
models with iterative gradient computations. To encourage
diverse adversarial perturbations during training, the attack
generation network is updated by maximizing the optimal
transport distance between the representations of the syn-
thesized adversarial and natural samples. Furthermore, the
perturbation is generated from a random vector. As a result,
the dependency on a single sample and its label is reduced
during the attack generation. The optimal transport distance
between the adversarial and natural samples is also utilized to
regularize the classifier such that the learned representations
are encouraged to be robust against adversarial perturbations.
Experiments on CIFAR10, CIFAR100, and SVHN datasets
demonstrated that the proposed robust training approach can
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Fig. 4: We randomly sample a data point from each category in the test set of CIFAR10. Then, 100 different adversarial samples
corresponding to the natural images are generated. the latent representations of the natural and their adversarial counterparts
are plotted using t-SNE. In the early stages of the robust training, the domain gap between the natural and adversarial samples
is visible in the latent space. Later in the robust training, the adversarial samples start grouping around the natural sample such

that it is harder for the generator to find adversarial directions.

introduce adversarial robustness to the object recognition task
without the degradation in the natural accuracy.
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