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Speech perception can use not only auditory signals, but also visual

information from seeing the speaker’s mouth. The relative timing and

relative location of auditory and visual inputs are both known to

influence crossmodal integration psychologically, but previous imaging

studies of audiovisual speech focused primarily on just temporal

aspects. Here we used Positron Emission Tomography (PET) during

audiovisual speech processing to study how temporal and spatial

factors might jointly affect brain activations. In agreement with

previous work, synchronous versus asynchronous audiovisual speech

yielded increased activity in multisensory association areas (e.g.,

superior temporal sulcus [STS]), plus in some unimodal visual areas.

Our orthogonal manipulation of relative stimulus position (auditory

and visual stimuli presented at same location vs. opposite sides) and

stimulus synchrony showed that (i) ventral occipital areas and superior

temporal sulcus were unaffected by relative location; (ii) lateral and

dorsal occipital areas were selectively activated for synchronous

bimodal stimulation at the same external location; (iii) right inferior

parietal lobule was activated for synchronous auditory and visual

stimuli at different locations, that is, in the condition classically

associated with the ‘ventriloquism effect’ (shift of perceived auditory

position toward the visual location). Thus, different brain regions are

involved in different aspects of audiovisual integration. While ventral

areas appear more affected by audiovisual synchrony (which can

influence speech identification), more dorsal areas appear to be

associated with spatial multisensory interactions.
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Introduction

Many events in daily life produce multiple signals that the brain

can register via more than one sensory modality. A typical example

is listening to someone while seeing the movements of his or her
1053-8119/$ - see front matter D 2003 Elsevier Inc. All rights reserved.

doi:10.1016/j.neuroimage.2003.09.049

* Corresponding author. Institute of Cognitive Neuroscience, Univer-

sity College London, Alexandra House, 17 Queen Square, London WC1N

3AR, UK. Fax: +44-207-813-28-35.

E-mail address: e.macaluso@fil.ion.ucl.ac.uk (E. Macaluso).

Available online on ScienceDirect (www.sciencedirect.com.)
mouth and body. In such cases, the content and spatial source of

the spoken message are not only available in audition. Visual cues

(lip movements and other visual information from mouth and face)

can aid in hearing what has been said and in perceiving where the

speech signal came from, especially in noisy environments (e.g.,

Bertelson and de Gelder, in press; Driver and Spence, 1994;

Sumby and Pollack, 1954). Combining related signals from dif-

ferent modalities about a common event is often called multisen-

sory integration (Stein and Meredith, 1993).

Behavioral studies have used various paradigms to examine

factors influencing multisensory integration (e.g., see Bertelson,

1998; Driver and Spence, 2000; Spence and Driver, in press; Stein

and Meredith, 1993, for reviews). Two extensively researched

factors are temporal synchrony (or asynchrony), plus common

(or different) external locations, for signals in different sensory

modalities. Many physiological studies of multisensory neurons

have indicated that combining inputs from different modalities can

produce the greatest increase in firing rates (as compared with

unimodal baselines) when the multisensory inputs are approxi-

mately synchronous and come from approximately the same

external position (e.g., Stein and Meredith, 1993).

While the neural basis of multisensory integration has been

extensively studied in animals (e.g., Graziano and Gross, 1995;

Stein and Meredith, 1993), there have been fewer studies of its

neural basis in humans to date (though see Driver and Spence,

2000; Eimer, in press; King and Calvert, 2001; McDonald and

Ward, 2000). Most neuroimaging studies on this topic have

focused primarily on either just the role of stimulus location in

determining multisensory interactions (e.g., Macaluso et al., 2000;

Misaki et al., 2002), or on just the role of synchronously matching

inputs to different senses (e.g., Bushara et al., 2001, 2003; Calvert

et al., 1999, 2000).

In the audiovisual domain, existing human imaging studies

mainly focused on the role of temporal synchrony (and/or

semantic congruency) during multisensory stimulation (e.g.,

Bushara et al., 2001; Calvert et al., 2000; see also Bushara et

al., 2003). Calvert et al. (2000) compared brain activity while

participants were presented with a congruent audiovisual version

of a story (i.e., the face and mouth of the person reading the story

was seen while their voice was heard) versus activity during an
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incongruent condition, with a different story presented to each

modality, thus disrupting audiovisual synchrony (plus phonolog-

ical and semantic coherence). The congruent condition, which

should presumably lead to more successful and useful multisen-

sory integration, produced increased activity in superior temporal

sulcus (STS) and inferior parietal lobule. It also led to increased

activity in occipital visual areas and in auditory cortex, both of

which would typically be considered to respond to stimulation

from just one modality but not the other. These results together

with other recent imaging evidence now indicate that multisen-

sory integration may affect not only higher-level multisensory

areas of association cortex, but may also affect the activity in

sensory-specific cortices (see also Calvert et al., 1997; Driver and

Spence, 2000; Macaluso and Driver, 2001).

As most audiovisual imaging studies, Calvert et al. (2000)

presented visual input on a screen in front of the subjects, while

auditory stimuli were delivered elsewhere, over headphones. Such

procedures cannot directly address the role of stimulus position in

multisensory integration (Spence et al., 2003). As noted already,

electrophysiological and behavioral data indicate that the relative

location of unimodal inputs during multisensory stimulation (as

well as any temporal synchrony) can play a critical role in

determining multisensory interactions (e.g., Bertelson, 1998; Ber-

telson and de Gelder, in press; Driver and Spence, 1998; Spence et

al., 2000; Stein and Meredith, 1993). Moreover, in some cases, the

observed behavioral phenomena (e.g., ‘ventriloquist effect’, where-

by auditory stimuli can be mislocalized toward visual stimuli) can

depend on visual stimuli being spatially discrepant with respect to

the sound, yet synchronous with it (Bertelson, 1998; Bertelson and

de Gelder, in press; Recanzone, 1998). By contrast, other psycho-

logical phenomena (e.g., speech identification and the well-known

McGurk effect, whereby perceived speech sounds can be influ-

enced by seen lip movements; McGurk and MacDonald, 1976) are

affected primarily just by temporal synchrony (Van Wassenhove et

al., 2002), rather than by the relative spatial location of auditory

and visual inputs (e.g., see Bertelson et al., 1994; Colin et al.,

2001). Separating brain activations related to such different psy-

chological processes may thus require a design in which temporal

synchrony and relative spatial location are both manipulated, in an

orthogonal manner, for auditory and visual inputs.

Accordingly, the present study used Positron Emission Tomog-

raphy (PET) to investigate the neural consequences of both relative

stimulus position and temporal synchrony during the combined

presentation of auditory and visual speech inputs. Subjects per-

formed a semantic monitoring task (listening out for animal names

in a list of words) while always looking at a video monitor that

showed a face mouthing the words that were spoken. In different

blocks of trials, these audiovisual signals were either presented

synchronously or asynchronously (in the latter case, the auditory

stimulus led by 240 ms, which is outside the usual temporal

window for the audiovisual integration that produces McGurk-like

multisensory phenomena; see Van Wassenhove et al., 2002).

Orthogonally to this, the visual and auditory sources were either

presented at the same location or in opposite hemifields, using the

free-field situation that is permitted by PET scanning (but typically

not by fMRI scanning).

Given the results of previous imaging studies on audiovisual

integration in speech processing (e.g., Calvert et al., 2000), we

expected that synchronous versus asynchronous conditions should

activate multisensory association areas (e.g., superior temporal

cortex), and possibly unimodal visual and/or auditory regions also
(cf. Calvert et al., 2000). Critically, our orthogonal manipulation

here of both temporal and spatial audiovisual relations should

reveal not only how the relative location of visual and auditory

signals affects activity, but also any relation of this to synchrony.

Any areas showing multisensory responses of the type identified

by Stein et al. (e.g., Stein and Meredith, 1993) might be expected

to respond maximally when vision and audition are not only

synchronous but also spatially coincident. Areas involved in

extracting lipread information from visual input for integration

with the speech sounds might be activated more strongly in

synchronous conditions versus the asynchronous conditions (Van

Wassenhove et al., 2002). Such activation might apply regardless

of relative stimulus location, given psychological findings that

McGurk-like effects of lip movements upon speech perception are

typically uninfluenced by the relative location of the visual and

auditory information (see Bertelson et al., 1994; Colin et al., 2001).

Finally, any activations that are potentially related to ventriloquist-

like phenomena should presumably arise only when visual and

auditory stimuli are synchronous, but at different locations, since

this is the classical situation for producing ventriloquism (e.g., see

Bertelson, 1998).
Methods

Subjects

Eight healthy paid male volunteers (age = 36 F 3 y) provided

written informed consent to participate, which was approved by the

National Hospital for Neurology and Neurosurgery Ethics Com-

mittee. All were right-handed, had normal or corrected vision, and

were native English speakers.

Word stimuli

We used a semantic monitoring task for the spoken word

stimuli to ensure that subjects concentrated on these word stimuli,

but in a task whose performance should not vary with our

audiovisual spatial and temporal manipulations, so that our imag-

ing results would not be confounded with task difficulty. Standard

nouns of one to three syllables were chosen from the MRC

Psycholinguistic database (http://www.psy.uwa.edu.au/

uwa_mrc.htm). We selected only nouns for which concreteness

and familiarity scores were above average (mean values—and

standard deviation (SD)—of concreteness and familiarity for the

selected words according to the MRC database were 438 [120] and

488 [99], respectively). One hundred sixty nontarget (i.e., nonan-

imal) nouns were selected as well as 40 target (animal) names.

Mean number (and SD) of syllables was 1.58 (0.67) for nontargets

and 1.55 (0.64) for targets; mean familiarity was, respectively, 553

(39) and 558 (43); mean concreteness was, respectively, 596 (26)

and 604 (17). All words were also highly imaginable (Mean

Imaginability scores of 589 [32] and 591 [33] for nontargets and

targets, respectively). Hence, animal targets should be distinguish-

able from nonanimal targets only by their semantic category, thus

requiring relatively ‘deep’ processing of the word stimuli. Finally,

given the large stimulus set, and the semantic specification of the

targets, the task could not be solved by lipread information alone

(unlike, say, a task of monitoring for one particular digit in a

sequence of single-figure numbers).

 http:\\www.psy.uwa.edu.au\uwa_mrc.htm 


Table 1

Effects of stimulus location during perception of synchronous audiovisual

speech

Area Coordinates Z P

(a) Brain regions activated during synchronous audiovisual speech

irrespective of the relative locations of the two sources

Right fusiform gyrus 28, �58, �18 3.36 0.0004

Right medial lingual gyrus 12, �44, 8 4.84 0.05*

Left fusiform gyrus �28, �56, �16 3.87 0.0001

Left superior temporal sulcus �64, �58, 0 3.35 0.0004

(b) Brain regions selectively activated during synchronous audiovisual

speech when spatially coincident (vision and audition in the same

hemifield)

Right lateral occipital cortex 34, �68, 20 4.71 0.0001

Right dorsal occipital cortex 12, �68, 44 3.43 0.0003

Left lateral occipital cortex �36, �86, 0 3.71 0.0002

Left dorsal occipital cortex �24, �88, 20 4.20 0.0001

(c) Brain regions activated during synchronous audiovisual speech

specifically when visual and auditory streams are in opposite hemifields

(ventriloquist condition)

Right inferior parietal cortex 40, �44, 32 3.65 0.0002

*Corrected P value.

roIma
Task and procedure

For each of the 12 scanning-blocks, a list of 50 words was

created. Each list consisted of 40 nontarget words and 10 target

(animal) words, randomly chosen from the pool of 160 nontarget

items and 40 target items, respectively. Targets never appeared in

immediate succession or as the first word in a block. For each

block, a video was presented showing the face and moving lips

of a man (author CS) as he read aloud the list of words. He

produced words in pairs at a regular pace with a presentation rate

of about 3 s per pair of words, thus resulting in a total block

duration of 75 s. In the PET scanner room, the video was

displayed on a TV monitor placed at a distance of 170 cm from

the subject’s eyes and at 8.3j to the right of their mid-saggital

plane. The exact elevation of the TV screen was fixed individ-

ually to ensure comfortable viewing while each participant lay in

the scanner and fixated the displayed mouth on the monitor; but

the lateral angle was held constant at 8.3j. Speech sounds were

delivered through either one of two loudspeakers in the free-field.

One loudspeaker was placed just below the TV monitor (same

location) while the other was placed symmetrically to the left of

the subject (different location, 8.3j to the left of the subject’s

saggital midline, and thus 16.6j from the visual stimulus). In half

of the scanning-blocks, the auditory and visual signals were

delivered in synchrony (SYNC conditions), while in the other

half, the two modalities were presented asynchronously (ASYNC

conditions). In the latter case, the auditory signal preceded the

visual signal by 240 ms, a temporal asynchrony between the two

sensory streams to which human listeners should be sensitive

(Dixon and Spitz, 1980), and which falls outside the usual

temporal window for McGurk-like audiovisual integration in

speech perception (Van Wassenhove et al., 2002).

Thus, each of the 12 blocks could be presented in one of four

experimental conditions: with auditory and visual stimuli presented

synchronously at the same location (SySm), synchronously at

different locations (SyDf), asynchronously at the same location

(AsSm), and asynchronously at different locations (AsDf). The

order of presentation of the four experimental conditions was

counterbalanced across subjects. White noise was presented from

close to the right and left loudspeakers and remained switched on

for the entire duration of the experiment to mask any spurious low-

level background noise in the scanner.

Subjects were informed that they would see videos of a man

reading a list of words, and that this video might sometimes ‘‘look

like a badly dubbed foreign film’’ (asynchronous blocks). The

subjects’ task was to maintain fixation on the mouth seen on the

TV screen (as confirmed by the experimenter watching the subject

on video during scanning), and to press a button whenever they

heard a target (animal) name. The sound level was set such that

participants had to concentrate hard on the sound of the voice, while

still allowing ceiling performance under all conditions to avoid

differences in behavioral performance across conditions. While this

precluded the detection of any behavioral effect associated with

specific conditions (such as any spatial ventriloquism arising in the

SyDf condition), our use of a task that was independent of the

spatial and temporal manipulations, and could be performed at

ceiling in all conditions, ensured that motor or difficulty-related

processes should not confound our imaging results. The subjects’

performance was scored manually during the scanning session, and

this confirmed that subjects did indeed perform the semantic task

correctly for all four types of audiovisual stimulation.

E. Macaluso et al. / Neu
Positron Emission Tomography scan acquisition

Each subject had 12 scans of the distribution of H2
15O acquired

with a Siemens/CPS ECAT EXACT HR+ PET scanner (Siemens/

CTI, Knoxville, TN) operated in high-sensitivity three-dimensional

mode (1 scan per block of words). Subjects received a total of 350

MBq of H2
15O intravenously over 20 s. A Hanning filter was used

to reconstruct the images into 63 planes, resulting in a 6.4-mm

transaxial and 5.7-mm axial resolution (full width half maximum).

Statistical analysis

Data were analyzed using statistical parametric mapping

(SPM99) software from the Wellcome Department of Imaging

Neuroscience (London; http://www.fil.ion.ucl.ac.uk/spm). After

realignment, scans were normalized to a standard stereotactic space.

T1 structural MRIs from each subject were coregistered into the

same space. PET data were also smoothed with a Gaussian kernel of

12-mm full-width half maximum and adjusted to a global mean of

50 ml/dl min�1. A blocked (by subject) analysis of covariance

(ANCOVA) model was fitted to the data at each voxel, with

condition effects for the four experimental conditions, plus global

cerebral blood flow (CBF) as a confounding covariate. Contrasts of

condition effects at each voxel were assessed by t statistic, trans-

formed to Z statistics to provide statistical parametric maps.

We used conjunction analyses (Friston et al., 1999; Price and

Friston, 1997) to isolate brain areas showing specific patterns of

activation consistent with our three postulated effects (see last

paragraph of Introduction) as follows: (1) Brain areas affected by

temporal synchrony of the multisensory stimulation but irrespective

of stimulus location. These were identified using the conjunction of

the two simple effects of ‘Synchronous minus Asynchronous’,

under the two levels of stimulus location (i.e., SySm minus AsSm

and SyDf minus AsDf). (2) Brain areas responding selectively to

synchronized audiovisual speech, but more so specifically when the

two sensory streams originated from the same external location.

ge 21 (2004) 725–732 727
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These areas were highlighted with the conjunction between the

main effect of temporal synchrony and the simple main effect of

‘same-location’ in the context of synchronized stimulation (Sync

minus Async and SySm minus SyDf). (3) Finally, we tested for

brain areas responding to synchronous stimulation particularly

when auditory and visual stimuli came from different locations

(i.e., the condition classically associated with ventriloquist-like

phenomena). For this, we used the conjunction of the main effect

of temporal synchrony with the simple main effect of ‘different-

location’ in the context of synchronized stimulation (Sync minus

Async and SyDf minus SySm). Given previous results indicating

involvement of particular visual areas and multisensory regions at

the temporo-parietal junction in audiovisual integration for speech

processing (e.g., see Calvert et al., 2000), we report activation

within these regions at a level of P uncorrected < 0.001. Other

activations are reported only if they survived correction for multiple

comparisons across the whole brain (P corrected < 0.05).
Results

Overall, the synchronous conditions resulted in the activation of

a network of brain regions including posterior dorsal and lateral

extrastriate regions, plus fusiform gyrus (see Table 1). At lower

threshold, activation in left superior temporal sulcus (STS) was

also seen. This pattern of activation is consistent with previous

studies manipulating temporal aspects (and/or identity-related
Fig. 1. Location-independent effects of temporal synchrony between auditory and

regions showing higher activity for synchronous audiovisual speech (bar 1 and 2)

location of the sources (same or different hemifield). The level of activity in eac

normalized to whole brain global activity of 50 (ml/dl per min), and mean adjust

synchronous/asynchronous; same/diff. auditory and visual sources in the same or
congruence) of audiovisual bimodal speech stimuli (e.g., Calvert

et al., 1999, 2000).

The central aim of the present study was to examine the role of

relative stimulus location in crossmodal audiovisual integration,

either independently of, or in relation to, temporal synchrony.

Using the conjunction analyses specified above (see Methods), we

tested for three different patterns of response. First, brain regions

showing greater activity to synchronous than asynchronous audio-

visual stimuli independently of their relative location. This

revealed activation of right and left fusiform gyri, plus left STS

(Table 1a and Fig. 1). The signal plots in Fig. 1 show that activity

in these areas was greater for synchronized stimulation not only

when the two stimulus streams were at the same location (bar 1 vs.

bar 3 in each histogram), but also when audition and vision were

stimulated in opposite hemifields (bar 2 vs. bar 4). Thus, activity

here depended on audiovisual synchrony, but not on relative

location.

Second, we tested for brain regions whose response depended

on the relative spatial location of synchronous auditory and visual

sources. We hypothesized that some regions should be maximally

responsive when audiovisual inputs were not only temporally

synchronous but also spatially co-localized (cf. Stein and Mer-

edith, 1993; Wilkinson et al., 1996), whereas others might be most

active for synchronous but spatially discrepant audiovisual inputs

(which can classically produce ventriloquist-like phenomena).

Because either type of effect is contingent upon vision and

audition being synchronous, we tested for the conjunction of the
visual speech streams. Anatomical location and signal plots for the three

compared to asynchronous speech (bar 3 and 4), irrespective of the relative

h condition corresponds to the regional blood flow (rCBF) at the maxima,

ed to zero (FSEM; same notation for all subsequent figures). Sync/Async:

different hemifield.



Fig. 2. Areas responding more strongly to synchronized audiovisual stimuli only when presented from the same location. Lateral and dorsal occipital regions

showed selective activation when visual and auditory stimuli were not only synchronous but also at the same location (see bar 1, in all signal plots). Peak

activations for the left hemisphere were located slightly more posterior than for the right hemisphere, but in both hemispheres two distinct activations could be

found in dorsal and lateral occipital cortex.
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main effect of synchronous versus asynchronous audiovisual

stimulation, together with either simple main effect of spatial

location during synchronous stimulation (i.e., concordant minus

disparate location, or disparate minus concordant location; see also

Methods).

The comparison testing for modulatory effects of temporal

synchrony only when the auditory and visual stimuli were in the
Fig. 3. Selective responses to synchronized auditory and visual stimulation from

responded selectively to the synchronized condition only when auditory and visual

this specific condition is classically associated with the ventriloquist effect, a disp

location. The present activation in inferior parietal cortex might provide one poss
same hemifield yielded activations of lateral and dorsal occipital

regions (Table 1b and Fig. 2). In the left hemisphere, the two

maxima were found in the posterior part of the superior occipital

gyrus and the middle occipital gyrus. In the right hemisphere, the

maxima were located more anteriorly, and included the lateral

occipital sulcus (extending into the occipito-temporal junction) and

the medial part of the superior occipital gyrus (in proximity to the
discordant spatial locations. A region in the right inferior parietal cortex

sources were in opposite hemifields (see bar 2 in the plot). Psychologically,

lacement of the perceived source of the auditory stimuli toward the visual

ible neural substrate for this crossmodal effect.
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precuneus). These regions showed increased responses selectively

for audiovisual signals that were not only temporally synchronous

but also spatially co-localized. The critical effects can be seen in

the signal plots of Fig. 2, which shows that in these areas, greater

activity was observed only for the ‘Synchronous–Same Location’

(SySm) condition (bar 1 in each histogram).

By contrast, the comparison of spatially discordant minus co-

localized synchronous stimuli (i.e., greatest activity for synchro-

nous vision and audition presented from opposite hemifields)

yielded selective activation of the right inferior parietal cortex

(see Table 1c and Fig. 3). The signal plot for this area again shows

the specificity of the responses, with maximal activity for the

‘Synchronous–Different Location’ (SyDf) condition (bar 2 in the

histogram of Fig. 3). This is classically the condition in which any

ventriloquist-like phenomena should arise (see Bertelson, 1998;

Bertelson and de Gelder, in press), since ventriloquism depends on

spatial discrepancy between temporally synchronous auditory and

visual inputs (see also Caclin et al., 2002).
Discussion

While previous imaging studies on audiovisual speech pro-

cessing primarily investigated audiovisual synchrony or congru-

ency, here we manipulated both temporal and spatial aspects of

audiovisual speech stimuli orthogonally to examine how these

factors may conjointly affect brain responses. We found that

temporally synchronous (minus asynchronous) audiovisual speech

activated a network of brain areas, including ventral and dorso-

lateral occipital cortex, plus left superior temporal sulcus (STS).

Activity in ventral occipital areas and STS increased during

synchronous audiovisual speech, irrespective of the relative

location of the auditory and visual input (i.e., same or opposite

hemifields, see Fig. 1). By contrast, dorsolateral occipital cortex

was most responsive for audiovisual stimuli that were not only

synchronous but also spatially concordant (see Fig. 2). Finally, a

region in right inferior parietal cortex was selectively activated

when auditory and visual streams were synchronous but spatially

discordant (see Fig. 3).

Temporal synchrony of audiovisual signals provides a power-

ful cue for linking multisensory inputs (e.g., Bertelson, 1998;

Bushara et al., 2001; Calvert et al., 2000; McGurk and MacDon-

ald, 1976; Meredith et al., 1987; Van Wassenhove et al., 2002).

Several previous imaging experiments demonstrated that such

synchrony (and/or phonological and semantic congruence be-

tween auditory and visual speech signals) can influence brain

activations (e.g., Bushara et al., 2001, 2003; Calvert et al., 2000).

These studies indicated that audiovisual synchrony can affect

activity not only in multisensory areas receiving convergent input

from different sensory-specific cortices (e.g., superior temporal

sulcus), but may also modulate activity in visual and/or auditory

unimodal cortices.

Here, we found that audiovisual synchrony produced in-

creased activity in the superior temporal sulcus (a region of

multisensory convergence; Bruce et al., 1981; Jones and Powell,

1970), and also in visual regions of the ventral occipital cortex.

These findings agree with previous reports of multisensory

influences on these areas (e.g., Calvert et al., 2000), when

congruent versus incongruent audiovisual speech combinations

were presented, but always from slightly different locations in

those prior studies (i.e., auditory stimulation over headphones, but
the visual display on a screen in front of the subject, as in Calvert

et al., 2000 and related studies). Here we establish for the first

time that these particular activations do not depend on relative

stimulus location at all, but instead only upon the temporal

synchrony between matching audiovisual inputs. Since temporal

synchrony can strongly influence whether lipread information

contributes to the identification of speech sounds (e.g., see Van

Wassenhove et al., 2002), whereas relative auditory and visual

location apparently does not (Bertelson et al., 1994; Colin et al.,

2001), this may be consistent with the multisensory effects

observed in these regions relating to stimulus identification (see

also Calvert, 2001). This would accord with behavioral studies

documenting that audiovisual interactions related to stimulus

identification can occur even with auditory and visual sources

placed at different locations (Bertelson et al., 1994, 1995; Colin

et al., 2001).

Further imaging studies may be required to assess any different

role for the activity in ventral occipital cortex versus superior

temporal sulcus, which were commonly activated here for syn-

chronous audiovisual inputs regardless of relative stimulus posi-

tion. The hierarchical level of these areas within the visual system

may provide some clues. The ventral occipital areas may be

involved primarily in processing visual attributes from the seen

face. By contrast, STS may not only be sensitive to specific

biological movements such as lip movements (Bonda et al.,

1996), but its higher position within the cortical hierarchy also

provides this region with convergent connectivity from both visual

and auditory areas (Bruce et al., 1981; Jones and Powell, 1970).

Convergence of visual and auditory signals to STS might make this

area well placed to identify multisensory signals, and any coher-

ence in the identities suggested by each modality. The finding that

activity in STS, but not in ventral occipital cortex, was lateralized

to the left hemisphere in the present experiment, and in other

studies that similarly used linguistic material (see Calvert, 2001),

may be consistent with this.

Unlike activity in ventral occipital cortex (and STS), responses

in dorsal occipital cortex were affected not only by audiovisual

synchrony, but also by the relative location of visual and auditory

sources. In both the lateral and superior occipital gyri, activity was

selectively boosted for synchronized audiovisual signals when

these also originated from the same external location. Multisensory

audiovisual interactions in dorsal occipital areas are reported here

for the first time. A possible explanation for why previous human

imaging studies on audiovisual speech failed to detect multisensory

effects upon these particular occipital regions lies in the charac-

teristic responses found here for these regions, which apparently

require both audiovisual synchronization and spatial co-localiza-

tion for strong activation. As mentioned in the Introduction, none

of the previous imaging studies on audiovisual speech integration

used the same external location for visual and auditory inputs, thus

potentially explaining why none previously activated these partic-

ular occipital areas.

Such a dependence on synchronized but also spatially coherent

multisensory stimulation seem analogous in some respects to the

experimental paradigms used in single-unit multisensory research

(e.g., Stein and Meredith, 1993). Studies of that type have shown

that activity in single neurons during synchronized and spatially

congruent multisensory stimulation can exceed the sum of the

responses during unimodal stimulation (Stein and Meredith,

1993), while spatially discordant bimodal stimulation can result

in suppression instead. Within our design, we were unable to



E. Macaluso et al. / NeuroImage 21 (2004) 725–732 731
assess any such nonlinear effects, or to determine any possible

contribution of deactivation for spatially discordant stimulation

(i.e., vision and audition in opposite hemifields). Assessing this

would have required numerous further conditions, including

unimodal stimulation of vision and of audition, plus possibly a

rest (no stimulation) condition to test for deactivations. Given the

limited number of scans allowed with PET, we chose to focus

instead on the central issue of any spatial and temporal inter-

actions during multisensory stimulation. For the dorsal occipital

regions under discussion, we found that both relative stimulus

position and temporal synchrony are important determinants of

activity. The dorsal location of these spatially specific effects fits

with the general theme that more dorsal areas of visual cortex

may be involved in representing spatial aspects of stimuli, while

more ventral areas may be mainly concerned with stimulus

discrimination and identification (e.g., Haxby et al., 1994).

Moreover, the observation of crossmodal but spatially specific

interactions in superior and lateral occipital cortex accords with

some previous reports of spatially specific crossmodal effects in

such regions using combinations of stimuli from other sensory

modalities (e.g., vision and touch, see Macaluso et al., 2002;

Misaki et al., 2002).

The third main result to emerge here concerned the condition

where the two streams were synchronized but spatially discordant.

Behaviorally, this type of condition has often been associated

with ‘ventriloquist’ phenomena (i.e., the displacement of the

perceived source of the auditory stimuli toward the visual

location; see Bertelson, 1998, plus Bertelson and de Gelder, in

press). In principle, this type of phenomenon might be associated

with at least two different types of neural processes. One

possibility would be that auditory location is primarily coded

within just auditory areas, and that any ventriloquist-like shift

would therefore affect activity only in such regions. A second

hypothesis would implicate higher-order areas that are known to

be involved in auditory space perception (Griffiths et al., 2000;

Pavani et al., 2002), and that have also been associated with

spatial representations across sensory modalities (e.g., Andersen

et al., 1997; Colby and Goldberg, 1999; Graziano and Gross,

1995; Macaluso and Driver, 2001). The results of the present

study may accord with the second type of account, highlighting

activation in the right inferior parietal lobule specifically for the

condition with synchronous but spatially discordant audiovisual

streams. Moreover, activation of these higher-order areas may be

consistent with the crossmodal nature of ventriloquist phenomena,

which depends on binding information across sensory modalities

(see also Bushara et al., 2003). The lateralization of the inferior

parietal activation to the right hemisphere might in principle relate

to the dominant role of this hemisphere in spatial cognition.

However, the asymmetry of our experimental set up (spatially

discordant sounds were always presented on the left side) might

also play a role.

One limitation of the present study was that although we

included the stimulus condition that should classically induce

ventriloquism (i.e., synchronous but spatially discordant audiovi-

sual stimulation), we did not directly measure ventriloquism

behaviorally during scanning. Moreover, it is possible that the

inferior parietal activation might actually reflect subject’s aware-

ness that visual and auditory stimuli were at different locations. But

if so, this activation should presumably have been as great in the

asynchronous spatially discordant condition, where no ventrilo-

quism should arise. Yet the inferior parietal activation was specific
to synchronous spatially discordant stimulation, which classically

causes ventriloquism.

Future studies might attempt to correlate behavioral measure-

ment of perceived auditory shifts during multisensory stimulation

that can induce ventriloquist effects, with the level of activity in

inferior parietal cortex (see Zatorre et al., 2002), possibly on a

trial-by-trial basis using event-related fMRI (Bushara et al., 2003).

However, note that this would require the use of sounds in virtual

space, given that fMRI scanning does not allow free-field situa-

tions unlike the PET scanning method used here. Moreover, motor

confounds (such as might arise in a task such as pointing to

apparent auditory locations) would have to be avoided.

In conclusion, the present study indicates some dissociation

between distinct brain areas responding to different aspects of

audiovisual relations during speech processing. Ventral occipital

areas and the superior temporal sulcus were activated in all

conditions that involved synchronized auditory and visual stimuli,

suggesting the involvement of these areas in discrimination and

identification of speech signals for multisensory integration. By

contrast, dorsolateral occipital regions selectively responded to

synchronized bimodal stimulation only when originating from a

common external location. We tentatively related, these activations

to the spatial aspect of crossmodal integration involved in allocat-

ing both visual and auditory signals to a single external event.

Finally, we found that the condition traditionally associated with

ventriloquism, comprising synchronous but spatially discrepant

audiovisual stimulation, led specifically to increased activity in

the right inferior parietal lobule, highlighting the possible role of

this region in the crossmodal construction of space.
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