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Abstract
The cortical processing of auditory-alone, visual-alone, and audiovisual speech information is
temporally and spatially distributed, and functional magnetic resonance imaging (fMRI) cannot
adequately resolve its temporal dynamics. In order to investigate a hypothesized spatio-temporal
organization for audiovisual speech processing circuits, event-related potentials (ERPs) were
recorded using electroencephalography (EEG). Stimuli were congruent audiovisual /bα/, incongruent
auditory /bα/ synchronized with visual /gα/, auditory-only /bα/, and visual-only /bα/ and /gα/. Current
density reconstructions (CDRs) of the ERP data were computed across the latency interval of 50-250
milliseconds. The CDRs demonstrated complex spatio-temporal activation patterns that differed
across stimulus conditions. The hypothesized circuit that was investigated here comprised initial
integration of audiovisual speech by the middle superior temporal sulcus (STS), followed by
recruitment of the intraparietal sulcus (IPS), followed by activation of Broca's area (Miller and
d'Esposito, 2005). The importance of spatio-temporally sensitive measures in evaluating processing
pathways was demonstrated. Results showed, strikingly, early (< 100 msec) and simultaneous
activations in areas of the supramarginal and angular gyrus (SMG/AG), the IPS, the inferior frontal
gyrus, and the dorsolateral prefrontal cortex. Also, emergent left hemisphere SMG/AG activation,
not predicted based on the unisensory stimulus conditions was observed at approximately 160 to 220
msec. The STS was neither the earliest nor most prominent activation site, although it is frequently
considered the sine qua non of audiovisual speech integration. As discussed here, the relatively late
activity of the SMG/AG solely under audiovisual conditions is a possible candidate audiovisual
speech integration response.

Introduction
Talkers produce both optical and acoustic phonetic signals. Phonetic refers to the physical
aspects of speech signals that encode the consonants and vowels (as well as prosody) of a
language. When a talker can be seen as well as heard, perceivers typically integrate phonetic
attributes of both the optical and acoustic stimuli. Integration has been demonstrated in the
laboratory using many different tasks. For example, being able to see as well as hear a talker
results in substantial gains to comprehending speech in noise (MacLeod and Summerfield,
1987; Sumby and Pollack, 1954), improvements in comprehending difficult messages under
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good listening conditions (Arnold and Hill, 2001; Reisberg et al., 1987), detecting speech under
adverse signal-to-noise conditions (Bernstein et al., 2004b; Grant, 2001; Grant and Seitz,
2000), compensation for filtering out various acoustic frequency bands (Grant and Walden,
1996) or due to hearing loss (Erber, 1975; Grant et al., 1998), and super-additive levels of
speech identification from stimulus combinations of extremely minimal auditory and visible
speech information (Breeuwer and Plomp, 1986; Iverson et al., 1998; Kishon-Rabin et al.,
1996; Moody-Antonio et al., 2005).

The best known audiovisual speech integration example is the McGurk effect (McGurk and
MacDonald, 1976). The McGurk effect is said to have occurred when, for example, an auditory
stimulus “ba” is paired with a visual stimulus “ga,” and the perceiver reports that the talker
said “da.” Because the perceptual effect is sub-phonemic (i.e., a change in the perceived place
of articulation speech feature), the effect has reasonably been attributed to phonetic information
integration. That is, the effect is considered to be primarily perceptual and not due to higher-
level linguistic processing such as lexical.

Neuroimaging studies have used mismatched audiovisual speech to investigate mechanisms
of audiovisual phonetic integration. However, not all effects obtained with audiovisual speech
can be attributed to processing the phonetic information in the stimuli, because natural speech
stimuli afford multiple attributes (e.g., the talker's face, gender, low-level visual features, voice
timbre, loudness, etc.). that can engage a broad range of perceptual and cognitive processes
Use of stimuli that engage higher levels of psycholinguistic processing (e.g., spoken words or
sentences) complicate interpretation of results (Calvert et al., 1999; Calvert et al., 2000).
Therefore, isolation of audiovisual phonetic integration effects requires phonetic level stimulus
control and variation (Besle et al., 2004; Colin et al., 2004; Colin et al., 2002; Jones and Callan,
2003; Miller and d'Esposito, 2005), which can be accomplished by using nonsense syllables
that are without semantic content.

In a functional magnetic resonance imaging experiment (fMRI), greater activity within the
right supramarginal gyrus (SMG) and left inferior parietal lobule (Jones and Callan, 2003) was
obtained with an incongruent nonsense syllable stimulus versus a congruent syllable. The left
intraparietal sulcus (IPS) and parietal lobules were differentially sensitive to congruent and
incongruent audiovisual vowels in another fMRI study (Saito et al., 2005). In a study in which
subjects reported whether asynchronous audiovisual nonsense syllable stimuli were fused or
not (Miller and d'Esposito, 2005), areas that were sensitive to speech fusion were Heschl's
gyrus, the middle superior temporal sulcus (STS), the middle IPS, and the inferior frontal (IF)
gyrus (Broca's area).

On the basis of their results from the fusion task and the literature, Miller and d'Esposito
(2005) hypothesized an integration pathway for audiovisual speech. According to their
hypothesis, “the middle STS is the core of the perceptual fusion network, a region where
auditory and visual modalities are first combined for the purposes of identification. The
intelligible speech pathway starts here and progresses anteriorly along the STS/superior
temporal gyrus. … In the case of imperfect correspondence of auditory and visual signals, the
IPS is recruited by the STS to effect spatiotemporal transformations … and accumulate
evidence toward achieving a match. Broca's area would then be recruited only in instances in
which greater effort is required … to parse speech into intelligible components” (p. 5891-2).
This pathway is plausible, given that these regions are among ones whose activity is replicated
across audiovisual speech and face-voice experiments (Beauchamp et al., 2004; Callan et al.,
2003; Calvert et al., 2000), and given that anatomical studies have shown connections among
these areas (Pandya and Yeterian, 1996). But the hypothesized pathway has a temporal
dimension to its specification, and temporal dynamics on the scale that is relevant here
(approximately 10s of milliseconds) are not adequately resolved using the fMRI methodology,
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which measures the relatively slow blood oxygen-level dependent (BOLD) signal (Buckner,
2003). The study presented here used electroencephalographic (EEG) event-related potentials
(ERPs) to investigate spatio-temporal dynamics of audiovisual speech processing and to
investigate the circuit hypothesized in Miller and d'Esposito (2005).

Models based on ERPs are appropriate for investigating hypotheses with both temporal and
spatial attributes, with the caveat that the spatial dimension is relatively broad. Here, scalp-
recorded ERPs were obtained for AV congruent (AVc /bα/) and AV incongruent (AVi
auditory /bα/ and visual /gα/) stimuli, as well as for auditory-only (AO) /bα/ and /dα/, and
visual-only (VO) /bα/ and /gα/. Cortical source generator localization using EEG can be
achieved with modest spatial resolution using modeling methods such as current density
reconstruction (CDR) (Fuchs et al., 1999), which was used here to achieve resolution of
approximately 1 to 2 cm. The CDRs were computed on every millisecond of ERP data that
had been low-pass filtered at 70Hz, thus resolving events at the same resolution as the
underlying ERPs due to the linearity of the CDR computations. Given the low-pass filtering,
the ERPs in this study were sensitive to events at the resolution of 7 msec, according to the
sampling theorem.

CDR models spatio-temporal cortical response patterns using a large number of distributed
dipole sources, without making assumptions regarding the number or dynamical properties of
the dipoles. The CDR models here were used to evaluate the hypothesized spatio-temporal
circuit in Miller and d'Esposito (2005). Support was obtained for the relevance to audiovisual
speech processing of the hypothesized regions of activity but not for the hypothesized temporal
dynamics.

Materials and Methods
Subjects

Twelve right-handed subjects (mean age 30, range 20 to 37 years) were recruited who had
previously participated in a screening test of the stimuli and had demonstrated their
susceptibility to the McGurk effect (McGurk and MacDonald, 1976). In the screening test, 48
stimuli were presented that combined a visual token of “tha,” “ga,” “ba,” and “da,” and an
auditory token from each of the same tokens. For the classic McGurk stimulus with auditory
“ba” and visual “ga,” all the subjects responded with a non-“ba” response on 50% or more of
the trials (mean non-“ba” response of 90%).

All participants were neurologically normal (no reported head injuries resulting in a loss of
consciousness), with normal pure-tone thresholds. Prior to testing, the purpose of the study
was explained to each subject and informed and written consent was obtained. Subjects were
paid for their participation.

Stimuli
Natural productions of the AV stimuli /bα/ and /gα/ were video-recorded at a rate of 29.97
frames/sec. (An acoustic /dα/ stimulus was also presented, but the results are not reported here.)
Stimulus tokens were selected so that the video end frames could be seamlessly dubbed to the
beginning frames of either the same stimulus (e.g., /ba/ to /bα/) or the alternate stimulus (e.g., /
gα/ to / bα/). Thus, the transition from stimulus to stimulus would not result in an evoked
response. In addition, the video clips were edited by removing still frames leading into the
stimulus and leading out of it. Alternate frames were also removed from the quasi-steady state
portion of the vowel, resulting in a total of 20 video frames (599 ms) per stimulus. The acoustic /
bα/ token was 450 ms in duration.

Bernstein et al. Page 3

Neuroimage. Author manuscript; available in PMC 2009 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 1 shows two measures of the video stimulus dynamics in relationship to the acoustic
signal. Individual video frames were used to measure in pixels the interlip distance (mouth
opening) and the jaw drop. The vertical lines in the figure show the onset and offset of the
acoustic stimulus. The face dynamics were somewhat different across stimuli, as would be
expected, given that they were different phonemes.

For the congruent AV / bα/ stimulus (AVc), the natural relationship between the visible speech
movement and the auditory speech was maintained. Therefore, the visual movement began
before the onset of sound, that is, partway through the 7th video frame. For the incongruent
combination of auditory /bα/ and visual /gα/ (AVi), the acoustic / bα/ signal was dubbed so
that its onset corresponded with the onset of the original acoustic /gα/ for that token. In order
to guarantee the audio-visual synchrony of the stimuli, the stimuli were dubbed to video tape
using an industrial betacam SP video tape deck, thus locking their temporal relationships. The
audio was amplified through a Crown amplifier for presentation via earbuds. In order to
guarantee synchrony for data averaging of the EEG, a custom trigger circuit was used to insert
triggers from the video tape directly into the Scan™ acquisition system.

For the VO /bα/ and /gα/ condition, the auditory portion of the stimuli was muted. For the AO
condition, the video was turned off. Also, in the AO condition, an oddball /dα/ stimulus was
presented, but none of the responses to oddball stimuli were reported for this study (see below).

Procedure
Subjects were tested while seated comfortably in an electrically shielded and sound-attenuated
booth. All of the EEG recordings were obtained on a single day. The data were collected during
a mismatch negativity paradigm in which standards were presented in 87% of trials pseudo-
randomly ordered with 13% of deviant trials. Each stimulus was tested as both a standard and
a deviant. For example, auditory /bα/ occurred as a standard versus auditory /da/ as a deviant,
and vice versa in another run. Thus there were two runs for each condition. 2200 trials were
presented per subject per condition. However, for this study, only the trials that contained
standard stimuli were analyzed. That is, the/bα/ trials during AO condition with /dα/ as standard
were not analyzed for this study. During the auditory-only stimulus presentations, subjects
watched a video of a movie (entertainment—not the visual syllable stimuli) with the sound off.
Visual stimuli were viewed at a distance of 1.9 m from the screen. Throughout the experiment,
subjects were not required to respond behaviorally to the stimuli. Testing took approximately
4.5 hours per subject, and subjects were given rests between runs.

Electrophysiological recordings
Thirty silver/silver-chloride electrodes were placed on the scalp using a conductive water-
soluble paste at locations based on the International 10/20 recording system (Jasper, 1958). A
reference electrode was placed on the forehead at Fpz, with a ground electrode located 2 cm
to the right and 2 cm up from Fpz. Vertical and horizontal eye movements were monitored on
two differential recording channels. Electrodes located above and below the right eye were
used to monitor vertical eye movements. Horizontal eye movements were recorded by a pair
of electrodes located on the outer canthus of each eye. For each stimulus condition, the EEG
was recorded as single epochs, filtered from either DC or 0.1 Hz to 200 Hz and sampled at a
rate of 1.0 kHz.

Recording was initiated 100 ms prior to the acoustic onset and for 500 ms following the onset.
Recording obtained for the VO stimuli used the same recording onset and offset as for the AV
stimuli.
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Off-line, the individual EEG single-sweeps were baseline corrected over the pre-stimulus
interval and subjected to an automatic artifact rejection algorithm. A regression-based eye blink
correction algorithm was applied to the accepted single sweeps (at least 1500 per subject),
which were then averaged. The averages were filtered from 1 to 70 Hz and average-referenced.
For each stimulus, data from all 12 subjects were used to generate grand average waveforms.

Source reconstruction
With Curry® software (Neuroscan, Texas), cortical activation reconstructions were generated
by applying minimum norm least squares CDR analysis (Phillips et al., 1997). Source
reconstruction utilized a three-shell, spherical head, volume conductor model with an outer
radius of 9 cm. Analyses were constrained to the cortical surface of a segmented brain (Wagner
et al., 1995). CDR was applied to the ERP data across the latency interval of 50-250
milliseconds; an interval that spanned both of the major activation peaks in the mean global
field power for AV stimuli (see Figure 2). Results were computed at each millisecond of data.
After filtering the averages from 1 to 70Hz, all information that is in the data is exposed, if
results are presented in 1000/140 = 7msec steps, where 140 = 2 * 70Hz, that is, the Nyquist
frequency. Results were computed in 1msec steps, because that was the sampling rate after
filtering, and Curry™ 5 is not able to subsample. Solutions were derived using minimum norm
least squares criteria in which the field is explained by a source configuration with minimum
power. Depth weighting was applied, and regularization was used to achieve a fit error that
matched the inverse of the signal-to-noise ratio (SNR) (Fuchs et al., 1999). Inverse SNRs for
the five conditions were AO 0.0588, AVi 0.0455, AVc 0.0526, VO /bα/ 0.0526, and VO/gα/
0.109. Obtained solutions were displayed with a common threshold across all conditions. The
supplementary materials show animations for each condition comprising the CDRs at the
millisecond rate at which they were computed. The cortical generators responsible for the
signals of interest here likely were less dispersed than the resulting CDR activity. To partially
account for this possibility, the results are described in terms of the foci of modeled highest
current densities.

Results
The mean global field power for the AO, VO, AVc, and AVi responses shown in Figure 2
demonstrates that all the conditions produced structured activations, and that AO activity was
earlier than VO activity. The overall level of activity was greater with the audiovisual (AVi
and AVc) stimuli. Also the latencies of the peaks in the mean global field power varied across
the different stimulus conditions.

Figure 3a-d shows the results in terms of the CDRs. Results are shown for the left and right
hemispheres for AO /ba/, VO /ga/ and /ba/, AVi, and AVc. In Figure 3a and 3c, the CDRs are
shown in 5-msec steps, beginning at 50 ms and continuing through to 100 ms; in Figure 3b
and 3d, the CDRs are shown beginning in 20-msec steps from 100 to 240 ms, with a final time
frame at 250 ms showing the return to subthreshold activation. The CDRs in the figure do not
represent mean data across the intervals but single frames at the noted time points. All these
data were thresholded to the same current density range across all conditions.

The foci here were stable results with continuity across time. None of the results discussed
here relied on high-frequency potentials. The continuity of the events can be seen particularly
well in the animations in the supplementary materials from 50 msec to 250 msec.

Auditory-only activity
Activation developed in the right temporal cortex at about 55-60 msec and continued through
180 msec (Figure 3c and d). The CDR analysis indicates that the peak in the MGFP at 165
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msec for the AO condition is primarily attributable to activity in the right hemisphere (compare
Figure 3b and 3d). Parietal activity that was more extensive on the right than the left was
obtained in the interval 55 to 90 msec (Figure 3a and 3c).

AO activity centered on the left hemisphere superior temporal gyrus emerged in the vicinity
of primary auditory cortex at 55 msec (Figure 3a). By 60-65 msec, activity had spread and
included a small focus in the parietal lobule region as well as the inferior parietal lobule. Left
inferior frontal activity that might correspond to the Broca's area pars triangularis (Amunts et
al., 1999; Broca, 1861) developed at 65-70 msec and persisted for more than 30 ms before
dissipating.

Left hemisphere activity appears to have resolved by 120 msec, while right hemisphere activity,
particularly, in the inferior temporal region, persisted to 180 msec. The AO results demonstrate
rapid development and resolution of processing (see also, Reale et al., 2007), as well as
temporally early and simultaneous recruitment of parietal and frontal areas.

Visual-only activity
For the VO condition, only minor activation was present in the CDRs for either /bα/ or /gα/
until approximately 120 msec (Figures 3b and 3d). However, in the MGFP analyses, low-level
occipital activity was present beginning at 65 msec and diminishing at 80 msec, particularly
for visual /bα/ (Figure 2). This is barely noticeable as a small area of activation in the CDR
plots for visual /bα/ at 70 and 75 ms (Figure 3a and 3c).

The much more extensive later occipital activation corresponds to the increased variance
displayed in the MGFP curves in Figure 2. After 120 msec there was a spread of activation
from the occipital pole for both VO /gα/ and /bα/ stimuli. In the left hemisphere, this pattern
of activation is quite similar across both VO stimuli. On the right, CDR activity for both stimuli
also originated at the occipital pole, but expanded much more broadly across the lateral surface
of posterior cortex for VO /bα/ stimulation. Activity also spread extensively in right inferior
parietal and inferior temporal cortex, particularly, at the latencies of 160 through 200 msec.

The VO results demonstrate the temporally extended development and resolution of activation,
as well as recruitment of some areas beyond the occipital cortex but not into auditory temporal
cortex (Reale et al., 2007). Although some low-level activity appears at early latencies, the
more spatially extensive and higher current densities occurred at later latencies.

AVc left hemisphere activity
In the left hemisphere (Figure 3a), at 55 msec, activity in the region of the auditory cortex
appears to have been suppressed (relative to the AO condition), and two small foci of activity
appeared, one modeled in posterior parietal cortex, an area consistent with the IPS, and the
other in the supramarginal gyrus (SMG). By 60-65 msec, these areas had expanded. The activity
then also included the STG and the angular gyrus (AG). Across 60 to 80 msec, AVc temporal
and parietal cortical activation was similar to AO activation patterns. In the interval of 70-95
msec, low amplitude inferior frontal (IF) cortex activity was present. At 85 msec, activity in
dorsolateral prefrontal cortex (PFC) can be seen, and it expanded in area and amplitude and
continued through 100 msec. Occipital activity was recorded beginning at approximately 90
ms and persisted throughout the time epoch under examination. This activity appears to be
delayed relative to the activity in the CDRs for the VO /bα/ noted above. Low amplitude inferior
temporal gyrus (ITG) activity was recorded in the interval 100-120 msec.

Relatively late, 120-160 msec, activity extended from the occipital cortex anteriorly to the
posterior STS. Evidence for focused STS activity was obtained in the interval of 120-180 msec.
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However, the current density magnitudes were not large. From 160 to 200 msec, unlike either
the AO or VO conditions, activity was focused in the region of the SMG and AG.

AVi left hemisphere activity
Across the period of 50 to 70 msec, the left hemisphere AVi activity was dissimilar from the
AO activity, even though the acoustic stimulus was the same in the two conditions (Figure 3a).
Early activity in the region of the auditory cortex appears to have been suppressed beyond the
period noted for the AVc stimulus. At 50 msec, very low amplitude activity was present in
dorsolateral prefrontal cortex and the region of the middle STS, and the occipital cortex.
Dorsolateral PFC activity continued to be recorded through 60 msec. But middle STS activity
was not visible at 55 msec. More persistent and more extensive activity developed first in ITG
cortex, seen at 65 msec and then was present in IF cortex at 75 msec. Superior parietal activation
emerged at 75 msec and persisted through 120 msec. This activity is consistent with an IPS
source. Between 65 msec and 100 msec, focused activity moved from the inferior temporal
lobe to the parietal lobe in the region of the angular and supramarginal gyri. Weak activity in
dorsolateral prefrontal cortex arose again at 85 msec and persisted to 100 msec. Similar to the
results for the AVc stimulus, activity was modeled in parietal cortex, consistent with SMG and
AG between approximately 160 and 220 msec, with weak activation seen at 140 msec. The
SMG/AG activity could be viewed as a continuation of the earlier activity in this area.

AVc and AVi right hemisphere activity
Generally, there were many similarities between the right hemisphere AVi and AVc
activations. However, the former appeared somewhat delayed in terms of the extent of spread
of activity and also in terms of the onset of dorsolateral PFC activity. Also, initial AVc activity
was generally similar to AO activity from 60 through 100 msec. But initial AVi activity was
generally different from that of AO activity, with an initial parietal focus (50 msec) and early
persistent occipital activity (55 to 70 msec).

Specifically, looking in more detail, at 50 msec, for the AVi stimulus, a brief focus in the
superior parietal area was observed. At 60 msec, for the AVc stimulus, dorsolateral PFC activity
emerged, moved briefly inferiorly to the inferior frontal gyrus, and returned to the dorsolateral
PFC were it was sustained through 100 msec. These frontal activations differed from the AVi
condition, for which the earliest (75 msec) focused frontal activity was in IF gyrus and was
sustained through 120 msec.

At approximately 75 msec, the activation patterns were qualitatively similar across the AO,
AVi, and AVc conditions and remained so through 95-100 msec, except for the more superior,
widespread dorsolateral PFC activations of AVc. Activity in the right STS extended temporally
for the AO, AVc, and AVi stimuli. At 65 msec, with the AVc stimulus, there was more posterior
STS activation, and more extensive activity continued to approximately to 120 or 140 msec.
The AVi stimulus resulted in a later onset of STS activity (at approximately 80 msec).

In the AVi condition, occipital activity was modeled from 55 to 70 msec and then from 85 to
240 msec. In the AVc stimulus, occipital activity was modeled from 60 msec through 240
msec, however, this activity was not consistently present at the occipital pole. At 120 msec,
and continuing through the remaining time epoch, AVc and AVI activity appeared as a
composite of the activated areas for the AO and the VO /bα/ models. In contrast with the left
hemisphere, where an emergent parietal activation was obtained between 160 and 220 msec,
the right hemisphere activity was merely more extensive temporally and spatially in the AVc
and AVi conditions than the AO and VO conditions.
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Summary: AVc and AVi
Summarizing the results for the left hemisphere (Figure 4a): Differences and similarities were
seen across the AVi and AVc stimulus conditions. AVi activations were temporally later by
as many as 20 msec in the SMG/AG and the IPS. The temporal differences in STG, STS, and
IF cortex across AVi and AVc were smaller and closer to the resolution of the measurements.
Patterns of early latency frontal activity varied across audiovisual conditions. Dorsolateral PFC
activity was earlier for AVi than AVc.

Evidence for the temporal aspect of the Miller and d'Esposito (2005) hypothesis was weak.
The STS was not the focus of earliest activity, nor was it prominent at later latencies. The left
dorsolateral PFC, the IPS, and the SMG/AG areas became active earlier and at higher amplitude
than the left STS, contrary to prediction. The late latency left activation patterns departed most
dramatically from the AO and VO conditions, with the addition of a focal activation of the
SMG/AG area from 160 to 220 msec.

In the right hemisphere (Figure 4b), AVi activations generally had later onsets than AVc
activations. Strikingly, many of the focal areas became active in close temporal correspondence
in the interval from 70-80 msec (SMG/AG, IPS, STG, ITG, STS, IF), again contrary to the
prediction. Other than the difference across conditions in latency, notably, the frontal activity
varied, with the dorsolateral PFC focus for the AVc condition and the more inferior focus for
the AVi condition.

Discussion
EEG generally affords better temporal (7-msec here) than spatial (1-2-cm here) resolution in
comparison with, for example, fMRI. Given that caveat, it can be said that several striking
features of spatio-temporal multisensory cortical activation were identified. First, left STS was
not prominent in the spatio-temporal dynamics of audiovisual stimulus processing. Although
STS activation was obtained with AV stimuli, it was generally not the earliest, highest current
density, nor most spatially focal. Right STS showed activation that was similar across AO,
AVc, and AVi stimuli. Second, evidence for frontal and parietal activity during AV conditions
was obtained at the earliest latencies examined. Third, activity in latencies from as early as
approximately 65 to 100 msec was concurrently present in frontal, parietal and temporal cortex.
Fourth, persistent activity, unique to the AV conditions, emerged at approximately 160 msec
and was sustained for tens of milliseconds in a left hemisphere area consistent with SMG/AG.
Fifth, the spatio-temporal dynamics of AO and VO speech stimulus processing differed, the
former mostly distinct from the latter, and developing and resolving much more quickly.

Hypothesized spatio-temporal dynamics
The large-scale regional and temporal patterns of activity reported here were used to address
the hypothesis posed by Miller and d'Esposito (2005) that audiovisual speech integration is
initiated in the middle STS, with recruitment of intraparietal areas when stimuli are not in their
normal correspondence, and with additional processing efforts resulting in recruitment of
Broca's area. While activation was obtained within the hypothesized areas, its pattern was not
consistent with the hypothesized temporal dimension. Complex temporal patterns were
obtained, including concurrent activations. An implication of the results here is that the
functional attributions of the hypothesized circuit, tied as they were to initial integration
followed by additional processing dependent on stimulus difficulty, appear not to be
instantiated in the spatio-temporal dynamics of audiovisual stimuli similar to those in Miller
and d'Esposito (2005).

Bernstein et al. Page 8

Neuroimage. Author manuscript; available in PMC 2009 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Several previous studies have reported STS to be an audiovisual integration site (Callan et al.,
2003; Calvert et al., 2000; Miller and d'Esposito, 2005; Sekiyama et al., 2003; Wright et al.,
2003). But others have noted the absence of differential STS activation. For example, matched
and mismatched vowels failed to result in differential STS activation (Ojanen et al., 2005) (see
also, Jones and Callan, 2003; Olson et al., 2002). Here we obtained a broad area of left activation
from AG/SMG to the MTG, centered more superiorly, at approximately 160 to 180 msec in
both AV conditions. While STS appears to participate in audiovisual integration, our results
do not suggest it to be a major orchestrator of cortical activations.

Audiovisual integrative processing
Peaks of activity in the left posterior parietal cortex, labeled “IPS” here, might correspond to
the intraparietal activation in Miller and d'Esposito (2005). Evidence exists for forward
connections to the dorsolateral PFC from multisensory IPS (Pandya and Yeterian, 1996;
Sugihara et al., 2006). However, there was early latency evidence for this pathway in the AO
condition in addition to the two AV conditions, suggesting that this connection is not serving
a uniquely cross-modal integrative function.

The longer latency (particularly, 160-220 msec) activations centered in left SMG/AG were not
predicted by Miller and d'Esposito (2005), nor by the VO and AO activation patterns. However,
previous evidence suggests that this site is concerned with multisensory integration (Jones and
Callan, 2003; Kaiser et al., 2006). This area of association cortex (which appears to include
Wernicke's area) has been hypothesized to function as a transmodal gateway that binds or
associates bottom-up modality-specific, representational patterns during perception (Bernstein
et al., 2004a; Mesulam, 1998). The persistence and later emergence of activity in SMG/AG,
as well as its stimulus-related differences across AVi and AVc support the suggestion that the
response in this region is critical in audiovisual speech integration.

Implications for the spatio-temporal dynamics of audiovisual phonetic integration
The differences reported here between the VO and AO activations, with the former mostly in
posterior cortex and the latter mostly in temporal cortex, suggest that there is not a single
phonetic speech information processing area. However, considerable controversy has
surrounded whether bottom-up visible speech features are processed by the auditory cortical
areas that process audible speech (Bernstein et al., 2002; Calvert et al., 1997; Campbell et al.,
2001; Paulesu et al., 2003; Pekkola et al., 2005).

The passive task here might be responsible for the relatively restricted activity in posterior
areas with VO speech stimuli. With an active speech perception task, activations resulting from
VO stimuli might have extended into left anterior temporal regions typically associated with
auditory speech processing (Scott and Johnsrude, 2003). However, recently, a study on
posterolateral STG using intra-cortical recordings showed little response to VO speech
stimulation when the subject was performing a monitoring task (Reale et al., 2007). In the same
study, audiovisual stimuli were compared for which the visual stimulus was either a nonsense
syllable or a face motion. The results showed little evidence for sensitivity to the visual
dimension in the posterolateral STS region, consistent with the results here.

The ERP literature on audiovisual processing of simple non-speech stimuli has noted early
exogenous (prior to 100 msec) interactions (Giard and Peronnet, 1999; Molholm et al.,
2002). But in accounting for audiovisual speech stimulus processing, temporal constraints
related to stimulus complexity should be taken into account. Time is needed not only to process
information but also for the transduction of the information to the relevant processing locations.
In general, stimuli comprising multiple stimulus attributes are thought to be processed
hierarchically following lower-level feature analyses.
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Previous studies have established that the first volley of stimulus-driven activity into the
auditory core cortex occurs around 11-20 msec post stimulus onset (Saron et al., 2001;
Steinschneider et al., 1999; Yvert et al., 2001; Yvert et al., 2005). Based on intra-cerebral
recordings, simple auditory stimuli, and similar source localization approaches to those
reported here, several simultaneous distinct sites of activation have been observed, including,
Heschl's gyrus, the planum temporale, and STG, all active within 28 to 100 msec post-stimulus
onset (Yvert et al., 2005). The site of auditory phonetic processing remains controversial, but
researchers seem to agree that it is not the areas that are activated temporally earliest in the
bottom-up synaptic hierarchy of the auditory cortex (Hickok and Poeppel, 2007; Scott and
Johnsrude, 2003). It has been estimated that the conscious auditory speech percept develops
within 150-200 msec post-stimulus onset (Näätänen, 2001), consistent with a locus distal from
the primary auditory area.

Intra-cortical recordings in V1/V2 have shown the earliest stimulus-driven response to be at
approximately 45-60 msec (Foxe and Simpson, 2002; Krolak-Salmon et al., 2001). Trans-
cortical feature processing requires time (Schroeder and Foxe, 2002). Latency for combining
visual form and motion at the level of the cortex is at least 100 msec, and face motion processing
might require closer to 170 msec (Puce and Perrett, 2003).

Thus, latency measures suggest that audiovisual speech stimulus processing, which likely
involves the hierarchically processed extraction and integration of phonetic features, could
require at least 100-150 msec from stimulus onset of both auditory and visual speech stimuli.
Furthermore, evidence in the literature that seems unambiguously relevant to audiovisual
phonetic processing, for which incongruent audiovisual speech stimuli were presented, has
implicated relatively long latencies for speech integration, although non-speech controls were
not tested. For example, when participants were asked to detect audiovisual vowel incongruity,
a negative response around 300 msec was obtained, which was attributed to the difficulty of
integrating conflicting speech information (Lebib et al., 2004). In another study, when
congruent and incongruent audiovisual vowels were presented, early (85 msec) responses were
evidence for audiovisual interactions independent of the vowel identities, but differential
processing related to vowel congruity was observed at 155 msec (Klucharev et al., 2003). These
longer latencies are commensurate here with the latencies of the left hemisphere emergent
activity in SMG/AG (see Figure 3b and 3d) and persisting between 140 and 220 msec.

Early frontal activity
With audiovisual stimuli, areas of dorsolateral PFC and inferior frontal cortex activity in both
hemispheres arose early. Frontal activity was, however, very similar to that in the AO condition,
raising the possibility that activation during AV conditions was attributable to the auditory
stimulus. The P50 auditory evoked potential (also known as P1, Pb, or Pb1) is obtained in the
interval 45-75 msec post-stimulus onset. The P50 can be reduced when a train of auditory
stimuli is presented, and this effect has been interpreted as sensory gating that screens out
redundant information, thus, theoretically freeing capacity for higher-level processing
(Korzyukov et al., 2007; Lebib et al., 2004). The three conditions here with audio have a
repeated syllable, likely to elicit sensory gating. Recent intracortical recordings on human
epilepsy patients have shown a frontal generator for auditory sensory gating associated with
the P50 response (Korzyukov et al., 2007). Thus, the early frontal activity here could be
attributable to the repetitive auditory stimulus rather than to an early integrative process (Giard
and Peronnet, 1999; Lebib et al., 2004). Interpretation of early frontal effects being due to
stimulus repetition or other global factors such as anticipation (Teder-Salejarvi et al., 2002) is
consistent with our hypothesis that audiovisual phonetic integration follows at longer latencies.

Bernstein et al. Page 10

Neuroimage. Author manuscript; available in PMC 2009 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Limitations of the CDRs
A valid question here is the extent to which the CDR spatial resolution is adequate for
examining spatiotemporal circuit hypotheses for audiovisual speech processing. The intrinsic
under-determination in the CDRs due to the inverse problem leads to the possibility of regional
spatial errors. In addition, application of larger numbers of electrodes could have afforded
greater spatial resolution. One piece of converging evidence in favor of accepting the regional
results here is the extent to which they appear accurate for the AO and VO stimuli.

Interestingly, some previous studies have shown little structured visual-only ERPs (Besle et
al., 2004; van Wassenhove et al., 2005). Here there were extensive structured ERPs and
relatively early latency activation to the visual speech stimuli (see also, Saint-Amour et al.,
2007). In the present study, a large number of EEG sweeps was collected, increasing the signal-
to-noise ratios and affording good estimates of the ERPs. Given the substantial results in the
EEG literature on non-speech face motion (Puce et al., 2007; Puce et al., 2000), a reasonable
expectation is that we would obtain visual cortex activity in CDRs with speech face motion,
as was the case.

Nevertheless, the underlying cortical generators responsible for the observed activity were
likely less spatially dispersed than those visualized in the CDRs. Taking this into account, the
results were described in terms of the anatomical locations with high current densities. An
alternative approach would have been to undertake analyses such as the permutation methods
presented by Pantazis et al. (2005), which could possibly reduce the spatial extent of activity
by statistical thresholding, although the specific extent of blurring is intrinsic to the inverse
operator. The Pantazis-et-al. method requires equivalent duration pre- and post-stimulus data,
which were not available here but could be obtained in the future.

Alternatively, our interest in the hypothesis of Miller and d'Esposito (Miller and d'Esposito,
2005) calls for an approach that is arguably less conservative (relatively lenient) regarding
Type I error. That is, we sought evidence for the possibility that the hypothesized circuit was
true. Our result supported the activation of the hypothesized regions but not their hypothesized
temporal dynamics.

Measures of audiovisual integration
Super-additivity, for which the sum of activity recorded from single neurons responding to
unisensory stimulation is less than the activity to multisensory stimulation, has been until
recently regarded as, perhaps, the signature of multisensory integration (Meredith, 2002; Stein
and Meredith, 1993). Similar computations using the BOLD signals of fMRI or using ERPs
with surface electrodes are problematic. These measures reflect large populations of neurons,
and the proportion of multisensory neurons in cortex is estimated to be relatively small
(Laurienti et al., 2005). Quantitative measures obtained under multisensory conditions could
appear to demonstrate super-additivity attributable to integration when in fact two or more
populations of sensory-specific neurons were activated in a particular location (Beauchamp et
al., 2004; Calvert, 2001). Different computations of multisensory integration, including super-
additivity can result in qualitatively different activation patterns (Beauchamp, 2005).

In some electrophysiological studies, audiovisual integration has been evaluated using
measures of super-additivity or response suppression that involved adding waveforms from
different unisensory stimulation conditions and comparing them to waveforms from the
multisensory stimulation condition (Klucharev et al., 2003; van Wassenhove et al., 2005). This
method is open to the possibility that activity on individual electrode recordings reflects
additivity across near and far field electrical sources (Besle et al., 2004). It also risks
measurement bias, in that audiovisual processing tends to be offset temporally from unisensory
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processing (Giard and Peronnet, 1999; Molholm et al., 2002), as noted here, such that the peaks
of activity across conditions do not coincide: Multisensory super-additivity could arise, for
example, because the comparison among conditions takes the peak of audiovisual processing
and compares it with activity that peaks earlier or later in time. The bias in this case is towards
confirmation of super-additivity.

More recently, comparisons have been made directly across unisensory versus bisensory
conditions (Reale et al., 2007; van Atteveldt et al., 2007; van Wassenhove et al., 2005). The
study reported here contributes to the literature on audiovisual processing that does not depend
on addition and subtraction to obtain sub- or super-additivity. Here CDR models across
conditions were compared directly, without recourse to subtraction or addition of waveforms
or of modeled parameters. This approach revealed qualitatively different spatio-temporal
patterns, including emergent activity not predicted by activity in AO or VO conditions.

Conclusion
Evidence was sought for the circuit supporting audiovisual speech integrative in the
comparison across AO, VO, and AV conditions expressed as CDR models. Qualitatively
different spatiotemporal activation patterns across different audiovisual conditions, and
between audiovisual and unisensory conditions were observed. The use of a temporally
sensitive measure, current density reconstructions, demonstrated a dynamically distributed,
including simultaneous, pattern of activations involving areas that had been hypothesized to
be activated sequentially (Miller and d'Esposito, 2005). Early latency dorsolateral prefrontal
and inferior frontal cortex as well as SMG/AG and IPS activations were obtained with AV and
AO speech. Activation in SMG/AG that was not predicted in AO and VO conditions was
observed again at relatively long latencies and is hypothesized here to be related to the
integration of the auditory and visual speech stimulus information.
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Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Interlip distance and jaw drop in pixels. The vertical 0-msec line corresponds to the onset of
the acoustic signal and the 0-msec EEG sampling point.

Bernstein et al. Page 17

Neuroimage. Author manuscript; available in PMC 2009 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 2.
Mean global field power (MGFP) for the grand mean ERPs in the AO, VO, and the two AV
conditions of congruent AV stimulation (auditory /ba/ and visual /ba/) and incongruent AV
stimulation (auditory /ba/ and visual /ga/). Each stimulus condition produced two distinct peaks
in the MGFP.

Bernstein et al. Page 18

Neuroimage. Author manuscript; available in PMC 2009 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Bernstein et al. Page 19

Neuroimage. Author manuscript; available in PMC 2009 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Bernstein et al. Page 20

Neuroimage. Author manuscript; available in PMC 2009 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Bernstein et al. Page 21

Neuroimage. Author manuscript; available in PMC 2009 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 3(a-d).
Current density reconstructions for each condition. (a) Left hemisphere from 50 msec to 100
msec in 5-msec steps. Columns are auditory-only (AO) /bα/, audiovisual congruent (AVc) /
bα/, audiovisual incongruent (AVi) with auditory /bα/ and visual /gα/, visual-only (VO) /gα/
and VO /bα/. (b) Left hemisphere from 100 to 240 msec in 20-msec steps, with 250 msec,
showing that activity was resolved. (c) The right hemisphere from 50 to 100 msec in 5-msec
steps. (d) The right hemisphere from 100 to 240 msec in 20-msec steps, with 250 msec, showing
that activity was resolved except in the AVi condition.
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Figure 4(a-b).
Left (4a) and right (4b) hemisphere activation patterns. AVc activity in red, and AVi activity
in blue. Time intervals correspond to the resolution in Figure 3(a-d). (Abbreviations:
dorsolateral prefrontal cortex, DLPFC; occipital cortex, OC; supramarginal gyrus/angular
gyrus, SMG/AG; intraparietal sulcus, IPS; superior temporal gyrus, STG; inferior temporal
gyrus, ITG, superior temporal sulcus, STS; inferior frontal, IF).
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