
A cerebellar thalamic cortical circuit for error-related cognitive
control

Jaime S. Ide1 and Chiang-shan Ray Li1,2,3,*
1Department of Psychiatry, Yale University School of Medicine, New Haven, CT 06519
2Department of Neurobiology, Yale University School of Medicine, New Haven, CT 06520
3Interdepartmental Neuroscience Program, Yale University School of Medicine, New Haven, CT
06520

Abstract
Error detection and behavioral adjustment are core components of cognitive control. Numerous
studies have focused on the anterior cingulate cortex (ACC) as a critical locus of this executive
function. Our previous work showed greater activation in the dorsal ACC and subcortical structures
during error detection, and activation in the ventrolateral prefrontal cortex (VLPFC) during post-
error slowing (PES) in a stop signal task (SST). However, the extent of error-related cortical or
subcortical activation across subjects was not correlated with VLPFC activity during PES. So then,
what causes VLPFC activation during PES? To address this question, we employed Granger causality
mapping (GCM) and identified regions that Granger caused VLPFC activation in 54 adults
performing the SST during fMRI. These brain regions, including the supplementary motor area
(SMA), cerebellum, a pontine region, and medial thalamus, represent potential targets responding to
errors in a way that could influence VLPFC activation. In confirmation of this hypothesis, the error-
related activity of these regions correlated with VLPFC activation during PES, with the cerebellum
showing the strongest association. The finding that cerebellar activation Granger causes prefrontal
activity during behavioral adjustment supports a cerebellar function in cognitive control.
Furthermore, multivariate GCA described the “flow of information” across these brain regions.
Through connectivity with the thalamus and SMA, the cerebellum mediates error and post-error
processing in accord with known anatomical projections. Taken together, these new findings
highlight the role of the cerebello-thalamo-cortical pathway in an executive function that has
heretofore largely been ascribed to the anterior cingulate-prefrontal cortical circuit.
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Introduction
In our daily life, we constantly adjust our behavior by detecting changes in the environment
and focusing on goal-relevant information. This ability, called cognitive control, is a hallmark
of executive functions. One of the most influential neural models of cognitive control is the
conflict-monitoring theory (Botvinick et al., 2001; Carter and van Veen, 2007; Ridderinkhof
et al., 2004). This model posits that the anterior cingulate cortex (ACC) detects conflict and
relays the information to prefrontal structures to expedite behavioral adjustment (Carter and
van Veen, 2007). For instance, in a functional magnetic resonance imaging (fMRI) study of
the Stroop task, Kerns et al. (2004) demonstrated that conflict-driven ACC activity predicts
both prefrontal cortical activity and post-conflict behavioral adjustment in subsequent trials,
lending support to the conflict-monitoring hypothesis. Behavioral adjustment in this study
reflected primarily faster reaction time (RT) in an incongruent trial following an incongruent
trial, compared to an incongruent trial following a congruent trial. It appears that incongruency-
related activity in the ACC expedites the prefrontal processing of conflicting information and
as a result shortens the RT during subsequent trials.

Errors often involve conflict. In our previous studies of the stop signal task (SST), we identified
greater activation in the medial cortical areas, including dorsal ACC (dACC) during error
detection (Li et al., 2008c), and the ventrolateral prefrontal cortex (VLPFC) during post-error
slowing (PES) in go trial RT, an index of behavioral adjustment (Li et al., 2008b). However,
across subjects, the extent of error-related cortical (including dACC) or subcortical activations
was not correlated with VLPFC activity during PES (Li et al., 2008c). Along with other reports
that did not show a correlation between error-related electrical potentials and post-error
behavioral adjustment in event-related brain potential studies (Gehring and Fencsik, 2001;
Riba et al., 2005), these results were at odds with the conflict monitoring hypothesis. However,
these “negative” results led to an important question: what causes VLPFC activation during
PES?

We attempted to address this question using Granger causality mapping (GCM, Roebroeck et
al., 2005), a seed-based whole brain Granger Causality Analysis (GCA). GCA (Granger,
1969) is widely used in economics and finance research, and has been successfully applied to
electroencephalographic and fMRI data to investigate the causal relationships between time
series (Ding et al., 2000; Baccala and Sameshima, 2001; Goebel et al., 2003; Kaminski et al.,
2001; Kus et al., 2004; Roebroeck et al., 2005). In fMRI, GCA has been used to examine
effective connectivity between brain regions during cognitive performance (Abler et al.,
2006; Deshpande et al., 2008; Duann et al., 2009; Sato et al., 2009; Stilla et al., 2008). In
contrast to correlation based connectivity analyses, GCM elucidates directional functional
connectivity between brain regions and would be a useful tool to explore this issue. We applied
GCM to examine regions that influence VLPFC activity during the SST. Importantly, we
anticipated that the error-related activation of some of these brain regions that Granger causes
VLPFC would correlate with VLPFC activation during PES in linear regressions. Furthermore,
we investigated the connectivities of these brain regions using multivariate GCA (Deshpande
et al., 2009).

Material and methods
Behavioral task

We employed a simple reaction time task in this stop-signal paradigm (Li et al., 2006; 2008b;
2008a; Logan et al., 1984). There were two trial types: “go” and “stop,” randomly intermixed.
A small dot appeared on the screen to engage attention at the beginning of a go trial. After a
randomized time interval (fore-period) between 1 and 5 s, the dot turned into a circle (the “go”
signal), which served as an imperative stimulus, prompting the subjects to quickly press a
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button. The circle vanished at a button press or after 1 s had elapsed, whichever came first, and
the trial terminated. A premature button press prior to the appearance of the circle also
terminated the trial. Three quarters of all trials were go trials. The remaining one quarter were
stop trials. In a stop trial, an additional “X,” the “stop” signal, appeared after and replaced the
go signal. The subjects were told to withhold button press upon seeing the stop signal. Likewise,
a trial terminated at button press or when 1 s had elapsed since the appearance of the stop signal.
The stop signal delay (SSD) – the time interval between the go and stop signal – started at 200
ms and varied from one stop trial to the next according to a staircase procedure: if the subject
succeeded in withholding the response, the SSD increased by 64 ms; conversely, if they failed,
SSD decreased by 64 ms (Levitt, 1971). There was an inter-trial-interval of 2 s. Subjects were
instructed to respond to the go signal quickly while keeping in mind that a stop signal could
come up in a small number of trials. Prior to the fMRI study each subject had a practice session
outside the scanner. In the scanner each subject completed four 10-min runs of the task with
the SSD updated manually across runs. Depending on the actual stimulus timing (trials varied
in fore-period duration) and speed of response, the total number of trials varied slightly across
subjects in an experiment. With the staircase procedure we anticipated that the subjects would
succeed in withholding their response in approximately half of the stop trials.

Subjects and MR imaging
We performed the study in fifty-four healthy subjects (27 men), who were all right-handed and
between 22 and 45 years of age. They were paid to participate in the study and signed a written
consent, after details of the study were explained, in accordance to guidelines and procedures
approved by Yale University Human Investigation Committee.

Conventional T1-weighted spin echo sagittal anatomical images were acquired for slice
localization using a 3T scanner (Siemens Trio). Anatomical images of the functional slice
locations were next obtained with spin echo imaging in the axial plane parallel to the AC-PC
line with TR = 300 ms, TE = 2.5 ms, bandwidth = 300 Hz/pixel, flip angle = 60°, field of view
= 220 × 220 mm, matrix = 256 × 256, 32 slices with slice thickness = 4mm and no gap.
Functional, blood oxygenation level dependent (BOLD) signals were then acquired with a
single-shot gradient echo echoplanar imaging (EPI) sequence. Thirty-two axial slices parallel
to the AC-PC line covering the whole brain were acquired with TR = 2,000 ms, TE = 25 ms,
trials occurred subsequent to and thus could not have a causal effect on the pSE trial (Li et al.,
2008b). A statistical analytical design was constructed for each individual subject, using the
general linear model (GLM) with the onsets of go signal in each of these trial types convolved
with a canonical hemodynamic response function (HRF) and with the temporal derivative of
the canonical HRF entered as regressors in the model (Friston et al., 1995). Realignment
parameters in all six dimensions were also entered in the model. The data were high-pass
filtered (128 s cutoff) to remove low-frequency signal drifts. Serial autocorrelation was
corrected by a first-degree autoregressive or AR(1) model. In the first-level analysis, we
constructed for each individual subject two contrasts: SE > G to isolate error-related activations,
and pSEi > pSEni to isolate activations related to post-error slowing. We used MarsBaR to
derive for each individual subject the effect size of activity change of these contrasts for regions
of interest (Brett, 2002; http://marsbar.sourceforge.net/).

Methodological considerations for functional connectivity analysis
Investigation of the functional connectivities between brain regions is critical to our
understanding of how information is integrated in the brain (Frackowiak et al., 2004; Friston,
1994; Penny et al., 2004; Stephan, 2004). For instance, structural equation modeling (SEM,
Buchel and Friston, 1997; McIntosh and Gonzalez-Lima, 1994) and dynamic causal modeling
(DCM, Friston et al., 2003) are widely used to test and compare competing models of neural
networks. As pointed out by these and other investigators, limitations of SEM include its
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requirement of an a priori anatomical model and assumption of unidirectional instantaneous
connections (Buchel and Friston, 1997; Harrison et al., 2003; Penny et al., 2004). DCM is a
generative model designed to fit fMRI data and has been successfully used in many studies
(Friston et al., 2003; Penny et al., 2004; Stephan et al., 2009). DCM is particularly powerful
in testing and comparing different patterns of effective connectivities. It is computationally
demanding and its application is generally restricted to a limited number of ROIs (Penny et
al., 2004). Psychophysiological interaction (PPI) is a voxel-wise analysis to examine whether
correlation in activity between two brain bandwidth = 2004 Hz/pixel, flip angle = 85°, field of
view = 220 × 220 mm, matrix = 64 × 64, 32 slices with slice thickness = 4mm and no gap.
Three hundred images were acquired in each session.

Spatial preprocessing of brain images
Data were analyzed with Statistical Parametric Mapping version 5 (Wellcome Department of
Imaging Neuroscience, University College London, U.K.). Images from the first five TRs at
the beginning of each trial were discarded to enable the signal to achieve steady-state
equilibrium between RF pulsing and relaxation. Images of each individual subject were first
corrected for slice timing, realigned (motion-corrected) and unwarped (Andersson et al.,
2001; Hutton et al., 2002). A mean functional image volume was constructed for each subject
for each run from the realigned image volumes. These mean images were normalized to an
MNI (Montreal Neurological Institute) EPI template with affine registration followed by
nonlinear transformation (Ashburner and Friston, 1999). The normalization parameters
determined for the mean functional volume were then applied to the corresponding functional
image volumes for each subject. Finally, images were smoothed with a Gaussian kernel of 10
mm at Full Width at Half Maximum.

General Linear Modeling
Statistical modeling of the imaging data was described in detail in our earlier studies (Li et al.,
2006; 2008b; 2008a). Briefly, four main types of trial outcome were first distinguished: go
success (G), go error (F), stop success (SS), and stop error (SE) trial. G trials were divided into
those that followed a G trial (pG), F trial (pF), SS trial (pSS), and SE trial (pSE), respectively
(Li et al., 2008a). pSE trials (G trials that followed SE trial) were further divided into those
that increased in RT (pSEi) and those that did not increase in RT (pSEni), to allow the isolation
of neural processes involved in post-error behavioral adjustment (Li et al., 2008b). To
determine whether a pSE trial increased or did not increase in RT, it was compared to the pG
trials that preceded it in time during each session. The pG trials that followed the pSE trial
were not included for comparison because the neural/cognitive processes associated with these
pG areas is modulated by different psychological contexts (Friston et al., 1997; Gitelman et
al., 2003). Because PPI analysis is based on the regression of instantaneous terms, it does not
suggest direction of the connectivity (Friston et al., 1997).

Granger causality analysis (GCA, Granger, 1969) is a method of time series analysis and has
been used to model temporal interaction of BOLD time series (Goebel et al., 2003; Roebroeck
et al., 2005). Based on multivariate autoregressive modeling (Harrison et al., 2003), GCA has
been applied to electroencephalographic and fMRI data to investigate the causal relationships
between time series (Ding et al., 2000; Baccala and Sameshima, 2001; Kaminski et al., 2001;
Kus et al., 2004; Roebroeck et al., 2005; Wilke et al., 2009) and to examine effective
connectivity between brain regions during cognitive performance (Abler et al., 2006; Stilla et
al., 2007; Deshpande et al., 2008; Duann et al., 2009; Sato et al., 2009). In contrast to correlation
based connectivity analyses and PPI, GCA elucidates directional connectivity between brain
regions. Therefore, in order to explore brain regions that provide inputs to the ventrolateral
prefrontal cortex during stop signal performance, we employed GCA in the current study.
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Granger Causality Analysis (GCA)
We employed multivariate autoregressive (MAR) modeling (Harrison et al., 2003; Sato et al.,
2009) to perform GCA (Granger, 1969). In an unrestricted model of the BOLD time series

(1)

Y(t) is a column vector [y1(t), y2(t),…,yn(t)] in which each element yj(t), j = 1,2,…n, is the
average time series of a region of interest (ROI) at time point t, T is the number of time points,
n is the number of ROIs, and ε(t)is a column vector [ε1(t), ε2(t),… εn(t)] of residuals at time
point t. The model order is represented by p and Ai is a n-by-n matrix given by

(2)

estimated by ordinary least squares (Seth, 2010). To determine the model order we employed
the Akaike Information Criterion (AIC), which trades the model-fit with a complexity penalty
on the number of parameters (Akaike, 1974), which avoids over-fitting. The application of
multivariate autoregressive modeling required that each ROI time series was covariance
stationary, which we examined with the Augmented Dickey Fuller (ADF) test (Hamilton,
1994). ADF test verified that there was no unit root in the modeled time series. To test whether
variable x Granger causes y, where x, y ∈ Y(t), x ≠ y, we computed the regression Equation (1)
without variable x (the restricted model) and obtained the residual sum of squares RSSr of
variable y. The residual sum of squares of y is given by:

, where ŷ represents the predicted value of y. The
influence from x→y can be measured by the fractional F-value (Hamilton, 1994):

(3)

where RSSur is the residual sum of squares of variable y in the unrestricted model. Variable x
causes y, if F > Fcritical (i.e., the inclusion of variable x significantly decreases the residual
error).

An alternative connectivity measure used in the fMRI literature was proposed by Geweke
(Geweke, 1982), in which linear dependence in the time domain from x→y (bivariate case) is
measured by the expression (Geweke, 1982; Goebel et al., 2003):

(4)

where εy(t) is the residual of variable y in the unrestricted model and  is the residual of
variable y in restricted model, i.e. autoregressive modeling without x variable. Equation (4)
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can be extended to MAR by using the conditional linear dependence as the causality measure
(Geweke, 1984; Chen et al., 2006; Seth, 2010). Analogously, variable x causes y, if Fx→y >
Fx→y (critical).

For statistical significance testing, the F-distribution can be used to compute the Fcritical of
Equation (3), assuming independence of residuals, and χ2 -distribution can be employed to
compute the Fx→y(critical) of Equation (4) (Geweke, 1982; Bressler and Seth, in press).
However, since MAR modeling potentially involves highly interdependent residuals
(Deshpande et al., 2009), and there are no analytical statistical distributions for composed
influence measures (Roebroeck et al., 2005), we employed a permutation resampling approach
(Hesterberg et al., 2005; Seth, 2010) to test the causality measures. We computed empirical
null distributions of no causality by producing surrogate data (Theiler et al., 1992) as
implemented in previous EEG (Kaminski et al., 2001; Kus et al., 2004) and fMRI studies
(Deshpande et al., 2009), and obtained the critical causality measures. The surrogate data was
obtained by randomly generating time series with the same mean, variance, autocorrelation
function, and spectrum as the original data (Theiler et al., 1992). Note that this constituted a
permutation test because the original time series was resampled without replacement and the
assumption of no causality was valid (Moore, 1999). In the surrogate data, the causal phase
relationships were eliminated and significant connectivity occurred only by chance.

Whole-brain GCA or Granger Causality Mapping (GCM)
With GCM we examined which brain regions Granger-cause VLPFC (Goebel et al., 2003;
Roebroeck et al., 2005). In this approach, the MAR model has two variables: a seed ROI, y,
and the single voxel activity, x. GCM consists of computing the difference of influence measure
(Fx→y– Fy→x) across the whole brain, i.e. x ∈ X, where X represents the set of brain voxels,
and estimating its statistical significance. Equation (4) was used to compute the difference
terms, as in Goebel et al. (2003). It was suggested that using the influence difference term
(Fx→y– Fy→x), instead of Fx→y, is more appropriate for inferring the unilateral connectivity
x→y, because the difference term increases specificity (Roebroeck et al., 2005).

For each subject, the spatially preprocessed BOLD time series were averaged across all voxels
inside the ROI. The average time series were concatenated across four sessions (each
containing 295 time points) after linear detrending and normalization (subtraction of temporal
mean and division by standard deviation) (Ding et al., 2000). The same de-trending and
normalization procedures were executed for each voxel time series in the whole brain. We
concatenated the average time series across four sessions in order to achieve covariance
stationary time series. We did not consider the edge effects, since there were only 3 edges out
of 1180 time points. We would also like to note that, alternatively, one could estimate a single
MAR model from multiple sessions using the method of Ding et al. (2000), assuring that each
session is an independent realization of a single statistically stationary process (Seth, 2010).
We used the VLPFC mask as the seed ROI to compute the voxel-wise Granger causality map
for all 54 subjects. That is, for each subject, we obtained a whole brain map of (Fx→y– Fy→x)
values.

In group analysis for GCM, the median across subjects is used as group statistic and tested
against an empirical null distribution, constructed using surrogate data (Theiler et al., 1992).
For each single voxel in the brain (around 30,000 voxels in total), we tested the connectivity
significance between the voxel and the selected ROI as follows: 1) we computed the median
influence difference, , across 54 subjects; 2) constructed the empirical
distribution of the null hypothesis (no connectivity), generating 500 samples of surrogate data
per subject and calculating the average across 54 subjects; 3) estimated the corresponding
mcritical from the empirical distribution for a given p-value; and 4) compared m with the critical
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value: if m > mcritical, we concluded that ROI (y) was caused by voxel x. As noted by Sato et
al. (2009), the median across subjects is robust against outliers. Differently from Sato et al.
(2009) which used resampled residuals, we employed surrogate data (Theiler et al., 1992) to
produce the null distribution, as established in the EEG and fMRI literature (Kaminski et al.,
2001; Kus et al., 2004; Deshpande et al., 2009).

Multivariate Granger Causality Analysis (GCA)
We employed multivariate GCA to further examine the connectivity among the ROIs that
Granger caused VLPFC (Stilla et al., 2007; Deshpande et al., 2008; Deshpande et al., 2009).
Multivariate GCA helps in identifying spurious influences between two structures x→y
induced by common inputs from an unmodeled region z, x←z→y (Roebroeck et al., 2009). In
particular, we tested the cortico-pontine cerebello-thalamic circuit by including: VLPFC,
SMA, thalamus, pons, and cerebellum in one model. In a second model, we examined the
connectivity without the pontine region (see below).

The multivariate GCA was performed for individual subjects. For each subject and each ROI,
a summary time series was computed by averaging across voxels inside the ROI for each time
point. As in GCM, these average time series were concatenated across sessions, after detrending
and normalization (Ding et al., 2000). Afterwards, the five and four time series entered into
MAR modeling (Equation (1)). In the case with five ROIs, one unrestricted MAR model and
five restricted MAR models were estimated; and in the case with four ROIs, one unrestricted
and four restricted MAR models were estimated. Finally, the residual sums of squares (RSS)
of restricted and unrestricted models were used to compute the measure of causality F-
values (Equation (3)) for each possible connection. There were 20 and 12 possible connections
each in the model with five and four ROIs. For each individual multivariate GCA, the optimal
model order was estimated according to the unrestricted MAR model.

To obtain statistics for each connection, we generated 2,500 samples of surrogate data. For
instance, in the model with five ROIs, each sample consisted of five random time series with
the same spectrum of our original average time series. For each sample, we ran GCA and
computed the F-values for each of the 20 possible connections, the distribution of which
comprised the null hypothesis. Thus, Fcritical was estimated from the empirical distribution
given a p-value. Finally, for each subject, we evaluated each of the possible connections,
correcting for false discovery rate (FDR) in multiple comparisons (Genovese et al., 2002).

For multivariate GCA group analysis, we used binomial test to assess statistical significance
(Uddin et al., 2009; Duann et al., 2009). For each connection, we counted the number of subjects
that had F > Fcritical (i.e., significant connection, as described in the above) and estimated its
significance using a binomial distribution with parameters n = 54 trials and p = q = 0.5 (same
probability to observe a connection or not).

Results
Across 54 subjects performing the SST, the average go trial reaction time was 560.4±125.3ms
and the critical SSD was 360.0±132.4ms. The go success rate was 95.9±4.3% and the stop
success rate was 50.5±2.6%, suggesting that the staircase procedure was adequately tracking
participants’ performance.

With general linear modeling we examined regional brain activations associated with error
occurrence and post-error slowing (PES) in RT during the stop signal task (Li et al., 2008b;
Li et al., 2008c). The current results with 54 subjects confirmed our previous findings (Figure
1). Compared to G trials, stop error (SE) trials evoked greater activations in the medial frontal
cortex (38,336mm3) including the dorsal anterior cingulate cortex (ACC; MNI coordinate x=4,
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y=28, z=36, peak voxel Z=7.47) and the anterior supplementary motor area (SMA; MNI
coordinates of two peaks: x=8, y=16, z=60, Z=7.08; and x=−4, y=16, z=48, Z=7.01), as well
as the thalamus, epithalamus and structures in the midbrain (23,488mm3 MNI coordinates of
three peaks: x=4, y=−24, z=−4, Z=7.33; x=4; y=−16, z=−8, Z=7.16; and x=0; y=−20, z=−24,
Z=6.34, respectively), p<0.05, corrected for family-wise error (FWE) of multiple comparisons.
Compared to pSEni trials, pSEi trials evoked greater activation in the ventrolateral prefrontal
cortex (VLPFC, MNI coordinate x=48, y=20, z=−8, Z=4.80, 1,536mm3). Furthermore, the
extent of error-related activity in the medial cortical or subcortical cluster was not correlated
with VLPFC activity during PES across subjects (r=0.168 p=0.236; and r=0.181, p<0.190,
respectively). To examine whether a significant correlation could be obtained of a more
restricted area within these clusters, we also created regions of interest (ROIs), each of which
was a sphere of 5mm in radius and centered on the coordinate of peak voxel activation. None
of the six ROIs showed error-related activations that cross-correlated with VLPFC activation
during post-error slowing (p’s > 0.110).

We used Granger causality mapping (GCM) to explore brain regions that significantly
influenced the VLPFC time series. The results of GCM identified the supplementary motor
area (SMA), bilateral middle frontal cortices and precentral sulci, cerebellum (tonsil/vermis),
a region near the pontine nuclei in the brain stem, and the medial thalamus (Figure 2 and Table
1). Note that this area of SMA partially overlapped the medial cortical cluster identified from
GLM to respond to error; it was localized in a smaller and more posterior region (Figure 2,
bottom inset).

We hypothesized that these brain regions would potentially respond to errors so to cause
VLPFC activation during post-error slowing (PES). To examine this association, we computed
the effect size of stop error (SE) > go success (G) for these regions of interest (ROIs) and
correlated these error-related activities with VLPFC activation during PES across subjects.
VLPFC activation was identified with a contrast between post-SE go trials with reaction time
(RT) increase (pSEi) and post-SE go trials without RT increase (pSEni): pSEi > pSEni (Li et
al., 2008b). We assumed Gaussian residuals and excluded three regression outliers using a
confidence interval of 2.5% (Chatterjee and Hadi, 1986). The results confirmed our hypothesis
with all except the pontine ROI (p=0.09132) showing a significant correlation and the
cerebellum showing the strongest (Pearson r = 0.48386, p = 0.00032) correlation to VLPFC
activation (Figure 3).

The simultaneous identification of the cerebellum, pons, medial thalamus, and SMA appeared
particularly intriguing, as these brain regions were inter-connected anatomically (Kelly and
Strick, 2003). We employed multivariate GCA to further characterize the connectivity in this
cortico-ponto-cerebello-thalamo-cortical circuit and to distinguish direct and indirect
connectivities between these regions. We evaluated the significance of each connection for
individual subjects (p<0.05, corrected for false discovery rate, Genovese et al., 2002) and
performed a binomial test in group analysis. This multivariate model failed to yield significant
connectivity between the pontine and cerebellum ROIs (p’s>0.44, binomial test). Note that the
error-related activation of the pontine nuclei was also not correlated with VLPFC activation
during PES. Thus, we included only the VLPFC, SMA, cerebellum, and thalamus in a second
model. The results showed bilateral connectivity between the thalamus and the cerebellum as
well as between the thalamus and the SMA, and unilateral projection from the thalamus as well
as SMA to the VLPFC (Figure 4). The average optimal model order computed with AIC was
5.34, and the average (standard deviation) adjusted sum-squared-error was 0.41(±0.12), which
was above the minimum of 0.3 as suggested by Seth (2010).
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Discussion
Regional processes of post-error cognitive control

Using Granger causality mapping (GCM), we identified a medial cortical region, the
supplementary motor area (SMA; MNI coordinate x=1; y=10; z=53), that responded to errors
and correlated across subjects with ventrolateral prefrontal (VLPFC) activation during
subsequent behavioral adjustment. The role of the SMA in error processing is broadly in accord
with previous work demonstrating SMA activation in conflict resolution (Fiehler et al., 2004;
Coxon et al., 2009), response competition (Hazeltine et al., 2000), and target or change
detection (Linden et al., 1999). In particular, earlier recording studies of nonhuman primates
described a role of supplementary eye field in performance monitoring and executive control
during countermanding tasks (Schall et al., 2002; Stuphorn and Schall, 2006). Neurons in this
brain region signal the production of errors and the presence of processing conflict (Schall et
al., 2002).

In the current results, the medial cortical region that Granger caused VLPFC activation did not
include the dorsal anterior cingulate cortex (dACC). Greater error-related activation was
observed in general linear modeling (GLM) in a much larger cluster that involved both the
dACC and SMA (Li et al., 2008b; see also the lower inset of Figure 2). We demonstrated that
the average error-related activation of this medial cortical cluster or a more discrete region
involving only the dACC did not correlate with the extent of PES or VLPFC activation during
PES. Thus, while many previous studies supported a role of the dACC-prefrontal circuit for
conflict-related cognitive control, the current findings appeared to suggest a SMA-prefrontal
pathway for error-specific processes of cognitive control. The current findings are also
consistent with an earlier neuropsychological study showing that dACC lesions did not impair
PES during a go/no-go task in humans (Fellows and Farah, 2005). Interestingly, the broad area
of SMA seemed to be spared in three of the four patients examined in this latter study. Overall,
these results implicated a role of the SMA but not dACC in error-related cognitive control.
Also of note is that this area of SMA did not overlap a more anterior region, which we labeled
as anterior pre-SMA (MNI coordinate: x=−4; y=36; z=56) that our previous studies showed
to mediate response inhibition in the stop signal task (Li et al., 2006; 2008a; Chao et al.,
2009).

We observed activation in a small region of the medial thalamus that Granger caused VLPFC.
This thalamic error-related activation positively correlated with VLPFC activation during PES.
Many preclinical and clinical studies have suggested a role of the thalamus in performance
monitoring, such as during matching sensory feedback with expected outcome of a motor
response (Diamond and Ahissar, 2007; Urbain and Deschênes, 2007), re-evaluation of a
reinforcer (Mitchell et al., 2007), task planning on the basis of external information (Wagner
et al., 2006), processing corollary discharge of an eye movement (Sommer and Wurtz, 2004;
Bellebaum et al., 2005), reception of negative feedback during the Wisconsin Card Sorting
Task (Monchi et al., 2001), and self-generating actions in response to predictability of stimuli
(Blakemore et al., 1998). Anatomical studies have consistently established a link between the
mediodorsal thalamus and prefrontal cortices in humans as well as non-human primates
(Yamamoto et al., 1992; Jones, 2002; Stepniewska et al., 2007).

Similarly, in our previous and current work we observed error-related activation in a region
that covered almost the entire thalamus including the epithalamus and some structures in the
midbrain (Li et al., 2008b). However, the error-related activation of this subcortical complex
did not correlate linearly with VLPFC activation during PES. The current finding thus appeared
to suggest a specific role of the mediodorsal thalamus but not other thalamic regions in error-
related cognitive control.
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The current results also showed that the cerebellar tonsil/vermis significantly Granger-caused
VLPFC during the stop signal task, with its error-related activity strongly correlated with
VLPFC activation during PES. Cerebellar tonsils along with the vermis make up the
spinocerebellum (Orrison, 2008). The tonsil receives its input from the spinocerebellar tracts,
and influences limb movement and posture through descending projections from the globose
and fastigial nuclei (Orrison, 2008). The cerebellum has long been implicated in motor control,
and it was hypothesized in recent literature to mediate non-motor, including cognitive,
functioning (see Ito, 2008 for an overview). For instance, cerebellar tonsil and posterior vermis
were engaged in attention processing in a motor task (Allen et al., 1997), verbal working
memory (Desmond et al., 1997), motor imagery (Ross et al., 2003), spatial attention (Mayer
et al., 2007), motor coordination and timing learning (Kim et al., 2008), and retinal coding of
target velocity (Nagel et al., 2008).

Providing evidence for error-related cerebellar activation that Granger caused prefrontal
activity during behavioral adjustment, the current findings thus implicate cerebellum
specifically in cognitive control, consistent with many previous studies (Middleton and Strick,
1994; Ramnani, 2006; Hayter et al., 2007; Thach, 2007). For instance, Schweizer and
colleagues observed that patients with chronic focal cerebellum lesions but intact prefrontal
cortex were slower and less accurate in a task-switching task involving conflict resolution,
compared to healthy controls (Schweizer et al., 2007). These “cerebellar patients” performed
normally in a task without response conflict, suggesting an indispensable role of the cerebellum
in conflict (of which error is oftentimes a consequence) related cognitive processing. In imaging
studies, Broekhoven and colleagues observed greater activation of the cerebellar vermis and
lobules during saccadic errors (van Broekhoven et al., 2009); Tanaka and colleagues
demonstrated greater premotor cortical and cerebellar activations during error correcting
movements in a force production task, with the cerebellum figuring dominantly in error
correction during slow and well-controlled movements (Tanaka et al., 2009). Taken together,
along with these earlier studies, the current findings support a cerebellar function in cognitive
control.

An important question is why we did not observe error-related cerebellar activation on the basis
of GLM. As shown in Figure 3, more subjects show a negative than positive BOLD contrast
for stop error versus go trials in the cerebellar cluster. Thus, cerebellum would not demonstrate
significant error-related activity across the entire sample of subjects on the basis of GLM. This
observation speaks to a critical issue in differential imaging or the use of “cognitive subtraction”
in fMRI (Friston et al., 1996;Logothetis, 2008). That is, by contrasting two β’s from the GLM
and labeling the difference as specific to a psychological construct (error, in this case), one
would have to assume that all other constructs are equally represented in the two β’s, an
assumption that all too often is not valid (Friston et al., 1996). For instance, one might speculate
that stimulus or error processing interacted with motor response in stop error (SE) trials such
that the motor processes elicited significantly less activation in the cerebellum during SE as
compared to go trials. In a contrast between SE and go trials, the cerebellum exhibited a range
of activations with a mean that could not be detected with GLM. Without this limitation, thus,
GCM seems to provide a useful tool to uncover functional connectivity that in turn helps
elucidate the functions of individual brain regions.

A cerebello-thalamo-cortical circuit for error-related cognitive control
Anatomical studies in non-human primates have long documented connections between
cerebral cortical structures and the cerebellar cortex via the cortico-ponto-cerebellar and
cerebello-thalamocortical pathways (Brodal, 1978; Schmahmann and Pandya, 1997). The
cerebello-thalamocortical projections involve not only the primary motor cortex (Evarts and
Thach, 1969; Allen and Tsukahara, 1974) but also non-motor cortical areas (Middleton and
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Strick, 1994; Percheron et al., 1996) as targets, implicating this circuit in non-motor functions.
Functional connectivity between cerebellum and prefrontal cortices were shown recently in
humans during resting state and during performance of a cognitive task (Allen et al., 2005;
Demirci et al., 2009; Lin et al., 2009). Furthermore, diffusion tensor imaging tractography
demonstrated cerebellar projections to the prefrontal cortex via the thalamus in humans
(Jissendi et al., 2008). Overall, both anatomical and functional imaging studies have provided
abundant evidence in support of the cerebello-thalamocortical circuit for various motor and
cognitive operations.

GCM identified a region in or near the pontine nucleus that significantly Granger caused
VLPFC time series. Thus, these findings appeared to indicate a role of the cortico-ponto-
cerebello-thalamic circuit in mediating error-related cognitive control, in accord with known
anatomical projections in human and non-human primates (Kelly and Strick, 2003). We
performed multivariate GCA to explore the functional connectivity across these brain regions
during error and post-error processing. An initial model with the VLPFC, cerebellum, pons,
medial thalamus, and SMA as regions of interest did not yield any significant connections
between the pons and cerebellum. We thus did not have evidence for a functional cortico-
ponto-cerebello-thalamo-cortical circuit during error and post-error processing in the stop
signal task. It is also worth noting that, unlike cerebellum, medial thalamus, and the SMA,
error-related activation of the pontine region did not significantly correlate with VLPFC
activation during PES. In a second multivariate GCA, we explored the connectivity between
the VLPFC, cerebellum, thalamus, and SMA. The results suggested bilateral connections
between the cerebellum and thalamus and between the thalamus and the SMA, as well as
unilateral projection from the thalamus to the VLPFC and from the SMA to the VLPFC. In no
case did the VLPFC Granger cause the other structures. Although one is cautioned not to over-
interpret the strength of the connections, we feel that the pattern of functional connectivities
observed in this model is consistent with extant knowledge of the anatomy and function of the
cerebello-thalamocortical circuits (Ramnani, 2006).

Methodological considerations and limitations of GCA
Friston et al. 2009 discussed a number of disadvantages of GCA, while Roebroeck et al.,
2009 debated the importance of causality concepts based on temporal precedence (such as
Granger causality) in connectivity analysis. For instance, GCA does not involve modulation
of the connectivity by experimental conditions, as does PPI analysis. Thus, GCA alone does
not guarantee “causality” between regional brain activations in response to specific events in
the cognitive task. Additionally, as described in the Methods, bivariate connectivity measures
such as Granger causality mapping (GCM) are susceptible to confound by large network
interactions (Roebroeck et al., 2005). Two brain areas (voxels) could appear to be connected
only because they receive a common input from a third area (voxel).

Another methodological issue in GCA concerns the slow, variable and unknown hemodynamic
responses. GCA relies on the temporal information provided by the measured BOLD signal
and is susceptible to the filtering of the neuronal response by the hemodynamic response
function (HRF) and the down-sampling of the BOLD signal. As a result, it could lead to
spurious connectivity between two brain regions (Kayser et al., 2009; Roebroeck et al.,
2005). On the other hand, analyses of fMRI data obtained in a motor task showed that, although
GCM results were not entirely consistent in individual subjects, a significant pattern of
directional connectivity could be obtained for the whole group (Kayser et al., 2009). The
authors argued that, assuming that there is no reliable relationship across subjects in the
hemodynamic response profile between different brains areas, consistent findings from group
analysis should reflect neural rather than HRF differences (Kayser et al., 2009).
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In a recent report of simultaneous EEG and fMRI recordings in rats, in which HRFs were
individually estimated, David et al., 2008 showed that the deconvolved BOLD signals are
important for GCA to identify correct neuronal connections. Minimizing the effects of HRF
variability using explicit (Glover, 1999; Chang et al., 2008) or implicit (such as in DCM)
deconvolution techniques seems to contribute to the success of connectivity analyses including
GCA of fMRI data (David et al, 2008). However, the success of deconvolution depends on
correct estimation of the HRF across the brain, which is not a trivial task (Roebroeck et al.,
2009).

We recognized these limitations and employed GCM only to identify target brain regions that
may cause prefrontal activation during post-error slowing (PES). Whether error-related
activation of these brain regions is associated with prefrontal activity during PES is tested and
confirmed by linear correlation across the entire sample of subjects. Furthermore, we employed
multivariate GCA to elucidate the interaction between these brain regions. The results seemed
to accord with known anatomy, with the caveat that a significant connection does not imply
direct causality.

Conclusions and implications
In our previous work, we identified the ventrolateral prefrontal cortex (VLPFC) as the neural
correlate of post-error slowing (PES) during a stop-signal task (SST, Li et al., 2008b). Using
Granger causality mapping (GCM) here, we identified regions in the cerebellum, thalamus,
and supplementary motor area (SMA), whose error-related activation cross-correlated with
VLPFC activation during PES. In addition, the results from the multivariate GCA indicated a
putative cerebello-thalamocortical circuit that mediates error processing and PES during the
SST. This study thus complemented the literature by presenting novel findings on the neural
processes of error-related cognitive control. The current findings also provided evidence for
the utility of the GCA in identifying brain structures whose role in cognitive performance might
elude general linear modeling and in elucidating the neural circuit mediating the performance.
Finally, the role of the cerebello-thalamocortical circuit in cognitive control may have
implications for our research of the etiology of some common neurological conditions such as
attention deficit hyperactivity disorder (Schulz et al., 2004; Bush et al., 2005; Wolf et al.,
2009).

Research Highlights

• Error-related ACC activation is not associated with post-error prefrontal activation

• Regions Granger-causing VLPFC activation

• Cerebello-thalamo-cortical circuit causes prefrontal activation in cognitive control
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Figure 1.
(a) The medial frontal cortex, including the dorsal anterior cingulate cortex and supplementary
motor area, as well as a cluster that includes the thalamus, epithalamus and regions in the
midbrain showed greater activation during stop error (SE) as compared to go success (G) trials.
BOLD contrasts were overlaid on a structural image in sagittal sections. (b) The ventrolateral
prefrontal cortex showed greater activation during post-error go trials with RT slowing (pSEi)
as compared to post-error go trials without RT slowing (pSEni). BOLD contrasts were overlaid
on a structural image in coronal sections. Color bars represent voxel T values.
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Figure 2.
Brain regions (green) that Granger cause ventrolateral prefrontal cortical (VLPFC, red)
activation during stop signal task. This “causality” map shows the voxel p values superimposed
on a structural image in axial sections. The green scale depicts the statistical significance of
the causality measure (p<0.01, uncorrected). The upper inset shows the cerebellar and pontine
cluster in a sagittal view. The lower inset shows the supplementary motor area or SMA cluster
(green) identified from GCA in sagittal view and its spatial relationship to the anterior cingulate
cortex/SMA cluster identified from general linear modeling (blue). Please see text for further
explanation.
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Figure 3.
Linear correlation between error-related regional activation and ventrolateral prefrontal
cortical (VLPFC) activity. Each dot represents one subject. SMA: supplementary motor area;
PC: left precentral cortex (PC).
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Figure 4.
Multivariate Granger causality analysis of the supplementary motor area (SMA), thalamus,
cerebellum and ventrolateral prefrontal cortex (VLPFC). We evaluated for individual subjects
whether each of the 12 connections was significant at p<0.05, corrected for false discovery
rate. Group level statistics was computed using the binomial test with p<0.01. The numbers
next to the arrow heads represent the number of subjects (out of 54) that show the connection.
In the binomial tests, 36 (out of 54) is equivalent to p<0.00992; 37: p<0.00454; 45: p<3.64e-7;
and 47: p<1.15e-8, respectively.
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