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Abstract

Using highly parallel radiofrequency (RF) detection, magnetic resonance inverse imaging (Inl)
can achieve 100 ms temporal resolution with whole brain coverage. This is achieved by trading off
partition encoding steps and thus spatial resolution for a higher acquisition rate. The reduced
spatial information is estimated by solving under-determined inverse problems using RF coil
sensitivity information. Here we propose multi projection inverse imaging (mlinl) to combine
different projection images to improve the spatial resolution of Inl. Specifically, coronal, sagittal,
and transverse projection images were acquired from different runs of the fMRI acquisitions using
a 32-channel head coil array. Simulations show that minl improves the quality of the
instantaneous image reconstruction significantly. Going from one projection to three projections,
the spatial resolution quantified by the full width at half maximum of the point-spread function
(PSF) is improved from 2.6 pixels to 1.4 pixels (4 mm nominal resolution per pixel). Considering
the shape of the PSF, the effective spatial resolution is improved from 16.9 pixels to 4.7 pixels. /n
vivo fTMRI experiments using a two-choice reaction time tasks shows visual and sensorimotor
cortical activity spatially consistent with typical EPI data, yet minl offers 100 ms temporal
resolution with the whole brain coverage. The minl data with three projections revealed that the
sensorimotor cortex was activated 700 ms after the visual cortex. minl can be applied to BOLD-
contrast fMRI experiments to characterize the dynamics of the activated brain areas with a high
spatiotemporal resolution.
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Introduction

Functional magnetic resonance imaging (fMRI) (Belliveau et al., 1991) using blood-oxygen-
level-dependent (BOLD) contrast (Kwong et al., 1992; Ogawa et al., 1990) has become a
prevailing method of studying human brain function non-invasively. With a typical in-plane
spatial resolution of 3-5 mm, acquisition of BOLD-contrast fMRI is usually accomplished
by echo-planar imaging (EPI) (Mansfield, 1977) using fast gradient switching in order to
complete 2D k-space traversal in approximately 80 ms per slice or 2 s with the whole brain
coverage. The quest for a higher temporal resolution in fMRI has been motivated by, for
example, its potential to monitor and to suppress physiological fluctuations not related to the
hemodynamics in order to improve the sensitivity of detecting brain activity (Kruger and
Glover, 2001; Lin et al., 2011). This is due to the fact that the conventional 0.5 Hz/volume
sampling rate is too low to resolve the aliased cardiac (1.0-1.3 Hz) and respiratory (0.2 — 0.3
Hz) cycles. The other motivation for high temporal resolution fMRI is to provide
hemodynamic timing information at neuronally relevant scale (Lin et al., 2010a).
Additionally, it has been suggested that an fMRI with a faster sampling rate can significantly
improve the power of detecting causal modulations among brain areas during tasks and
cognition (Deshpande et al.; Kayser et al., 2009; Roebroeck et al., 2005).

With advances in radio-frequency (RF) receiver coil technology, the feasibility of
accelerating MRI data acquisition rate via simultaneous data acquisition from multiple
channels of an RF coil array and the associated image reconstruction algorithms in either
image-space or k-space (Pruessmann et al., 1999; Sodickson and Manning, 1997) has been
successfully demonstrated. MR inverse imaging (Inl) is an extreme variant of such a parallel
MRI strategy: using highly parallel detection, dynamic images with the associated statistical
maps can be obtained at the 20 ms temporal resolution using minimal gradient encoding for
2D single slice imaging (Lin et al., 2006b). Inl is closely related to the MR-encephalography
(MREG) method (Hennig et al., 2007) and it has been applied to volumetric imaging with
different reconstruction alternatives (Lin et al., 2010b; Lin et al., 2008a; Lin et al., 2008b;
Liou et al., 2011). Currently, BOLD-contrast fMRI using Inl can achieve 100 ms temporal
resolution with whole-brain coverage and approximately 5 mm spatial resolution at cortex
(Linetal., 2010b; Lin et al., 2008a; Lin et al., 2008b).

Inl and more generally pMRI reconstruct images by solving a system of linear equations. In
contrast to solving over-determined inverse problems in typical pMRI applications, the Inl
image reconstruction has been intrinsically under-determined since the time-consuming
partition encoding steps have been left out in order to achieve the temporal acceleration. The
absence of gradient encoded spatial information along the partition encoding direction is
complemented by RF coil sensitivity information and prior constraints. Consequently, Inl
has anisotropic spatial resolution. This challenge can be partially mitigated by optimizing k-
space trajectory (Grotz et al., 2009). However, Inl generally has a lower spatial resolution at
the center of head and a higher spatial resolution at locations close to the RF coils.

In Inl acquisitions, leaving out all partition encoding steps is equivalent to acquiring a
projection image. In most BOLD-contrast fMRI experiments, repetitive measurements are
usually required to compensate the relatively low contrast-to-noise ratio (CNR) in order to
detect activated brain areas with a sufficient statistical significance. Such a data acquisition
protocol opens up the possibility of combining Inl acquisitions across different runs to
improve the spatial resolution. Here we propose the multi-projection Inl reconstruction
method (mInl) to achieve fast 3D MR inverse imaging with an improved spatial resolution.
Specifically, rather than repetitively measuring the same projection images, more spatial
information can be obtained by changing the axes of frequency, phase, and partition
encoding such that different projection images are acquired. The collection of projection
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images can be combined to improve the spatial resolution in dynamic Inl reconstructions.
Compared to Inl using only one projection image, as demonstrated in our numerical
analysis, the minl’s encoding matrix is likely to be better conditioned because more
measurements with distinct spatial information are included. This is due to the fact that
different projection images from a coil array with evenly distributed coil elements in 3D can
include non-redundant spatial information to thus to improve the conditioning of the minl
encoding matrix. As the COBRA method demonstrated the utility of a multi-projection
acquisition strategy in 2D fMRI using an eight-channel coil array (Grotz et al., 2009), here
we use numerical simulations and 7 vivo visuomotor fMRI data with a 32-channel head coil
array to demonstrate that minl’s spatial resolution can be improved significantly compared
to Inl with only one single projection in 3D volumetric acquisition with whole brain
coverage.

Material and methods

Participants and tasks

Written informed consents were obtained from participants (7= 12), in accord with the
National Taiwan University Hospital and National Yang Ming University ethical
committees. The participants were presented with left or right visual hemifield reversing (8
Hz) checkerboard stimuli in a rapid event-related fMRI design. The hemifield checkerboard
subtended 4.3° visual angle and was generated from 24 evenly distributed radial wedges and
eight concentric rings of equal radii. The stimuli were presented using Psychtoolbox
(Brainard, 1997; Pelli, 1997). Stimulus duration was 500 ms; onset of each presentation was
randomized with a uniform distribution to generate inter-stimulus intervals (1Sls) varying
between 3 and 16 seconds. The visual stimuli were presented randomly at either left (L) or
right (R) side of the screen. The participants were instructed to press the button with the
ipsilateral hand to the visual stimulus as soon as possible. Thus the experiment included two
conditions: right visual hemifield — right hand (R) and left visual hemifield — left hand (L)
conditions. Twenty-four stimuli for each condition were presented during four 240 s runs,
resulting in a total of 96 stimuli per participant.

Pulse sequence and data acquisition

Data were acquired with a 3T scanner (Tim Trio, Siemens, Erlangen, Germany) using a 32-
channel head coil array. The pulse sequence for minl is based on a blipped EPI sequence
with whole brain volume excitation. Inl acquisition consists of a reference scan, where all
partition encoding steps are acquired, and multiple runs of accelerated scans, where partition
encoding steps are left out in order to achieve a fast scanning rate. Previously reported Inl
studies (Lin et al., 2010b; Lin et al., 2008a; Lin et al., 2008b; Liou et al., 2011) used the EPI
read-out along the z-axis (superior-inferior direction) and the phase encoding and partition
encoding along the x-axis (left-right direction) and y-axis (anterior-posterior direction),
respectively. Collecting only data with ky = 0, this acquisition strategy leads to a time series
of coronal slice projection images in the accelerated scan.

Different from Inl where the partition, phase, and frequency encoding axes are kept the
same for the whole experiment, minl acquires data with different partition, phase, and
frequency encoding axes across runs. Specifically, we acquired coronal projection images
(partition, phase, and frequency encoding steps along y-, x-, and z-axis respectively), sagittal
projection images (partition, phase, and frequency encoding steps along x-, z-, and y-axis
respectively), and transverse projection images (partition, phase, and frequency-encoding
steps along z-, y-, and x-axis respectively) in consecutive runs. Figure 1 illustrates the
acquisition strategy. Reference scans with full partition encoding steps were acquired for
each run separately. The imaging parameters were: FOV 256 mm x 256 mm x 256 mm; 64
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x 64 x 64 image matrix, flip angle 30°, TR=100 ms, TE=30 ms, bandwidth=2520 Hz/pixel.
The total acquisition time for the reference scan with two repetitions and 64 partitions was
12.8 s. For the functional scans, we used the same volume prescription, TR, TE, flip angle,
and bandwidth as the reference scan. The principal difference was that the partition phase
encoding was removed so that the full volume was excited, and the magnetizations were
spatially encoded by a single-slice EPI trajectory, resulting in a projection image for each
receiver coil. We collected four runs of functional scans with coronal projection images
(partition encoding along anterior-posterior direction), four runs of functional scans with
sagittal projection images (partition encoding along left-right direction), and four runs of
functional scan with transverse projection images (partition encoding along superior-inferior
direction). In each run, we collected 2,400 functional measurements after 60 dummy
measurements to allow the steady state of the longitudinal magnetization to be reached. A
total of twelve runs of data were acquired from each participant.

For comparison, typical multi-slice EPIs were also acquired with TR =2 s, TE = 30 ms, flip
angle = 90°, bandwidth = 2442 Hz/pixel, FOV = 220 by 220 by 120 mm, and an image
matrix = 64 x 64 x 30. Four runs of EPI data were collected. Each run lasted for 4 minutes.

Structural T1-weighted MRIs of each participant were also acquired using a MPRAGE
sequence (TR/TE/TI = 2,530/3.03/1100 ms, flip angle = 7°, partition thickness = 1.0 mm,
image matrix = 256x224, 192 partitions, field-of-view = 25.6 cm x 22.4 cm).

Image reconstruction

Anatomical images were reconstructed using the FreeSurfer package
(http://surfer.nmr.mgh.harvard.edu). The location of the gray-white matter boundary for
each participant was estimated with an automatic segmentation algorithm to yield a
triangulated mesh model with approximately 340,000 vertices (Fischl et al., 2001; Fischl et
al., 1999a; Fischl et al., 1999b). This cortical model was then used to facilitate mapping of
the structural image from native anatomical space to a standard cortical surface space (Dale
et al., 1999; Fischl et al., 1999b). Across-subjects averaging was done by morphing
individual data through a surface-based spherical coordinate system (Fischl et al., 1999a).

The minl reconstruction started from processing the data in the time domain in order to
derive the coefficients of the hemodynamic response basis function in each voxel of the
projection image from each channel of the coil array. Specifically, we used Finite-Impulse-
Response (FIR) basis functions (Burock and Dale, 2000) and General Linear Model (GLM)
to allow a high degree of freedom in characterizing hemodynamic responses. The FIR basis
was used to model a hemodynamic response of 30 s duration in time steps of 0.1 s with 6 s
of pre-stimulus baseline. The design matrix of the GLM included modeled hemodynamic
responses as the convolution between the visual stimulus onset and the FIR bases.
Confounds of run-specific DC bias, linear drift, seven sine/cosine oscillations with
frequencies of 1/480 Hz to 7/480 Hz (with 1/480 Hz step), and 32 grand averages of all
projection image voxels for each RF channel were also included. The physiological noise
originating from spontaneous cardiac and respiratory cycles has been shown to be a
significant noise source at high field fMRI (Kruger and Glover, 2001). Thus synchronized
physiological time series (cardiac pulses, respiratory cycles, and pulse and pulse oxymetry)
were also included as regressos in the design matrix in order to account for the
measurements fluctuations due to physiological noise. The coefficients of the hemodynamic
response functions for each run and each channel of the RF coil array were calculated by the
standard least square estimation. In summary, for each RF coil and every pixel in the
coronal, sagittal, and transverse projection images, we obtained separate GLM-based FIR
basis coefficients that were used in the following volumetric image reconstruction. GLM
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FIR bases estimates during the baseline (#<0) were used to calculate the noise covariance
matrix C between channels of the RF coil array.

The volumetric distribution of the hemodynamic response coefficients x(#) at time point ¢is
related to the accelerated minl acquisitions by a linear equation. Without loss of generality,
we consider the coronal projection acquisitions first:

Yo Ok ()=A0“O® x(D)+20“" (1), [1]

where yo©OF (#) is the collection of the estimated hemodynamic response function
coefficients from all channels of the RF coil array using the coronal projection data. The
matrix AoCOF denotes a forward operator mapping the hemodynamic response coefficients
in 3D onto coronal projection images. The operator A o“©% is constructed from the
empirically measured reference scan (partition encoding in the anterior-posterior direction)
and it effectively integrates over all image voxels along the partition encoding (y-axis)
direction. 9O (#) is a vector of Gaussian noises. Performing the noise whitening, Eq. [1]
becomes:

C_l/2=A1/2UH
yCOR (t)ZACORX(t)+8COR (I),
YR (0)=C12y % (1) [2]
ACOch—]/ZAOCOR

ECOR (t)zc—l/ZEOCOR ([),

where noise covariance matrix has been decomposed by the singular value decomposition:
C = U AUH with the superscript H denoting transpose and complex conjugation.

The minl approach combines estimated hemodynamic response function coefficients from
coronal, sagittal, and transverse projections. Thus Eq. [2] becomes:

yCOR (t) ACOR SCOR (t)
y()= [ Y@ |=| AMC |x(0+ l 19 (1) | =Ax()+5(1), (3]
yTRA ( [) ATRA ETRA ( t)

where y(§) and e() denote the vertical concatenation of hemodynamic response basis
coefficients and noises for the same instant ¢from different projections. The matrix A
denotes the vertical concatenation of the forward operators from different projections. The
superscripts COR, SAG, and TRA represent coronal, sagittal, and transverse projections,
respectively.

Eq. [3] differs from Eq. [2] in that the number of equations constraining the unknowns is
increased threefold. Practically, using a 32-channel head coil array with image matrix of 64
x 64 x 64, the forward operator A for miInl using three projections consists of 64 x 64 x (3 x
32) rows and 64 x 64 x 64 columns. Depending on the number of projections concatenated
in the forward operator A and the geometry of the coil array, the conditioning of A can be
improved.

When A has sufficiently more non-redundant rows than columns, using a constraint of
minimizing the £-norm of e(# can solve Eq. [3] analytically:

Y(t):(AH A)_1 Afy(). [4]
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However, the matrix (AHA) is too large (262,144-by-262,144) to be calculated and inverted
explicitly. We thus use the conjugated gradients squared algorithm (CGS) (Sonneveld, 1989)
to solve Eq. [3] iteratively.

To facilitate statistical inference from the minl time series reconstruction results, the noise
levels o in the reconstructed images X (#) were estimated from the standard deviation of the
baseline data (#< 0). This approach was previously introduced in Inl reconstruction (Lin et
al., 2006a; Lin et al., 2010b; Lin et al., 2008a; Lin et al., 2008b; Liou et al.) and MEG/EEG
source localization (Dale et al., 2000). Dynamic statistical parametric maps s(£) can be
derived as the time-point by time-point ratio between the minl reconstruction values X (%)
and the baseline noise estimates o

s(t)=x(t)/ o, [5]

Performance measures—By calculating the condition number of the forward operator
A, we can characterize the numerical tractability of the image reconstruction problem when
different projections were jointly used. By definition, the condition number is the ratio
between the largest and the smallest of the singular values of A. The condition numbers of
the encoding matrices using one or two projections were calculated using a 32-channel array
and an image matrix of 64 x 64 x 64. However, limited by available computer memory, we
have to reduce image matrix to 32 x 32 x 32 as we calculated the condition number of the
matrix A using three projections.

In order to avoid overly optimistic results in simulations when exactly the same forward
operator is used in the genesis of synthetic data and inverse solutions (Somersalo and
Kaipio, 2007), we used different forward operators from two measurements of three fully
partition encoded reference scans. One reference scan was used to create the synthetic
measurements in the simulation, and the other reference scan was used as the forward
operator to reconstruct images, spatial resolution analysis based on point-spread function,
and detection power using receiver-operating characteristic analysis (see below).

We studied the convergence of minl reconstruction using the CGS algorithm by measuring

k)= - Al
the residual data fit error &0 Z‘”y( )~ Ar 0l over iterations indexed by & The
normalized residual data fit error &,(k) was defined as

&n(k)=¢£(k)/&(L). [5]

This metric was chosen as the figure of merit because all quantities can be measured or
calculated directly. The error &(K) was calculated at each step over 200 iterations.

To evaluate the quality of reconstructing a static mInl image, we used three fully partition
encoded reference scans to generate the forward operator A. Simulated minl acquisition y
was obtained from different reference scans without partition encoding. Ideally, the
reconstructed volumetric image x should be a volume of 1, which corresponds to a static
reference scan. For visualization, we averaged the sum-of-squares of three reference scans to
generate a volume r and calculated the product between x and r. This product thus keeps
features of the image. The mInl reconstruction error p was defined as

Neuroimage. Author manuscript; available in PMC 2013 May 15.



1duasnue Joyiny vd-HIN 1duasnue Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Tsai et al.

Results

Page 7

_xr@ =x)|
==, [6]

2 Irl
where 1 represents a vector of 1. A smaller p reflects a more accurate reconstruction of the
reference scan from the accelerated projection data.

The evaluation above is one way to check time-invariant reconstruction. Since minl
ultimately aims to be used in fMRI scan, it is desired to test if the sensitivity and specificity
of detecting dynamic changes (e.g., localized brain activations in tasks) is improved when
more projection data are used. Thus, we also performed an analysis based on of the receiver
operating characteristic (ROC) curve (Creelman, 1998) to evaluate the minl’s power of
detecting localized signal changes, similar to the BOLD contrast, using one, two, and three
projections. Specifically, a volume of Gaussian random noise of the standard deviation of
0.28 was first created. Three clusters of voxels (3 x 3 x 3 voxels per cluster; two at the
periphery and one at the center; 4 mm x 4 mm x 4 mm nominal resolution per voxel) were
chosen as the sites of simulated BOLD activation. The magnitude of these three “activated”
voxel clusters were adjusted to meet the simulation SNR, which was calculated as the
average signal strength at three clusters of voxels over the standard deviation of the
background Gaussian noise. SNRs were varied between 3.5, 4, 4.5, 5, 10, 15, 20, 25, 30, 35,
40, 45, and 50. To obtain average performance without being biased toward any realization
of the noise, each simulation with a specified SNR was repeated 30 times. Given the sites of
signal voxels, we calculated the true-positive rate and false-positive rate of detection for a
predetermined threshold. As the threshold was then varied, we derived the ROC curve and
used the area under the ROC curve (AUC) to quantify the detection power. The AUC value
falls between 0.5 and 1 indicating the smallest and the largest detecting power, respectively.

The spatial resolution of minl reconstruction was analyzed by the point spread function
(PSF), which was numerically calculated by 1) creating an discrete impulse input image at
one selected location, 2) simulating the ideal measurements across channels of the RF coil
array and image indices in the project images (Eq, [3]), and 3) calculating the estimates X
using the CGS algorithm (Eqg. [4]). This procedure was repeated at different location inside
the FOV. We considered two ways of characterizing the spatial resolution based on the PSF.
First, we used the full width at half maximum (FWHM) (Engel et al., 1997) of the PSF to
quantify the spatial resolution. PSF was defined as the profile of the reconstructed % and we
measured the FWHM of the profile (Eq. [4]). We parametrically studied the reconstruction
using one projection (coronal projection), two projections (coronal + sagittal projections),
and three projections (coronal + sagittal + transverse projections) at two locations: one was
around the center of the FOV and the other one was at the periphery of the FOV. Second, in
order to take the intensity distribution of the PSF into account (Buxton, 2002), we also
evaluate the effective resolution of the /image voxel by

PSF(i):fPSF(x)dx/PSF(i), 7

where PSF(x) denotes the value of the PSF at the X' voxel and PSF(i) denotes the value of
the PSF at the /%7 voxel, where a discrete impulse input image was created.

Conditioning of forward operator

We first studied how the condition number changes when different projection images were
included in the forward operator. The condition numbers of the forward operator with using
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one (coronal) or two (coronal + sagittal) projections in 64 x 64 x 64 image matrix were 8.16
x 1023 and 7.19 x 101 respectively. The condition numbers of the forward with using one
(coronal), two (coronal + sagittal), and three (coronal + sagittal +transverse) projections in
32 x 32 x 32 image matrix were 9.18 x 1012, 2.76 x 107, and 1.23 x 10 respectively. These
numbers clearly indicated the improvement of the conditioning as the number of projection
images increased. Note that the largest change was from using one coronal projection to
using two (coronal and sagittal) projections.

We studied the convergence properties of the CGS image reconstruction algorithm
numerically. Figure 2 shows the normalized residual data fit error € over 200 iterations. We
observed a monotonic and sharp decrease of € from 1 to 0.01 in the first 10 iterations. After
200 iterations, € was reduced to less than 0.01. This convergence behavior was found to be
similar among reconstructions using one projection (coronal projection), two projections
(coronal + sagittal projections), and three projections (coronal + sagittal + transverse
projections). Based upon the results of the convergence analysis, 20 CGS iterations were
considered sufficient for stable image reconstruction and this value was used for the
remainder of this study.

Figure 3 shows the mid-coronal, mid-sagittal, and mid-transverse slices of the reconstructed
volumes using one (coronal), two (coronal + sagittal), and three (coronal + sagittal +
transverse) projections. We also report the associated reconstruction error p. Prominent bi-
hemispheric artifacts of signal loss were found in temporal lobe in the mid-transverse slice
when using only coronal projection data. The mid-sagittal slice showed signal loss in the
cerebellum and orbitofrontal lobe. The mid-coronal slice had significant signal loss in the
brain stem. These artifacts were potentially due to strong localized off-resonance, which
contributed to fast phase changes across image voxels and consequently signal loss in the
projection image. Since the minimum-norm estimates favors reconstructions with minimal
power, the loss of signal in the projection image leads to lower intensity in the
reconstruction. These types of artifact were significant improved when two (coronal +
sagittal) projections were used. In particular, the susceptibility ‘holes’ in one coronal
projection Inl reconstruction were filled in by the combination with a second sagittal
projection data (Figure 3). Note that although the coronal and sagittal projection data had the
same read-out direction along the z-axis (superior/inferior direction), the phase encoding
axes were different: the coronal projection data had the phase encoding direction along the
left/right direction and sagittal data along the anterior/posterior direction. Figure 3 suggested
that combining 2-projection data with inconsistent phase encoding axes can actually reduce
the susceptibility artifact. Numerically, the reconstruction error p defined in Eq. 6 reduced
from 0.47 to 0.38. Marginal image improvement was found between minl using 2
projections and minl using 3 projections minl. This is likely due to the limited spatial
information augmented from the additional transverse projection images in 3-projection
minl. Using three projections, the reconstruction error was further improved by showing an
even smaller p. Such a marginal improvement of the construction is consistent with the
calculation on the conditioning number of the encoding matrix above and the spatial
resolution analysis below.

The detection power of minl to local signal changes as the BOLD contrast was studied by
evaluating the AUC in the simulation across different SNRs. Figure 4 shows the AUC using
one (coronal), two (coronal + sagittal), and three (coronal + sagittal + transverse) projections
over the SNR from 3.5 to 50. We observed a progressive increase of the AUC as the SNR
increased. Comparing between minl using one, two, or three projections at the same SNR,
the AUC is always larger when more projections were used. This difference is more
prominent as SNR is lower than 20. For example, at SNR = 10, AUC increased from 0.9921
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to 0.9994 and 0.9995 when one, two, and three projections were used for reconstruction
respectively. One mid-transverse slice of the simulation is also shown in Figure 4 for SNR =
5, 15, and 50. We found that Inl reconstructions with more projections can suppress the
blurring and improve the accuracy of detecting localized signal changes from noisy data.

Figure 5 shows the spatial analysis by evaluating the FWHM of the PSF for an image voxel
at the periphery of the FOV. Note that the partition encoding direction in this simulation is
along the left-right direction. The peak of the PSFs using one, two, and three projections was
found with no bias. However, strong ripples were found in Inl reconstruction using only one
coronal projection images. The PSF was found much smoother when two projections
(coronal + sagittal) were used. The reconstruction using three projections had a similar PSF
to that of the two projections reconstruction with an even narrower width (quantified by the
FWHM of the PSF). Note that the PSF is rather unsmooth and anisotropic. Thus using full-
width-half-maximum for PSF quantification can only provide partial information about the
spatial resolution. Quantitatively, the FWHM of the PSF decreased from 1.2, 1.1, and 1.0
pixel using one, two, and three projections respectively. The effective resolution decreased
from 7.5, 3.1, and 1.6 pixel using one, two, and three projections respectively.

For image voxel at the center of the FOV, we found that the FWHM of the PSF was larger
and the shape was less smooth than the PSF of an image voxel at the periphery of the FOV
(Figure 5B). Again, the FWHM monotonically decreased as the number of projections
increased. The FWHM for reconstruction using one, two, three projections was 2.6, 1.6, and
1.3 pixels respectively. The effective resolutions were 13.6, 6.7, and 5.0 pixels respectively.
Taken together, minl can improve the spatial resolution quantified by FWHM by
approximately 29% and 39% by using two and three orthogonal projections respectively.
The effective resolution can be improved respectively by approximately 53% and 69% when
two and three projections are used in minl reconstruction.

Table 1 shows the average and the standard deviation of the FWHM and the effective
resolution of the minl reconstructions using one, two, and three projections. We observed
that regardless of the metrics, the spatial resolution monotonically increased when more
projections were used.

Figure 6 shows the effective resolution at mid-coronal, mid-sagittal, and mid-transverse slice
of the image volume. More projections used in minl reconstruction can provide more
uniform and higher effective resolution along different slice direction. The effective
resolution is lower at the center of the FOV than at the periphery of the FOV, consistent
with the results in Figure 5.

In vivo experiments

The spatial distributions of the activated brain areas in a visuomotor task at four seconds
after the onset of the visual stimuli using 3 projections minl and EPI are shown in Figure 7.
It should be noted that 3 projections minl used 50% and 200% more data (and thus the
acquisition time accordingly) than 2 projections minl and 1 projection Inl respectively.
However, all data show strong activation in the visual cortex and sensorimotor cortices n the
medial and lateral aspect of the inflated brain cortex. The spatial distributions of these
functional areas were visually similar between minl and EPI. Quantitatively, the shift of the
center of mass between EPI and minl in the sensorimotor was 0.96, 0.93, and 0.33 mm using
one, two, and three projections, respectively. Additionally, activity in supplementary motor
area and higher order visual areas in the ventral and dorsal streams were found in both EPI
and minl. The spatial patterns of activity were not exactly identical, potentially due to intra-
subject and inter-scan variability (Jensen and Kapur, 2003; Leontiev and Buxton, 2007).
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The time courses of the hemodynamic responses in the visual and sensorimotor cortex based
on minl using three projections are shown in Figure 8. Based on the high temporal
resolution minl measurements, we found that the hemodynamic response in the visual cortex
preceded that in the sensorimotor cortex. To quantify the timing, the hemodynamic
responses with 0.1 s resolution were fitted by a model consisting of two exponentials
(Glover, 1999). Based on the model, three timing indices were obtained: Onset, time-to-half
(TTH), and time-to-peak (TTP). The Onset is defined as the instant when a straight line
fitted between 10% and 90% of the rising edge of the hemodynamic response function
intersects the time axis. The TTH and TTP are the instants when the response reaches 50%
and 100% of the peak value, respectively. The visual cortex has Onset, TTH, and TTP of
1.09 s, 2.40 s, and 4.60 s respectively using three projections. The sensorimotor cortex has
Onset, TTH, and TTP of 1.87 s, 3.10 s and 5.00 s respectively using three projections. The
hemodynamic response in the visual cortex preceded that in the sensorimotor cortex by 0.78
s, 0.7 s,and 0.4 s in Onset, TTH, and TTP using three projections. While using different
amount of data may affect the significance level of activated brain areas, the interregional
hemodynamic timing (Figure 8) was based on amplitude-normalized hemodynamic
responses. Thus, this result likely remains the same when the amount of minl data is
adjusted to be comparable to that of the 1-projection Inl data, since the amount of data most
likely affects the residual variance of the estimated hemodynamic response function (HRF)
and accordingly scales the dynamic statistics of the estimated HRF. Such a scaling has no
effect on the estimated timing indices of the hemodynamic responses.

Discussion

In this study we demonstrated both theoretically and empirically that spatial resolution of
fast (10 Hz) whole-head fMRI can be substantially improved by integrating spatial
information from multiple projections. Compared to Inl using only one projection, three-
projection minl can improve the spatial resolution quantified by the FWHM of PSF in the
cortex by 17% (1.2 pixels to 1.0 pixels). At the deep brain area, the FWHM of PSF was
found improved by 50% (2.6 pixels to 1.3 pixels). Since fMRI typically requires multiple
runs to obtain sufficient contrast-to-noise ratio to detect activated brain areas, minl
acquisitions can be easily implemented empirically by collecting different projections in
different runs. Note that these results were calculated from empirical fully gradient encoded
data, thus the susceptibility artifacts along different phase encoding directions were included
already.

minl achieves fast BOLD-contrast fMRI using multiple projections. This strategy has been
previously proposed by the COBRA (Grotz et al., 2009) to combine different projections to
achieve high temporal resolution (TR = 80 ms) 2D BOLD-contrast fMRI using an eight-
channel coil array. Our minl demonstrates the technical feasibility and spatiotemporal
resolution of 3D BOLD-contrast fast fMRI using a 32-channel coil array. More importantly,
projections in the CORBA had a common axis. minl is a further generalization of COBRA
allowing projections over 3D. This is especially well suited to the 32-channel coil array
based on a soccer-ball geometry (Wiggins et al., 2009; Wiggins et al., 2006), where spatial
information is more evenly distributed over the whole head.

Practically, minl reconstruction can be computationally intensive. The encoding matrix in
our study had 64 x 64 x 32 x 3 rows and 64 x 64 x 64 columns using three projections.
Using 8-byte floats and complex numbers, the encoding matrix takes about 1.5 GBytes
memory space. At present, direct inversion on such a matrix is computationally intractable.
We thus proposed the iterative CGS solver for image reconstruction (Eq. 4).
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Although mathematically the encoding matrix in minl (Eq. 3) in our protocol (3 projections;
32-channel head array, 64 x 64 x 64 image matrix) has more columns than rows in minl
with three projections, we still did not have perfect reconstruction with PSF being a discrete
delta function over the FOV (Figure 5). In fact, the conditioning number of the encoding
matrix is still rather large (1.23 x 107). However, the conditioning number was greatly
reduced from 1-projection Inl (9.18 x 1012) to 2-projection minl (2.76 x 107). This suggests
that while the encoding matrix still ill-conditioned, the uncertainty of the image
reconstruction, which can be related to the spatial resolution of the reconstructed image, is
indeed improved by combining more projection data. This was supported by point-spread
function analyses (Figures 5 and 6).

Previously it has been suggested that the limit of acceleration along an encoding axis using
RF coil sensitivity is between 3 and 4 fold acceleration under the constraint of the allowed
noise amplification (g-factor ~ 1) and isotropic reconstructed image voxels (Wiesinger et al.,
2004). This is different from our study, which explored how much the reconstructed image
voxels are blurred as more projection data are included. Both approaches can be regarded as
studying how RF coil sensitivity and k-space trajectory can be optimally combined from two
distinct perspectives: either reducing k-space acquisitions from a fully gradient encoded case
to see the limit of the maximal acceleration with the allowed image quality penalty
(Wiesinger et al., 2004), or increasing k-space acquisitions from a minimally gradient
encoded case to understand how image resolution is improved.

One major concern of the minl is that the data were acquired from three consecutive
independent runs. The reference scans were also acquired separately. Such an acquisition
protocol can make the reconstructed minl prone to motion artifacts, which will degrade the
consistency between the reference scan and the accelerated scans. Cautions must be taken,
such as using appropriate fixation during data acquisition, in order to alleviate this potential
problem.

The other potential source of deteriorating the consistency between the minl reference scan
and the accelerated scan is the physiological noise. fMRI physiological noise is signal
dependent (Kruger and Glover, 2001) and can lead to pronounced amplitude variation in the
projection images and therefore data inconsistency between the reference and accelerated
scans. Such inconsistency will be eventually reflected in the increased noise variance in the
general linear model analysis and the decreased power of detecting activated brain areas.
One way of mitigating this challenge is to include the physiological signals (EKG,
breathing, and pulse oxymetry) into the design matrix as confounding vectors as we did.
Alternatively, it is possible to suppress physiological noises in the projection data before the
general linear model analysis using other algorithm (Lin et al., 2011).

The trajectory of minl is the central partition (no partition encoding) of the echo-volumar
imaging. Other sophisticated trajectories aiming at a higher spatiotemporal resolution, such
as single-shot Rosette trajectory (Zahneisen et al., 2011a), has been suggested. Recently,
multiple concentric shell trajectory has also been realized to improve the spatial resolution
of fast fMRI (Zahneisen et al., 2011b). However, the essential difference between minl and
these methods is that the minl attempts to improve the conditioning of the encoding matrix,
while Rosette and concentric shell trajectories still solve pretty under-determined inverse
problem with necessary mathematical priors to complete image reconstructions.

We noticed that the spatial resolution of each projection in Inl is quite different: The highest
bandwidth is across partition encoding steps and thus blurring due to T2* decay and
distortion due to susceptibility is negligible. Then frequency encoding direction has also
rather high bandwidth (2520 Hz/pixel) to avoid spatial smoothing and distortion. The lowest
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bandwidth is along the phase encoding direction. This study used a read-out bandwidth
(2520 Hz/pixel) common to fMRI experiments. Furthermore, combining multiple
projections can be regarded as smoothing distortion and spatial resolution across different
projections. Accordingly, the spatial resolution of minl is rather homogeneous (Figure 6).

The data presented here are minl reconstructions using different projections acquired from
different runs. Since the goal is to reveal time-locked hemodynamic responses with respect
to the stimulus onset, with the assumption of stationary BOLD responses, taking
measurements with different projections across runs is a straightforward way to collect minl
data in practice. However, such an acquisition method cannot be used to study dynamic
changes of the BOLD responses, such as effects related to habituation, learning over the
acquisition period, and resting state fluctuation. Specifically, acquiring minl data with
different projection images from different runs lost the possibility of detecting dynamic
variations and variations between consecutive activation episodes. Reconstructing minl data
across runs using one reference scan acquired separately is also prone to artifacts from
motional displacement between scans. Thus the reproducibility of the results can be
suboptimal. However, it is possible to modify the pulse sequence such that the Inl projection
alternates the partition encoding direction dynamically to generate minl data to study non-
stationary features of fMRI, such as trial-by-trial variability. It should be noted that minl
using either identical or different encoding axes can develop steady state free precession
(SSFP) signal as long as there is a train of RF pulses with TR < T2 (Zhao et al., 2000). Bg
fluctuations originating from respiration, physical movement outside the FOV, and system
instability can cause SSFP temporal variation. It has been suggested that a strong crusher
can be used to minimize these temporal noise fluctuations (Zhao et al., 2000). In fact, our
experiment used a crusher gradient of 20 mT/m strength and 10 ms duration, as previously
suggested (Zhao et al., 2000). However, since the suggested strong crusher was studied with
TR =200 ms, Inl and mInl may require further increase the crusher moment to reduce the
SSFP signal disturbance by increasing the crusher duration or strength.

minl is technically less complicated than the echo-volume imaging (EVI) (Mansfield et al.,
1994; Mansfield et al., 1995; Song et al., 1994), which also aims to achieve high spatial
resolution imaging in hundreds of milliseconds. One concern of EVI is that the spatial
resolution is rather inhomogeneous as the result of different bandwidths in three orthogonal
directions. Particularly, the narrowest bandwidth in EVI is around 100 Hz/pixel (Witzel et
al., 2011), thus the distortion and spatial resolution becomes rather poor in that specific
direction. minl mitigates this challenge by exploiting the requirement of repetitive
measurements in BOLD fMRI experiments due to low contrast-to-noise ratio. By combining
different projections over time, minl integrates spatial information across acquisitions.
However, applications that require single-shot acquisition cannot use minl.

In conclusion, we demonstrated the feasibility of minl to improve the spatial resolution of
high temporal resolution (10 Hz/volume) BOLD-contrast fMRI with the whole-brain
coverage. Such a temporal sampling rate is already about twenty times faster than that of
conventional multi-slice EPI. This imaging acquisition technique can be used to study fine
temporal features of hemodynamics, to monitor/suppress physiological noises, and in other
dynamic MRI applications where fast acquisition is critical.
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Figure 1.

The acquisition and reconstruction of minl. The Inl leaves out partition encoding steps. The
acquired data are 2D projection images encoded by EPI phase and frequency encoding (red
lines). The missed spatial information is derived by solving inverse problem (yellow lines).
The miInl combines different projection images to include more spatial information to
improve the conditioning of the minl encoding matrix in the image reconstruction.
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Iteration

The normalized residual data fit error (k) and the reconstructed images over CGS
iterations. The plot shows the residual errors at different iterations using one (coronal), two
(coronal + sagittal), and three (coronal + sagittal + transverse) projections. The reference
image and the reconstructed mid transverse images at the 20t iteration using one (coronal),
two (coronal + sagittal), and three (coronal + sagittal + transverse) projections were shown
in the figure inlet. A, P, R, and L denotes the anterior, posterior, right, and left.
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(a)mid-coronal mid-sagittal mid-transverse

Figure 3.
Reference and reconstructed minl images. The row A shows the reconstructed minl images

using only coronal projection; row B shows the reconstructed minl images using coronal
and sagittal projections; row C shows reconstructed minl images using coronal, sagittal, and
transverse projections; row D shows the reference images. R, L, A, P, S, and | denotes the
right, left, anterior, posterior, superior, and inferior directions respectively. The number at
left-down side of each reconstructed images represented the reconstruction error.
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Figure4.

The AUC at different SNRs using one (coronal), two (coronal + sagittal), and three (coronal
+ sagittal + transverse) projections. The image inside the figure shows the location of the
simulated “signal” voxels and the reconstructed mid-transverse images at the SNR = 5, 15,
50 using one (coronal), two (coronal + sagittal), and three (coronal + sagittal + transverse)
projections. A, P, R, and L denotes the anterior, posterior, right, and left.
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Figure5.

Pixel element

Cor. + Sag. + Tra. proj.

A: the PSFs for a source voxel around the FOV periphery using coronal projection (red),
coronal + sagittal projection (purple), and coronal + sagittal + transverse projections (blue).
B: The PSFs for a source voxel around the FOV center using coronal projection (red),
coronal + sagittal projection (purple), and coronal + sagittal + transverse projections (blue).
The panels at right show the magnified portion of the PSFs around the 50% of the peak.

Neuroimage. Author manuscript; available in PMC 2013 May 15.



1dussnuein Joyny vd-HIN 1duosnueln Joyny vd-HIN

1duosnuey JoyIny vd-HIN

Tsai et al.

Page 21

0

mid-coronal mid-sagittal mid-transverse

Cor. proj.

=
S

b, e, )
o)
[t
o
on
L]
wvi
+
-
O
O

a

Cor.+Sag.+Tra.
proj

Figure®6.

The distribution of the effective resolution. The top row shows the effective resolution using
only coronal projection; the middle row shows the effective resolution using coronal and
sagittal projections; the bottom row shows effective resolution using coronal, sagittal, and
transverse projections. R, L, A, P, S, and | denotes the right, left, anterior, posterior,
superior, and inferior directions respectively.
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Figure7.

Volumetric distribution of averaged activated areas at the 4 second after the onset of the
visual stimulation and rendering on the inflated left hemisphere. The volumetric
distributions are revealed by EPI and minl reconstruction combining one (coronal), two
(coronal + sagittal), and three (coronal + sagittal + transverse) projections.
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Averaged hemodynamic response on the functional visuomotor system. The dynamic &
statistics ranging from 6 s before to 23 s after the onset of the visual stimulation (0 s) are

selected from the region of interesting of the visual (pink) and motor cortex (blue) of

inflated left hemisphere and was shown at (a). (b) shows the #statistics and fitted
hemodynamic response for averaged of visual (pink) and sensorimotor (blue) cortex. The
onset, TTH, and TTP of the fitted hemodynamic response for visual and sensorimotor cortex

are shown at (c).
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Table 1

The average and standard deviation of the FWHM of PSF and the effective resolution in the unit of pixel.

# of projection FWHM of PSF  Effectiveresolution

1(Cor.) 2.6+1.1 pixel 16.9+4.6 pixel
2 (Cor.+Sag.) 2.5+1.6 pixel 7.0£2.3 pixel
3 (Cor.+Sag.+Tra.) 1.4+0.5 pixel 4.7+1.6 pixel

Neuroimage. Author manuscript; available in PMC 2013 May 15.



