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During the maintenance period of propofol-induced general anesthesia, specific changes in spontaneous EEG
rhythms can be observed. These comprise increased delta and theta power and the emergence of alpha oscil-
lations over frontal regions. In this study we use a meanfield model of the thalamo-cortical system to repro-
duce these changes and to elucidate the underlying mechanisms. The model is able to reproduce the most
dominant changes in the EEG and suggests that they are caused by the amplification of resonances within
the thalamo-cortical system. Specifically, while observed increases in delta and alpha power are reflections
of amplified resonances in the respective frequency bands, increases in theta power are caused indirectly
by spectral power leakage from delta and alpha bands. The model suggests that these changes are brought
about through increased inhibition within local cortical interneuron circuits. These results are encouraging
and motivate more extensive use of neural meanfield models in elucidating the physiological mechanisms
underlying the effects of pharmacological agents on macroscopic brain dynamics.

© 2012 Elsevier Inc. All rights reserved.
Introduction

The accomplishments of today's surgical procedures are un-
thinkable without the use of anesthetic agents, with their power to
produce sedation, unconsciousness, and complete amnesia. While
the molecular and cellular mechanisms underlying the actions of
general anesthetics are gradually being revealed (Hemmings et al.,
2005; Rudolph and Antkowiak, 2004) the way in which they affect
global brain functioning—thereby causing unconsciousness and
amnesia—are still poorly understood (Brown et al., 2010). The bio-
physical correlates of anesthetic-induced changes in global brain
functioning can be investigated by the use of electroencephalogra-
phy (EEG), positon emission tomography (PET), and functional
magnetic resonance imaging (fMRI). Therefore, elucidation of the
biophysical mechanisms underlying anesthetic-induced changes
in the signals obtained through these imaging modalities provides
an essential step in mapping the neural correlates of consciousness
and amnesia. Of special importance in this context is the EEG, as it
provides direct measurements of electrophysiological processes
and displays dynamics on timescales similar as on which cognitive
events take place.

The intravenous anesthetic agent propofol (2,6-di-isopropylphenol)
elicits a range of dose-dependent EEG responses. During the induction
phase, enhanced oscillatory activity within several frequency bands
can be observed. This enhanced activity is suppressed for higher
.

rights reserved.
concentrations, giving way to an overall depression of EEG activity.
These dose-dependent changes of oscillatory activity, with an initial
increase at relatively low concentrations, and a subsequent decrease
with increasing concentrations, are referred to as bi-phasic responses
or induction sequences (Johnson et al., 2003; Kuizenga et al., 2001;
San-juan et al., 2010). For increasingly deeper levels of general
anesthesia one can observe alpha spindles (Huotari, 2004), burst-
suppression patterns, sustained slow waves (Hazeaux et al., 1987),
and even iso-electricity (Doyle and Matta, 1999; Lukatch et al., 2005).
For propofol concentrations that are commonly used to perform surgi-
cal procedures with EEG monitoring, for instance during carotid endar-
terectomy (van Putten et al., 2004) the anesthesiologist aims to realize a
continuous EEG pattern characterized by an enhancement of EEG
power with pronounced alpha oscillations. Additional characteristics
of the EEG at these concentrations of propofol include an increase in
alpha peak-frequency, especially over frontal regions, accompanied by
increases in delta and theta power (Feshchenko et al., 2004; Gugino et
al., 2001; Hazeaux et al., 1987; San-juan et al., 2010; Schwender et al.,
1996). In this study we provide an integrated explanation of the ob-
served frontal alpha oscillations and increases in delta and theta
power by adopting ameanfield approach to large-scale brain dynamics.

Meanfield models of neural activity are constructed by averaging
microscopic variables like neuronal membrane potentials and firing
rates over local pieces of neural tissue (Wilson and Cowan, 1973). This
averaging enables linking cellular physiology to large-scale brain dynam-
ics as reflected in the EEG, PET, and fMRI (Deco et al., 2008). Although
neural meanfield models have a long tradition (Amari, 1977; Freeman,
2004; Lopes da Silva et al., 1974; Wilson and Cowan, 1973) and have
been applied to a wide variety of EEG phenomena (Breakspear et al.,
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2006; Daunizeau et al., 2009; David et al., 2005; Jansen and Rit, 1995;
Jirsa and Haken, 1996; Liley and Cadusch, 2002; Rennie et al., 2002;
Robinson et al., 2001; Steyn-Ross et al., 2005) to name only a few, their
application to anesthetic-induced EEG changes is relatively recent
(Bojak and Liley, 2005; Foster et al., 2008; Hutt and Longtin, 2010; Liley
and Bojak, 2005; Liley et al., 2003; Molaee-Ardekani et al., 2007; Steyn-
Ross et al., 1999). While Molaee-Ardekani et al. (2007) focus on slow
EEG oscillations observed during deeper levels of desflurane-induced
general anesthesia and (Liley and Bojak, 2005) model the proconvulsive
properties of several volatile anesthetic agents, most modeling efforts
aim at understanding the dynamical mechanisms underlying bi-phasic
responses (Bojak and Liley, 2005; Hutt and Longtin, 2010; Steyn-Ross
et al., 1999). In this study, we concentrate on modeling the details of
thefirst phase of the bi-phasic response induced by propofolwhich com-
prises pronounced alpha oscillations with increased peak-frequency, ac-
companied by increases in delta and theta power (Feshchenko et al.,
2004; Gugino et al., 2001; Hazeaux et al., 1987; San-juan et al., 2010;
Schwender et al., 1996). The existing studiesmodeling these phenomena
are limited to Ching et al. (2010) in which a conductance-based network
model is constructed that accounts for the enhancement of alpha oscilla-
tions. The simultaneous increase delta and theta power, however, was
not demonstrated. Providing an integrated explanation for the enhance-
ment of alpha oscillations and the simultaneous increases in delta and
theta power is the main focus of this study.

The abovementionedmeanfield studies are based on purely cortical
theories of EEG generation (Hutt and Longtin, 2010; Liley and Cadusch,
2002). Ching et al. (2010) suggested the thalamus to play a key role in
the generation of the propofol-induced alpha rhythm. In general, anes-
thetic agents do target subcortical structures (Rudolph and Antkowiak,
2004) and are known to alter their functional properties (Alkire et al.,
1995; Fiset et al., 1999; Mhuircheartaigh et al., 2010; Velly et al., 2007;
White and Alkire, 2003). Especially the thalamus, which is known to
play a fundamental role in the regulation of attention and sleep (Brown
et al., 2010; Kandel et al., 2000), is suggested to play a key role in
anesthetic-induced changes in consciousness (Alkire et al., 2000, 2008).
Our starting point for modeling therefore, will be a meanfield model of
the cortex in which thalamic feedback is incorporated.

To elucidate the physiological mechanisms underlying the above
described changes in EEG activity that can be observed during the
maintenance period of propofol-induced general anesthesia, we use
the meanfield model described in Rennie et al. (2002) and Robinson
et al. (2001). In Section 2.1 we describe the EEG phenomenology using
data recorded from subjects that underwent surgery for which propofol
was used. In Section 2.2 we outline the basic thalamo-cortical meanfield
model and in Section 2.3 we describe how to incorporate the action
of propofol. In Section 2.4 we derive formulas for the cortical transfer
function and theoretical EEG power spectrum, which we will use in
subsequent sections. In Section 3.1 we demonstrate that the model
reproduces the EEG phenomenology. In Sections 3.2 and 3.3 we de-
scribe the underlying dynamical mechanisms suggested by the
model.

Materials and methods

EEG recordings and phenomenology

The data consists of EEG recordings of 17 patients that underwent
surgery for carotid endarterectomy. In all these patients, the EEG was
recorded as a standard procedure to determine if temporary shunting
is needed (van Putten et al., 2004). The recordings were collected
from the Neurocenter EEG database from the Medisch Spectrum
Twente, Enschede, The Netherlands. Propofol was used both for the
induction and maintenance of anesthesia, with dosages in the range of
200–300 mg/h. As part of the routine procedure, baseline EEG record-
ings are made 1 day before surgery including eyes-closed resting-state
conditions. We refer to these conditions as anesthesia and baseline,
respectively. The data selection consisted of single epochs of variable
length (minimum41 sec,maximum210 sec) thatwere visually screened
and selected based on the absence of artifacts.We selected those subjects
whose EEG showed an increase in alpha power at electrode Fz relative to
baseline. This resulted in the selection of 9 subjects (five males, average
age 66.4, std 8.4 years and four females, average age 66.0, std 3.2 years).
While alpha activity is commonly defined as activity between 8 and
13 Hz, in our data-set alpha peaks tend to be lower probably due to the
selection of a frontal electrode and the relatively high age of the subjects.
Therefore, in this studywe understand alpha activity as rhythmic activity
between 6 and 13 Hz. Moreover, delta and theta are defined as rhythmic
activity between 0.5 and 3 and between 3 and 6 Hz, respectively.
Throughout the analysis we used EEG time series recorded from
electrode Fz using an average montage. The selected epochs were
bandpass filtered between 0.5 and 40 Hz using a 4-th order zero-phase
Butterworth filter. All routines were carried out in MATLAB.

Fig. 1 shows data of a single subject. Figs. 1(b) and (d) show ten-
second EEG traces recorded from electrode Fz during baseline and
under anesthesia, respectively. Fig. 1(a) displays the topographic
distribution of power within the alpha band under anesthesia. As
the figure illustrates, the propofol-induced alpha oscillations can be
observed especially in frontal regions, in agreement with previous
observations (Feshchenko et al., 2004; Gugino et al., 2001). Fig. 1(c)
shows the corresponding EEG power spectra, illustrating increases in
delta and theta power, as well as more pronounced alpha oscillations
with increased peak-frequency relative to baseline. These changes are
similar as those reported in Feshchenko et al. (2004), Gugino et al.
(2001), Hazeaux et al. (1987), San-juan et al. (2010), Schwender et al.
(1996).

Thalamo-cortical model

In this section we describe the neural meanfield model presented
in Rennie et al. (2002). It models the dynamics of locally averaged
membrane potentials of different neurons types within the thalamo-
cortical system. Four different neuron types are distinguished: cortical
pyramidal neurons, cortical inhibitory neurons, thalamic reticular
neurons, and thalamo-cortical relay neurons. We denote these neural
types by a∈{e, i, r, s}, where e, i, r, and s denote pyramidal, inhibitory,
reticular, and relay neurons, respectively, The average soma membrane
potential of neurons of type a is denoted by Va. The average firing rate
Qa=S(Va) in Hz of neurons of type a is determined by Va through the
activation function S:

S Vað Þ ¼ Qmax

1þ exp − Va−θð Þ=σð Þ ; ð1Þ

where Qmax is the maximal firing rate in Hz, θ is the average activation
threshold in mV, and σ is proportional to the standard deviation of acti-
vation thresholds over the neuronal population.

Incoming firing rates induce a transient perturbation of the average
post-synaptic membrane potential, which is described by the synaptic
response function

�h tð Þ ¼ αβ
β−α

e−αt−e−βt
� �

; ð2Þ

whereβ>α andβ andα denote the synaptic rise and decay rates in s−1,
respectively. The synaptic response �h models the average response at
the cell bodies thereby combining post-synaptic responses as well as
delays within the dendritic trees (Robinson et al., 1997). The average
firing rate Qe(x, t) of pyramidal neurons at position x on the cortical
sheet and time t spread out through long-range fibers according to
the wave equation

Dϕeðx; tÞ ¼ Qe x; tð Þ; ð3Þ
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Fig. 1. Propofol-induced changes in spontaneous EEG activity. (a) Topography of EEG power within the alpha band (6–13 Hz) during the maintenance period of propofol-induced
general anesthesia. (b) and (d) show EEG time-series from electrode Fz during wakefulness and propofol-induced general anesthesia, respectively. (c) EEG power spectrum derived
from the time-series in (b) and (c). All figures are based on EEG data from a single representative subject.

Fig. 2. Model connectivity. Shown are the four neuron types within the thalamo-
cortical meanfield model (cortical pyramidal neurons, cortical inhibitory neurons, reticular
nucleus, and thalamo-cortical relay neurons) together with their anatomical connections.
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where D denotes the wave operator

D ¼ 1
γ

∂
∂t þ 1

� �2

−l2∇2
; ð4Þ

where γ=v/l is the cortical damping rate in s−1, v the axonal propaga-
tion velocity inm/s, and l the characteristic axonal length of cortical py-
ramidal neurons in m (Robinson et al., 1997). Thus, ϕe(x, t) denotes the
incoming firing-rate to cortical neurons, at position x and time t, due to
spreading of the activity of distant pyramidal neurons. It is this quantity
that is approximately proportional to the EEG (Rennie et al., 2002). The
strength of synaptic connections from neurons of type a to neurons of
type b is denoted by νba and is measured in mVs (Robinson et al.,
1997). Fig. 2 provides an illustration of the anatomical connections
incorporated into the model. The equations governing the models'
dynamics are given in Appendix A. We use the nominal parameter
values from (Robinson et al., 2002) displayed in Table 1 as the baseline
condition, since they previously were identified with eyes-closed alert
wakefulness which is dominated by spontaneous alpha oscillations.

Modeling the action of propofol

The most relevant targets of propofol are ligand-gated ion chan-
nels. Propofol is known to target γ-aminobutyric acid receptors of
type A (GABAA) as well as glutamergic (AMPA and NMDA) receptors.
Its effect on GABAA receptors however, is much larger than its effect
on both AMPA and NMDA receptors (Rudolph and Antkowiak,
2004) and we will therefore concentrate on these. The binding of pro-
pofol molecules to GABAA receptors leads to potentiation of GABA-
gated chloride currents by decreasing the time constant of receptor
deactivation (Rudolph and Antkowiak, 2004). Reports on the strength
of potentiation highly differ between studies, most likely due to dif-
ferences in receptor subtypes and experimental procedures. It is
known for example, that the time-course of GABA perfusion deter-
mines the measured potentiation effects (Bai et al., 1999). While
Adodra and Hales (1995) and Whittington and Jefferys (1996) report
relative increases in potentiation of inhibitory postsynaptic currents
and peak-amplitudes of up to 600%, Bai et al. (1999) and Kitamura
et al. (2003) found that potentiation increased by at most 60% and
peak-amplitudes remained unchanged (Kitamura et al., 2003) or in-
creased only slightly (Bai et al., 1999) although the propofol concen-
trations in these studies are comparable (1–10 μM). Although propofol
is known to target GABAA receptors, which can be found in both cortical
and thalamic tissue (Kandel et al., 2000), there exist over a dozen recep-
tor subtypes (McKernan, 1996)with largely unknown regional, cellular,
and subcellular distributions (Sieghart and Sperk, 2002). Moreover,
although propofol has been shown to possess a differential affinity
for GABAA receptor subtypes, a complete characterization has not
been realized (Jurd et al., 2003; Krasowski et al., 1998; Rudolph
and Antkowiak, 2004).

To incorporate the above discussed physiology into the model, we
note that since GABAA receptors mediate most of the inhibitory syn-
aptic transmission within cortex as well as from reticular neurons to



Table 1
Model parameters, their symbols, and nominal values (see Robinson et al., 2002).

Parameter Symbol Nominal value

Maximal firing-rate Qmax 250 Hz
Average spike-threshold θ 15 mV
Spike-threshold deviation σ 3.3 mV
Synaptic decay rate α 50 s−1

Synaptic rise rate β 200 s−1

Synaptic strength from e to e neurons νee 1.2 mVs
Synaptic strength from i to e neurons νei −1.8 mVs
Synaptic strength from s to e neurons νes 1.2 mVs
Synaptic strength from i to i neurons νii −1.8 mVs
Synaptic strength from e to i neurons νie 1.2 mVs
Synaptic strength from s to i neurons νis 1.2 mVs
Synaptic strength from r to s neurons νsr −0.8 mVs
Synaptic strength from e to s neurons νse 1.2 mVs
Synaptic strength from s to r neurons νrs 0.2 mVs
Synaptic strength from e to r neurons νre 0.4 mVs
Average noise level νsn〈ϕn〉 1 mV
Noise standard deviation σn 0.1 mV
Cortico-thalamic delay τ 80 ms
Cortical damping rate γ 100 s−1
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neurons within thalamo-cortical relay nuclei, (Kandel et al., 2000)
(apart from metabotropic GABAB receptors, which are not included
into the model), all inhibitory synaptic contacts within the model
are assumed to be mediated by GABAA receptors. To take into account
the differential sensitivity of propofol to GABAA receptor subtypes, we
distinguish between the inhibitory synaptic responses �h of the differ-
ent neuron types. Thus, we denote �hab for the synaptic response of
neurons of type a due to incoming firing rates of neurons of type b.
In accordance with the above described experimental observations
(Bai et al., 1999; Kitamura et al., 2003) and following Hutt and
Longtin (2010), we model the action of propofol as a potentiation of
the inhibitory synaptic responses �h ii, �hei, and �hsr. Formally, the admin-
istration of propofol leads to a percentile increase pk≥1 in the decay
time constant of GABAA receptors—or, equivalently, an equal decrease
in the decay rate constant αak—located on neurons of type k= i, e, s:

αak→αak=pk: ð5Þ

While Hutt and Longtin (2010) chose pi=pe, reflecting equal af-
finity of propofol for GABAA receptors located on cortical inhibitory
and pyramidal neurons, we relax this assumption, thereby accounting
for the possibly differential affinity of propofol for different neuron
types. Thus, taking pi as reference, we parametrize pe and ps by

pk ¼ 1þ �k pi−1ð Þ; ð6Þ

for k=e, s. The constants e and s are non-negative and dimensionless
and serve to model the differential affinity of propofol for GABAA recep-
tors located on the dendrites of neurons of type e and s, respectively, rel-
ative to its affinity for cortical inhibitory neurons. For example, ϵs=0
reflects a complete insensitivity of propofol for GABAA receptors on
thalamo-cortical relay neurons, and ϵe=1 reflects an equal affinity of
propofol for GABAA receptors on cortical pyramidal and inhibitory
neurons.

The action of propofol is modeled as a decrease in the decay rate of
the GABAA receptors and does not influence their efficacy, that is, the
maximum chloride current upon receptor activation, in agreement
with experimental observations (Kitamura et al., 2003). Since in the
model, synaptic efficacy is proportional to the maximum value η of
�h, which is given by

η α;βð Þ ¼ αβ
β−α

exp −α
ln β=αð Þ
β−α

� �
−exp −β

ln β=αð Þ
β−α

� �� �
; ð7Þ

themaximumheight of �h depends on the rate constantsα and β. In par-
ticular, by parametrizing synaptic responses by �h, propofol-induced
changes in thedecay rateα indirectly change the efficacy of the synapse,
which needs to be compensated for. This is not a fundamental issue but
a technical one and can be accounted for by re-parametrizing synaptic
responses in such a way that changes in α (and/or β) do not influence
their maximal heights (Hutt and Longtin, 2010). See (Bojak and Liley,
2005) for a similar re-parametrization in the context of modeling the
synaptic action of the anesthetic agent isoflurane. Thus, we replace
the synaptic response �h by h, which is defined as

h tð Þ ¼ H
η α;βð Þ

�h tð Þ; ð8Þ

where we introduce H as the synaptic efficacy. Note that the maximum
height of h indeed equalsH and hence is independent of the rate con-
stants α and β. Since the chosen baseline values for α and β (see
Table 1) give a value of η(α, β)≈31.5 s−1 we set H=31.5 s−1.
Fig. 3(a) shows how h varies with the factor p. Thus, while the rise-
rate and efficacy of h remain unaltered, its response is prolonged,
reflecting a decrease in α. Fig. 3(b) shows how the spectral power
of h varies with the factor p. It illustrates that the administration of
propofol leads to enhanced synaptic selectivity for low-frequency
pre-synaptic input.

Theoretical EEG power spectrum

In this section we derive a formula for the transfer function from
ϕn to ϕe. Since ϕe is approximately proportional to the EEG (Rennie
et al., 2002) we take the derived power spectrum as a model for the
experimentally observed EEG power spectrum. We point out that in
other meanfield studies, not ϕe, but instead the mean soma voltage
Ve is taken to be proportional to the EEG (Liley and Cadusch, 2002;
Nunez and Srinivasan, 2006). In the linear regime however, and for
spatially-homogeneous dynamics, ϕe and Ve are approximately pro-
portional for frequencies that are small as compared to the cortical
damping rate γ (as in the present study). Thus, the results will not
crucially depend on this choice. The transfer function contains all
information on the linearized dynamics of ϕe. Since spontaneous
EEG activity under physiological conditions is dominated by linear
fixed-point dynamics (Hindriks et al., 2011; Stam et al., 1999), the
transfer function should be adequate in the present context.

The transfer function from ϕn to ϕe can be expressed in terms of
the frequency responses between the different neuron types. For
pairs of neuron types (a,b) that are located either within cortex or
within thalamus, that is, for (a, b)∈{(e, e), (e, i), (i, e), (i, i), (r, s),
(s, r)}, the frequency response from neurons of type b to neurons of
type a is given by

ζab ωð Þ ¼ H
η
vabS

′ V�
a

� 	
1þ iω

αab

� �−1
1þ iω

βab

� �−1
; ð9Þ

where ω denotes complex angular frequency, S′ denotes the deriva-
tive of the activation function S with respect to the voltage Va, and
Va
∗ denotes the steady-state value of Va. For pairs of neuron types (a,

b) for which one type is located in cortex and the other in thalamus,
that is, for (a, b)∈{(e, s), (i, s), (r, e), (s, e)}, the frequency response
from neurons of type b to neurons of type a contains a phase shift
that is due to the propagation delay τ/2 between cortex and thalamus
and is given by

ζab ωð Þ ¼ H
η
vabS

′ V�
a

� 	
1þ iω

αab

� �−1
1þ iω

βab

� �−1
e−iωτ=2

: ð10Þ

The above frequency responses can be combined into frequency
responses of the different anatomical loops making up the thalamo-
cortical system. We write ζabc(ω) for the combined frequency re-
sponse ζab(ω)ζbc(ω) for a, b, c∈{e, i, r, s}. Thus, for example, ζese(ω)=
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ζes(ω)ζse(ω) denotes the frequency response of the excitatory thalamic-
cortico-thalamic loop. When individual frequency responses are
combined into a loop, we refer to the combined frequency response
as feedback within this loop.

In Appendix B we derive that the transfer function from ϕn to ϕe is
given by

ϕe

ϕn
¼ ζ eisn þ 1−ζ iið Þζ esn

D−ζ eeð Þ 1−ζ srsð Þ−ζ ese−ζ esre½ � 1−ζ iið Þ−ζ eie 1−ζ srsð Þ−ζ eise−ζ eisre
;

ð11Þ

where D=(1+ iω/γ)2+r2||k||2 denotes the wave operator in (k, ω)-
space wherek=(k1, k2) denotes a pair of wavenumbers. Fig. 4 provides
an illustration of the anatomical loops whose feedbacks determine the
transfer function. If we assume random connectivity (vik=vek for
k∈{e, i, s}) and all synaptic responses to be equal, (11) reduces to the
formula derived in Rennie et al. (2002). The dispersion relation corre-
sponding to (11) is obtained by setting its denominator to zero, hence
is given by

D−ζ eeð Þ 1−ζ srsð Þ−ζ ese−ζ esre½ � 1−ζ iið Þ−ζ eie 1−ζ srsð Þ ¼ ζ eise þ ζ eisre: ð12Þ
Fig. 4. Feedbacks within the thalamo-cortical system. The figure shows the different
feedback loops within the thalamo-cortical meanfield model. (a) Intra-cortical and
intra-thalamic loops, (b) thalamo-cortico-thalamic loops, and (c) feedforward pathways.
The frequency responses of these feedback loops and feedforward pathways determine
the transfer function from ϕn to ϕe and hence the theoretical EEG power spectrum.
A solution (k, ω) of (12) corresponds to a thalamo-cortical reso-
nance with wavenumbers k, damping rate Im(ω), and angular
frequency Re(ω). Thus, stable resonances are characterized by
Im(ω)b0 while unstable resonances have Im(ω)>0 and correspond
to limit-cycle dynamics.

Following Robinson et al. (2002) we restrict attention to spatially-
homogenous dynamics (k=(0, 0)) since it simplifies the analysis of
the dispersion relation. The exact shape of the theoretical power
spectrum matters when parameters are derived directly from EEG
data as in Rowe et al. (2004), but the overall spectrum changes induced
by parameter variations are dominated by the spatially-homogenous
solutions (Robinson et al., 2001). Under the assumption of spatial-
homogeneity, the theoretical EEG power spectrum is given by

P ωð Þ ¼ σ2
njϕe ωð Þj2; ð13Þ

where the vertical bars mean absolute value and σn
2 denotes the vari-

ance of the noise term ϕn (see Table 1). Although propofol-induced
alpha oscillations are not equally strong over the entire cortex, they
can be recorded from every electrode and have a high degree of spatial
coherence (Cimenser et al., 2011). This makes the restriction to
spatially-homogeneous dynamics at least partially justified. In any
case, successful reproduction of the discussed EEG phenomenology
does not depend on the exact formula for the theoretical EEG power
spectrum.

Results

Reproduction of experimental observations

In this section we show that the model is able to reproduce the
EEG phenomenology described in Section 2.1. namely, increases in
delta and theta power and more pronounced alpha oscillations with
increased peak-frequency. We first evaluated whether the observed
increases in delta and theta power and in alpha peak-frequency are
statistically significant on the group-level. For every subject and in
both the baseline and anesthesia condition, we computed the power
spectra using Welch's averaging method with two-second windows
with 50% overlap. From these spectra we compute delta (0.5–3 Hz)
and theta power (3–6 Hz) and alpha peak-frequencies. To assess sta-
tistical significance we used a permutation test. Thus, we randomly
partitioned all selected subjects into two classes and for each class
computed the above statistics (delta power, theta power, and alpha
peak-frequency). By repeating this procedure 1000 times, a surrogate
distribution is created under the null hypothesis of no differences

image of Fig.�3
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between baseline and anesthesia conditons. p-Values are defined
through the ranking of the experimentally observed statistics-values
within the surrogate distribution. Power within the delta and theta
bands increased under anesthesia as compared to baseline (pb0.05).
Moreover, alpha peak-frequency shifted from 8.5 Hz (std 0.9 Hz) in
baseline to 9.9 Hz (std 1.2 Hz) under anesthesia (pb0.05). Fig. 5(a)
shows the group-averaged EEG power spectra in both conditions and
Fig. 5(b) shows the EEG power spectra of a single subject.

By lack of physiological data we initially set ϵe= s, reflecting equal
affinity of propofol for GABAA receptors located on excitatory neurons
(cortical pyramidal neurons and thalamo-cortical relay neurons). As
we will see in Section 3.3 this choice is not essential for reproducing
the EEG phenomenology. Moreover we choose ϵe, sb1, reflecting a
greater affinity of propofol for GABAA receptors located on cortical
inhibitory neurons than for GABAA receptors located on excitatory
neurons. This assumption is essential for reproducing the EEG phenom-
enology and we will discuss it further in Section 3.3. We set ϵe=
ϵs=0.5. Fig. 5(c) shows the theoretical EEG power spectra in the
baseline condition (pi=1) and after the administration of propofol
(pi=1.15). The figure shows that the model responds similarly as
the human frontal cortex. Specifically, it displays increases in delta
and theta power as well as more pronounced alpha oscillations
with increased peak-frequency. Although the increase in alpha
peak-frequency (0.38 Hz) is less than the average increase observed
in the data, it falls within the experimentally observed range.
Figs. 5(d) and (f) show EEG time-series recorded from electrode Fz
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(g) show ten-second time series of simulated EEG in the baseline and anesthesia condition
of a single subject in baseline and under anesthesia, respectively,
while Figs. 5(e) and (g) show corresponding simulated EEG time-
series. The experimentally observed increases in low-frequency power
and more pronounced alpha oscillations are visible in the simulated
time-series as well.

Amplification of thalamo-cortical resonances

We now analyze how the dynamics within the thalamo-cortical
system is altered by the action of propofol. To this end we employ
the dispersion relation (12). Numerically solving (12) shows that in
baseline, there exist three thalamo-cortical resonances within the rel-
evant frequency band (that is, up to and including the alpha band).
First, we observe an oscillatory resonance with a frequency of about
~8 Hz. This resonance is identified with spontaneous alpha oscilla-
tions observable during relaxed wakefulness (Robinson et al., 2001,
2002; Rowe et al., 2004). We will refer to this resonance as the
alpha resonance. The alpha resonance is reflected in the EEG power
spectrum as a peak near 8 Hz as Fig. 6(a) illustrates. Second, a pair
of zero-frequency resonances (that is, with ω=0) is present. These
resonances underlie the EEG background spectrum from which oscil-
latory resonances emerge (Robinson et al., 2001). Figs. 6(b) and (c)
show how the damping-rate and frequency of these resonances
are modulated by the administration of propofol. With increasing
propofol concentration, the damping of the alpha resonance weakens
(Fig. 4(b)) while its frequency increases (Fig. 6(c)). These modulations
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in damping and frequency of the alpha resonance underlie the increase
in alpha power and peak-frequency respectively (Fig. 6(a)). Further-
more, the pair of zero-frequency resonances collides and gives way to
a delta resonance that gradually increases in frequency but saturates
at about 1 Hz. This is reflected in the EEG power spectrum by increases
in delta and theta power and finally the appearance of a spectral peak
in the delta band (Fig. 6(a)). The delta resonance might by related to
slow-frequency oscillations that can be observed during deeper levels
of anesthesia (San-juan et al., 2010). In this study however, we will
not consider it further.

Fig. 6(d) shows the steady-state firing rates of the different neuron
types as functions of the factor p, whichwere computed by numerically
solving the steady-state equations derived in Appendix C.While the ad-
ministration of propofol has relatively little effect on the firing rates of
cortical inhibitory neurons and thalamo-cortical relay neurons, cortical
pyramidal neurons as well as thalamic reticular neurons exhibit in-
creased firing rates. Since the steady-state voltages Va⁎=S−1(Qa

⁎) are
typically smaller than the average activation threshold θ, increased
steady-state firing rates Qa

⁎ lead to increased excitabilities S′(Va⁎), and
hence to increased frequency responses (9). The increased frequency
responses on their part, lead to enhanced feedback within all loopsmak-
ing up the thalamo-cortical system, thereby amplifying the thalamo-
cortical resonances according to the dispersion relation (12). Fig. 6(e)
shows the relative increases Rl(p) in the feedbacks within the different
anatomical loops l of the thalamo-cortical system, as a function of
the factor p. Thus, Rl(p) is defined by

Rl pð Þ ¼ ξpl 0ð Þ

 

−jξ0l 0ð Þj
ξ0l 0ð Þ

 

 ; ð14Þ
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where l∈ {ee, ii, eie, ese, esre, eise, eisre, srs} denotes the anatomical
loop and ξl0(0) and ξlp(0) denote the frequency-independent (that is,
computed in ω=0) feedbacks in l in the baseline condition (p=0)
and during anesthesia (corresponding to the factor p), respectively.
Selectively increasing the feedbacks in the dispersion relation (12)
uncovers that only increases in negative thalamo-cortico-thalamic
feedback (l=esre or l=eise) lead to increased alpha peak-frequencies.
This is illustrated in Fig. 6(f) which shows theoretical EEG power spec-
tra in baseline condition and for increased Resre and Reisre (correspond-
ing to p=1.25). Notice the increase in alpha peak-frequency.

Essential role of local cortical inhibitory networks

What are the differential roles of potentiation of GABAA receptors
located on the dendrites of different neuronal types? If we specifically
target GABAA receptors located on cortical pyramidal neurons (by de-
creasing αei while keeping αii and αsr unaffected) the simulated EEG
shows an overal decrease in power and attenuation of alpha oscilla-
tions. The same can be observedwhen we specifically target receptors
on thalamo-cortical relay neurons. In contrast, if we specifically target
GABAA receptors located on cortical inhibitory neurons, increases in
delta and theta power as well as pronounced alpha oscillations are
observed. Thus, GABAA-ergic potentiation within local cortical inter-
neuron networks suffices to invoke the experimentally observed
EEG phenomenology. Moreover, when propofol is unselectively ad-
ministered to cortical and thalamic tissue—as is likely to be the case
in clinical practice—the experimentally observed EEG phenomenolo-
gy is reproduced only if the affinity of propofol for GABAA receptors
on cortical inhibitory neurons is sufficiently higher than its affinity
for cortical pyramidal neurons. Formally, this means that e has to be
sufficiently smaller than 1. Fig. 7(a) shows theoretical EEG power
spectra for ϵe=0.3 and for ϵe=0.7 (we now have relaxed the as-
sumption ϵe= s and chosen ϵs=1). For each of these values, three
spectra are plotted, corresponding to different levels of the factor pi.
As the figure shows, the EEG phenomenology is reproduced for
ϵe=0.3 but not for ϵe=0.7. As Fig. 7(b) shows, variations in ϵs linearly
modulate the threshold of ϵe for the emergence of the experimentally
observed EEG phenomenology. These observations show that the
pronounced alpha oscillations, together with increased delta and
theta power can be robustly generated by the model and are caused
by increased inhibition within local inhibitory interneuron networks.
We note that, for given ϵs, there exists a small range of values of ϵe for
which increases in delta and theta power are observed while alpha
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oscillations are not enhanced and can even be attenuated. Thus,
using different parameter settings, the model reproduces the EEG
phenomenology that is typically observed over occipital and parietal
regions, namely, increased delta and theta power and simultaneous
attenuation of alpha oscillations.

Discussion

Main findings

In this study we employed a meanfield model of the thalamo-
cortical system (Rennie et al., 2002; Robinson et al., 2001) to eluci-
date the mechanisms underlying the EEG changes observed during
the maintenance period of propofol-induced general anesthesia. We
have shown how the action of propofol can be incorporated into the
model, taking into account the possible differential affinity of propofol
for different neuron types, and derived a general formula for the theo-
retical EEG power spectrum. We compared the model predictions
with EEG data obtained from subjects scheduled for surgery for which
propofol was used as the general anesthetic. The model reproduced
the experimentally observed EEG changes within different frequency
bands, namely, increases in delta and theta power, and pronounced
alpha oscillations with increased peak-frequency. Moreover, we elu-
cidated the suggested physiological mechanisms underlying these
changes. The modeling carried out in this study demonstrates that
propofol-induced EEG changes can be understood in terms of the
macroscopic properties of the thalamo-cortical system.

The modeling carried out in this study suggests the following
mechanisms to underlie the observed EEG changes. Potentiation of
GABAA receptors located on the dendrites of cortical interneurons
increases inhibition within these networks, thereby dis-inhibiting
cortical pyramidal neurons. Increased activity of cortical pyramidal
neurons spreads throughout the thalamo-cortical system via intra-
cortical, cortico-thalamic, and intra-thalamic projections. This results
in increased firing rates of cortical pyramidal neurons and thalamic
reticular, thereby enhancing feedback within all anatomical loops
making up the thalamo-cortical system. The enhanced feedbacks
lead to amplification of the thalamo-cortical resonances which are
reflected in the EEG. Specifically, increased delta power is a reflection
of the amplification of a non-oscillatory resonance (actually a pair of
resonances). Likewise, the pronounced alpha oscillations reflect the
amplification of the underlying oscillatory resonance within the alpha
band (the alpha resonance), which was previously identified with
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spontaneous alpha oscillations during relaxed wakefulness (Robinson
et al., 2001, 2002; Rowe et al., 2004). In contrast to the delta and
alpha bands, the modeling carried out in this study suggests that in-
creased theta power might not be due to the modulation of an under-
lying thalamo-cortical resonance within the theta band. Instead, it is
understood as a side-effect of the amplification of the zero-frequency
and alpha resonances, which leak spectral energy into the theta band.
Some indirect support for this interpretation is given by the fact that
in the data relative increases in delta power are higher than the relative
increases in theta power. Concerning the increase in alpha peak-
frequency, we found that it is caused by enhanced negative feedback
between cortex and thalamus.

Scope and extensions

Besides propofol, there exist several other anesthetic agents such
as the ethers isoflurane and sevoflurane that cause potentiation of
GABAA receptors (Rudolph and Antkowiak, 2004). The EEG phenom-
enology focused on in this study, namely, strong frontal alpha oscilla-
tions, together with increased delta and theta power, is also observed
during general anesthesia induced by sevoflurane (Gugino et al.,
2001). This provides indirect evidence that the observed EEG phe-
nomenology is indeed caused by the potentiation of GABAA receptors,
and not by modifications in other receptor types that are targeted by
these anesthetic agents.We note though, that there also exist differences
in spontaneous EEG activity induced by propofol, sevoflurane, and
isoflurane (Schwender et al., 1996). Presumably, the precise character
of the induced EEG activity depends on the interplay between the
different receptors that are targeted, in combination with the distinct
affinity of these substances for different receptor subtypes (Rudolph
and Antkowiak, 2004).

Existing applications of neural meanfield models to anesthesia-
induced changes in spontaneous EEG rhythmsmostly focused on un-
derstanding the dynamical mechanisms underlying bi-phasic responses
(Bojak and Liley, 2005; Hutt and Longtin, 2010; Steyn-Ross et al., 1999).
In Steyn-Ross et al. (1999) a reduced version of the cortical meanfield
model (Liley and Cadusch, 2002) is used to show that the bi-phasic re-
sponse can be understood as a thermodynamic phase transition in
which the cortex abruptly jumps from a highly-activated equilibrium
state to a state in which cortical activity is suppressed. Alternatively,
in Bojak and Liley (2005) the general model equations (Liley and
Cadusch, 2002) are used to argue that bi-phasic responses can be un-
derstoodwithout bistability. The authors show that bi-phasic responses
can be generated about a single stable equilibrium state. In Hutt and
Longtin (2010) a simplified cortical meanfieldmodel is used to demon-
strate analytically that bi-phasic responses are a general property of
neural meanfields comprising excitatory and inhibitory neurons types,
linear synaptic dynamics, and non-linear activation functions. More-
over, in the simplified model, bi-phasic responses could be observed
on different stable branches of cortical equilibrium points, as well as
during jumps between different stable branches, thereby linking previ-
ous approaches.

In contrast to the above mentioned studies, which concentrated on
the mechanisms underlying bi-phasic responses, in the current study
we concentrated on reproducing the detailed spectral EEG changes
observed during the first phase of the bi-phasic response induced by
propofol, which is characterized by an increase in power, including
the alpha rhythm, with increased peak-frequency. Thus, while the cur-
rent study reproduces the spectral EEG changes induced by propofol in
more detail than (Hutt and Longtin, 2010) which did not focus on
reproducing spectral EEG peaks themselves, but instead on bi-phasic
power changes, it is limited to the first phase of the bi-phasic response.
This relatively good agreement with the exact shape of the EEG power
spectra during the first phase of the bi-phasic response suggests that
thalamic feedback could be essential for generating the complete
bi-phasic response. To study this issue further however, requires
examination of the model's dynamics for higher propofol concentra-
tions. Preliminary simulations already showed that—depending on the
exact parameter settings—different instabilities can occur including
Hopf instabilities of the delta and alpha resonances, as well as
jumps to a different stable branch of thalamo-cortical equilibria. Pur-
suing this direction will be the topic of future research.
Model predictions

The increased mean firing rates of cortical pyramidal neurons ob-
served in our model in response to the administration of propofol
(see Fig. 6(d)) may seem to contrast the decreased firing rates
reported in previous modeling studies (Bojak and Liley, 2005; Hutt
and Longtin, 2010; Steyn-Ross et al., 1999) and observed in experi-
ments (Antkowiak, 1999). The increased firing rates in our model
most likely directly relate to the increased frequencies of the
thalamo-cortical resonances. This also makes sense from an electro-
physiological point of view; an increased frequency of macroscopic
neuronal oscillations reflects reduced interburst intervals of the pe-
riodically bursting neurons in the underlying population, which
also increases their mean firing rate. However, in contrast to our
study Steyn-Ross et al. (1999), Bojak and Liley (2005) and Hutt and
Longtin (2010) did not observe increased EEG frequencies. Specifi-
cally, the reduced model studied in Steyn-Ross et al. (1999) does
not display oscillations and in Bojak and Liley (2005) a decrease in
alpha peak-frequency was found, rather than an increase, consistent
with the reduced firing rates observed in their study. The same holds
for the reduced firing rates observed experimentally in rat neocortical
slice preparations; these are due to increased interburst intervals of
periodically bursting pyramidal neurons (Antkowiak, 1999) hence
are associated with slowing of neuronal oscillations. These consider-
ations resolve the apparent discrepancy between our findings and
earlier studies. Presumably, experimental backup for the increased
firing rates observed in our model must come from thalamo-cortical
preparations inwhich increased alpha peak-frequencies can be observed
for relatively low propofol concentrations, corresponding to the first
phase of the bi-phasic response.

The modeling carried out in this study leads to several predictions
that can in principle be experimentally verified. First, an essential role
for local cortical inhibitory networks is suggested. Specifically, the
modeling predicts that propofol has a higher affinity for GABAA recep-
tor subtypes located on cortical interneurons than for GABAA receptor
subtypes located on cortical pyramidal neurons. This implies a differ-
ential cellular distribution of GABAA receptor subtypes, for which
there is experimental evidence (Xiang et al., 1998). However, since
the mammalian cortex contains several types of inhibitory interneu-
rons (Kandel et al., 2000) which are lumped together in the model
(Robinson et al., 1997), no predictions can be made on the differential
sensitivity of propofol for the different types of interneurons. Inter-
estingly, Liley et al. (2003) employed a different neural meanfield
model (Liley and Cadusch, 2002) which led to the same prediction
for the differential action of benzodiazepines, for which direct exper-
imental support was available. Second, and in connection with this,
the modeling suggests that the observed EEG changes crucially de-
pend on the binding of propofol to GABAA receptors located on corti-
cal interneurons. The modeling therefore predicts that selective
administration of propofol to cortical interneuron networks will
lead to the discussed EEG phenomenology. Third, since the modeling
interprets the EEG changes as reflections of amplified thalamo-
cortical resonances, it predicts increased coherences between the rel-
evant parts of the frontal cortex and thalamic nuclei, especially within
the alpha frequency band. This increased coherence through alpha
resonance might relate to unconsciousness by prohibiting localized
processing in frontal cortex as well as blocking integration of infor-
mation between different parts of the cortex (Alkire et al., 2008).
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Limitations

Although the model used in this study qualitatively reproduces
the discussed EEG phenomenology, there are some quantitative dif-
ferences. First, the model is relatively sensitive to propofol; while
several studies point towards GABA-ergic potentiation of at least
60% at clinically relevant concentrations (Bai et al., 1999; Kitamura
et al., 2003), our modeling suggests potentiation of about 10%. This
discrepancy most likely is caused by our choice of baseline, for which
we used the nominal parameter values (see Table 1) that were previ-
ously identified with eyes-closed resting-state (Robinson et al., 2001,
2002; Rowe et al., 2004). However, since frontal alpha oscillations dur-
ing wakefulness have relatively lower power and are less pronounced
than parietal and occipital alpha oscillations, the baseline should
be adjusted accordingly. Some preliminary simulations showed
that the 10% increase in GABA-ergic potentiation can be changed
by adjusting the baseline. A systematic investigation of this issue
however, requires a global parameter search in the style of (Bojak
and Liley, 2005) which is outside the scope of this study. We take
it as an encouraging fact that, while using a baseline that is indepen-
dently determined in previous investigations (Robinson et al., 2002;
Rowe et al., 2004), the model's response is qualitatively similar to
the response of the human frontal cortex.

Second, the model's increase in alpha peak-frequency is relatively
modest as compared to the mean increase observed experimentally
(although still within the experimentally observed range). Although
the natural frequency of the alpha resonance keeps increasing at higher
concentrations of propofol (see Fig. 6(c)), a better match with the data
would be desirable. Again, this discrepancymight be resolved through a
global parameter search for different baselines. Alternatively, since the
alpha peak-frequency is partially determined by the delay-time be-
tween cortex and thalamus, another cause for the observed increase
could be a propofol-induced acceleration of axonal propagation delays.
However, there does not seem to be any experimental indication for
such an effect. Besides these quantitative differences, the model
does not display a transient increase in EEG beta power—so-called
paradoxical excitation—which precedes the increase in alpha power
discussed in this study (Gugino et al., 2001). Since spike-frequency ad-
aptation is implicated to play a key role in the generation of this partic-
ular phenomenon (McCarthy et al., 2008), the inclusion of adaptation
dynamics into the current meanfield model (Loxley and Robinson,
2007) might lead to an integrated understanding of a more broad
spectrum of propofol-induced EEG phenomena. Despite this issues,
the results reported in this study are encouraging and demonstrate
that the discussed EEG phenomenology can be qualitatively reproduced
by the used thalamo-cortical meanfield model, suggesting that it con-
tains the essential physiological underlying mechanisms.

Appendix A. System equations

The average membrane potentials Ve, Vi, Vr, and Vs obey the following
set of coupled equations:

Ve x; tð Þ ¼ �h⊗νeeϕe x; tð Þ þ �h⊗νesS V s x; t−τ=2ð Þð Þ
þ �h⊗νeiS V i x; tð Þð Þ; ð15Þ

V i x; tð Þ ¼ �h⊗νieϕe x; tð Þ þ �h⊗νisS V s x; t−τ=2ð Þð Þ þ �h⊗νiiS V i x; tð Þð Þ; ð16Þ

V s x; tð Þ ¼ �h⊗νsnϕn x; tð Þ þ �h⊗νseϕe x; t−τ=2ð Þ þ �h⊗νsrS V r x; tð Þð Þ; ð17Þ

V r x; tð Þ ¼ �h⊗νrsS V s x; tð Þð Þ þ �h⊗νreϕe x; t−τ=2ð Þ; ð18Þ

D x; tð Þϕe ¼ S Ve x; tð Þð Þ; ð19Þ

where t denotes time in sec, x denotes position on the cortical sheet,
⊗ denotes the convolution operator, and ϕn is non-specific input to
thalamo-cortical relay neurons, which has the form ϕn=〈ϕn〉+σnξ(t),
where 〈ϕn〉 denotes its mean value, ξ(t) a unit-variance Gaussian
white-noise process, and σn its standard deviation. The above system
of equations can be rewritten as a set of ten coupled partial differen-
tial equations by rewriting the impulse response �h as a second-order
linear differential operator. In modeling the action of propofol, the
impulse response �h is replaced by its reparametrization h.

Appendix B. Derivation of the transfer function

In this Appendix we derive the transfer function from ϕn to ϕe of
the dynamical system described by Eqs. (15)–(19) were we use the
reparametrization h of the synaptic impulse responses. We denote
the synaptic frequency response function from neurons of type b to
neurons of type a by Lab(ω), where ω denotes complex frequency
and is given by the Fourier transform of h:

Lab ωð Þ ¼ H
η

1þ iω
αab

� �−1
1þ iω

βab

� �−1
: ð20Þ

Rewriting Eqs. (15)–(19) in the (k, ω)-domain gives

Ve ¼ Leeνeeϕe þ LesνesQse
−iωτ=2 þ LeiνeiQi; ð21Þ

V i ¼ Lieνieϕe þ LisνisQse
−iωτ=2 þ LiiνiiQ i; ð22Þ

V s ¼ Lsnνsnϕn þ Lseνseϕee
−iωτ=2 þ LsrvsrQ r; ð23Þ

V r ¼ LrsνrsQ s þ Lreνreϕee
−iωτ=2

; ð24Þ

Dϕe ¼ Qe; ð25Þ

where D=(1+ iω/γ)2+r2||k||2 is the wave operator in the (k, ω)-
domain. By linearizing S about a spatially-homogeneous steady-state
(Ve⁎, Vi⁎, Vr⁎, Vs⁎) of (Ve, Vi, Vr, Vs);

S Vað Þ≈S V�
a

� 	þ S′ V�
a

� 	
Va; ð26Þ

for a∈{e, i, r, s} and by discarding constants, we can rewrite Eqs. (21)–
(25) as

Dϕe ¼ ζ eeϕe þ ζ esQs þ ζ eiQi; ð27Þ

Qi ¼ ζ ieϕe þ ζ isQs þ ζ iiQ i; ð28Þ

Qs ¼ ζ snϕn þ ζ seϕe þ ζ srQr ; ð29Þ

Qr ¼ ζ rsQs þ ζ reϕe: ð30Þ

To compute the transfer function ϕe(k, ω)/ϕn(k, ω) we substitute
(30) into (29) and isolate Qs, giving

Qs ¼
ζ snϕn þ ζ se þ ζ sreð Þϕe

1−ζ srs
: ð31Þ

By substituting (31) in (28) and isolating Qi we obtain

Qi ¼
ζ ie 1−ζ srsð Þ þ ζ ise þ ζ isre

1−ζ iið Þ 1−ζ srsð Þ ϕe þ
ζ isn

1−ζ iið Þ 1−ζ srsð Þϕn: ð32Þ

Finally, by substituting (32) in (27) we obtain

D−ζ eeð Þϕe ¼
ζ esnϕn þ ζ ese þ ζ esreð Þ

1−ζ srs
ϕe

þ ζ eie 1−ζ srsð Þ þ ζ eise þ ζ eisre

1−ζ iið Þ 1−ζ srsð Þ ϕe ð33Þ

þ ζ eisn

1−ζ iið Þ 1−ζ srsð Þϕn; ð34Þ
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which can be rewritten as

ϕe

ϕn
¼ ζ eisn þ 1−ζ iið Þζ esn

D−ζ eeð Þ 1−ζ srsð Þ−ζ ese−ζ esre½ � 1−ζ iið Þ−ζ eie 1−ζ srsð Þ−ζ eise−ζ eisre
:

ð35Þ
Appendix C. Steady-state firing rates

For an afferent input ϕn(x, t)=ϕn that does not depend on time t
and space x, the firing rates (Qe, Qi, Qr, Qs) might have spatially-
homogeneous steady states (Qe

⁎, Qi
⁎, Qr

⁎, Qs
⁎). Equations for these

can be derived as follows. By setting the spatial and temporal deriva-
tives of the wave operator D to zero, it reduces to the unity operator,
and hence (3) gives ϕe

⁎=Qe
⁎. Moreover, since the steady states (Qe

⁎,
Qi
⁎, Qr

⁎, Qs
⁎) are independent of time t and space x they satisfy the fol-

lowing equations:

S−1 Q �
e

� 	 ¼ h⊗νeeQ
�
e þ h⊗νesQ

�
s þ h⊗νeiQ

�
i ; ð36Þ

S−1 Q �
i

� 	 ¼ h⊗νieQ
�
e þ h⊗νisQ

�
s þ h⊗νiiQ

�
i ; ð37Þ

S−1 Q �
s

� 	 ¼ h⊗νsnϕn þ h⊗νseQ
�
e þ h⊗νsrQ

�
r ; ð38Þ

S−1 Q �
r

� 	 ¼ h⊗νrsQ
�
s þ h⊗νreQ

�
e; ð39Þ

where we have used that Qa
⁎=S(Va⁎), where Va⁎ denotes the steady-

state value of Va for a∈{e, i, r, s}. Since the terms νabQb
⁎ do not depend

on time, the convolutions h⊗νabQb
⁎ reduce to

h⊗νabQ
�
b ¼ νabQ

�
b∫

∞
0
h tð Þdt ¼ νabQ

�
b
H
η
∫∞
0
�h tð Þdt ¼ νabQ

�
b
H
η
; ð40Þ

which yields the steady-state equations

S−1 Q �
e

� 	 ¼ H
η
veeQ

�
e þ

Hc

ηc
veiQ

�
i þ

H
η
vesQ

�
s ; ð41Þ

S−1 Q �
i

� 	 ¼ H
η
vieQ

�
e þ

Hc

ηc
viiQ

�
i þ

H
η
visQ

�
s ; ð42Þ

S−1 Q �
s

� 	 ¼ H
η
vsnQn þ

Hc

ηc
vseQ

�
e þ

Ht

ηt
vsrQ

�
r ; ð43Þ

S−1 Q �
r

� 	 ¼ H
η
vrsQ

�
s þ

Hc

ηc
vreQ

�
e: ð44Þ

Note that the steady-states effectively depend on the synaptic impacts
∫∞
0
�h tð Þdt ¼ H=η of the different types of receptors.
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