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Multisensory experiences influence subsequent memory performance and brain responses. Studies have thus
far concentrated on semantically congruent pairings, leaving unresolved the influence of stimulus pairing and
memory sub-types. Here, we paired images with unique, meaningless sounds during a continuous recogni-
tion task to determine if purely episodic, single-trial multisensory experiences can incidentally impact subse-
quent visual object discrimination. Psychophysics and electrical neuroimaging analyses of visual evoked
potentials (VEPs) compared responses to repeated images either paired or not with a meaningless sound dur-
ing initial encounters. Recognition accuracy was significantly impaired for images initially presented as mul-
tisensory pairs and could not be explained in terms of differential attention or transfer of effects from
encoding to retrieval. VEP modulations occurred at 100–130 ms and 270–310 ms and stemmed from topo-
graphic differences indicative of network configuration changes within the brain. Distributed source estima-
tions localized the earlier effect to regions of the right posterior temporal gyrus (STG) and the later effect to
regions of the middle temporal gyrus (MTG). Responses in these regions were stronger for images previously
encountered as multisensory pairs. Only the later effect correlated with performance such that greater MTG
activity in response to repeated visual stimuli was linked with greater performance decrements. The present
findings suggest that brain networks involved in this discrimination may critically depend on whether mul-
tisensory events facilitate or impair later visual memory performance. More generally, the data support
models whereby effects of multisensory interactions persist to incidentally affect subsequent behavior as
well as visual processing during its initial stages.

© 2012 Elsevier Inc. All rights reserved.
Introduction

Perceptions are often affected by the way in which information
from several sensory modalities are combined, i.e. under multisenso-
ry conditions (Calvert, 2004; Stein andMeredith, 1993). In addition to
their immediate effects on perception, multisensory experiences at
one point in time can impact unisensory processing during later en-
counters (Gottfried et al., 2004; Kim et al., 2008; Lehmann and
Murray, 2005; Meylan and Murray, 2007; Murray et al., 2004, 2005;
Shams and Seitz, 2008). The circumstances under which such multi-
sensory memory traces impact subsequent unisensory retrieval re-
main unresolved and were the focus of the present study. This issue
falls within the larger framework of differential mechanisms and con-
sequences of multisensory versus unisensory learning (Murray and
Sperdin, 2010; Shams and Seitz, 2008; Shams et al., 2011).
urosciences, CHUV, BH08.078,
41 21 314 1319.
ay).
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The impact of multisensory learning upon unisensory (visual) rec-
ognition has been studied mainly through two paradigms. In one par-
adigm, subjects underwent extensive multisensory training before
unisensory recognition performance was assessed in a separate re-
trieval session (Nyberg et al., 2000; Wheeler and Petersen, 2000).
The task was to explicitly remember the context in which stimuli
had been presented during encoding (unisensory or multisensory).
In another paradigm, the impact of multisensory experiences upon
subsequent unisensory recognition was assessed through single-trial
learning during a continuous recognition task (Lehmann and
Murray, 2005; Murray et al., 2004, 2005). Encoding and retrieval
were separated by (relatively) short time intervals in the same exper-
imental block, and subjects indicated whether or not images were
being presented for the first or repeated time.

These paradigms have led to discordant results both in terms of
performance and brain activity. For example, Nyberg et al. (2000) ob-
served relatively poorer memory performance accuracy for words
that had been paired with sounds during encoding vs. words that
had not (76% vs. 84%, respectively). In terms of brain activity during
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the retrieval phase, these authors found that auditory cortices were
active in response to visually presented words that had been paired
with corresponding sounds during the encoding phase (see also
Wheeler and Petersen, 2000 for similar findings with pictures of ob-
jects). They took this activity pattern as evidence that networks active
during encoding are re-activated during retrieval; a pattern more
generally consistent with theories of redintegration (Hamilton,
1859). Under the framework of redintegration, a component part of
a consolidated memory is sufficient to (re)activate the whole
experience's representation. If the consolidated memory, for example,
entails both auditory and visual components, then stimulating with
sounds would lead to both auditory and visual cortical activity (see
also Rugg et al., 2008 for a similar framework).

By contrast, our group has consistently observed improved mem-
ory performance for images that had been paired with their
corresponding sounds versus those images only ever presented in a
unisensory manner (Lehmann and Murray, 2005; Murray et al.,
2004, 2005; Murray and Sperdin, 2010). Plus, both electrical and he-
modynamic imaging studies indicated that regions of the lateral oc-
cipital cortices differentiate between image repetitions that had
been previously paired with sounds or not (Murray et al., 2004,
2005). Stronger responses were observed for visual stimuli that had
been previously presented with a semantically congruent sound.
There was no evidence for effects within auditory cortices in these
studies by Murray and colleagues. Moreover, the timing of effects ob-
served in Murray et al. (2004) would suggest that past multisensory
experiences impact the initial stages of visual processing (i.e. within
the initial 100 ms post-stimulus onset). Effects within visual cortices
do not appear to be limited to tasks requiring visual discrimination.
For example, von Kriegstein and Giraud (2006) observed activation
changes within the fusiform face area in response to voices as a func-
tion of prior learned associations with faces. Others have observed ac-
tivations within visual cortices in response to meaningless complex
sounds previously paired with meaningless images (though activa-
tions were smaller than in response to visual stimuli) (Butler and
James, 2011). In this study, the magnitude of the activation did not
appear to be directly linked to subjects’ accuracy in indicating if a
given sound/image had been previously paired with a sound vs.
image.

These discrepant patterns of brain activity (i.e. differential effects
within visual vs. auditory cortices) may stem from paradigmatic dif-
ferences, including whether or not subjects must explicitly discrimi-
nate the context in which a given stimulus had been paired.
Another alternative is that the activation of auditory regions in re-
sponse to visual stimuli during memory-related tasks is a hallmark
of performance impairments rather than redintegration per se. A con-
tinuous recognition task has been used to identify conditions under
which memory performance is impaired for image repetitions that
were initially presented in a multisensory context. While perfor-
mance was enhanced for stimuli that had been initially encountered
in a semantically congruent multisensory context, it was unchanged
if initially encountered in a semantically incongruent context, and
was impaired if initially encountered with a meaningless sound (i.e.
pure tone) (Lehmann and Murray, 2005). All of these effects were rel-
ative to performance with images that were initially encountered in a
unisensory context (i.e. the same image repeated once). It is likewise
important to note that these effects on accuracy did not co-occur with
parallel modulations in reaction times (in fact, reaction times did not
differ) and were not the consequence of carry-over effects from
encoding (reviewed in Murray and Sperdin, 2010; see also Baier et
al., 2006 for similar work on multisensory expectancy). The perfor-
mance impairment we observed with meaningless sounds was con-
founded by the fact that the same sound was paired with multiple
objects across trials, thereby making it possible that the representa-
tion of any given visual object is effectively contaminated by a con-
stant distracter (here the auditory stimulus).
The present study sought to resolve the role of episodic pairings
on single-trial multisensory memory processes by combining psycho-
physics with electrical neuroimaging of VEPs. On the one hand, if
single-trial episodic events are sufficient to generate a perceptual/
memory trace then performance accuracy would be predicted to be
impaired for repetitions of images that had been paired with sounds
on their initial encounter. This would suggest that the observations
of Lehmann and Murray (2005) are due to the episodic pairing rather
than to the repeated association/dissociation of the same sound with
multiple images across trials. Alternatively, no performance differ-
ences (vs. images that had only been encountered visually) would
be predicted if the unique, meaningless sounds are treated as if they
were an incongruent event akin to pairing the sound of one
(known) object with the image of another object. On the other
hand, prior brain imaging data would suggest that differential re-
sponses to incoming visual stimuli can manifest as early as ~100 ms
post-stimulus onset and are indicative of the incidental discrimina-
tion of stored object representations according to past (semantic)
multisensory experiences (Murray et al., 2004). To the extent that
single-trial episodic pairings are similarly effective in establishing dis-
tinct object representations, we should observe differential VEPs at
equally early latencies. Because electrical neuroimaging analyses dis-
tinguish between effects due to modulations in response strength and
response topography (the latter of which is forcibly indicative of gen-
erator changes), we could likewise assess if and when distinct gener-
ator configurations respond to visual stimuli previously encountered
in a unisensory vs. multisensory manner. When combined with dis-
tributed source estimations, we can then disentangle whether or
not differential activity, putatively arising within auditory cortices
and perhaps elsewhere, is linked to performance decrements or to
redintegration processes.

Materials and methods

Participants

The experiment included 22 (11 women) volunteers aged be-
tween 23 and 30 years (mean age±SD=26.45±3.1 years). The last
12 of these completed the psychophysics paradigm while EEG was si-
multaneously recorded (detailed below). The study was conducted in
accordance with the Declaration of Helsinki, and all subjects provided
their written informed consent to participate in the study. The exper-
imental procedures were approved by the Ethics Committee of the
Vaudois University Hospital Center and University of Lausanne. Nine-
teen subjects were right-handed and the remaining 3 left-handed,
according to the Edinburgh Inventory (Oldfield, 1971). No subject
had a history of neurological or psychiatric illness, and all subjects
had normal or corrected-to-normal vision as well as reported normal
hearing.

Task

Subjects performed a continuous recognition task, which required
the discrimination of initial from repeated presentations of line draw-
ings that were pseudo-randomized within a block of trials. They were
instructed to perform as quickly and as accurately as possible. Fur-
ther, each object (irrespective of whether it was initially presented
in a unisensory or multisensory context) was only repeated once
throughout the duration of the experiment.

The pictureswere subdivided into two groups. Initial presentations
were either unisensory or multisensory. Repeated presentations were
always unisensory. Thus, half of the repeated presentations had been
multisensory when initially encountered and the other half had been
unisensory when initially encountered. We will refer to our experi-
mental conditions as V, for the visual-only initial condition and V−
for the same stimuli when repeated. AV will refer to the initial
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auditory-visual presentation, whereas V+ will refer to the repeated
presentation of the visual component of these stimuli (Fig. 1a).

The line drawings were taken from a standardized set (Snodgrass
and Vanderwart, 1980) or obtained from an online library
(dgl.microsoft.com), and included a mix of living and non-living stim-
uli (see Appendix for full list). The pictures were equally subdivided
over experimental conditions and blocks as described above. Plus,
the different categories of objects were equally intermixed. In order
to minimize the possibility that the observed effects were due to
low-level visual features, we analyzed the spatial frequency spectra
and the luminance between the two image groups (AV and V), and
we did not find any difference between image groups. The full details
of these procedures have been reported by Knebel et al. (2008). The
images were presented centrally and appeared black on a white back-
ground. On initial presentations these visual stimuli could (50%) or
could not be paired with a meaningless sound (created with Adobe
Audition 1.0). These sounds differed in their spectral composition,
ranging from 100 Hz to 4700 Hz and were sometimes modulated in
terms of amplitude envelopes and/or waveform types (triangular
and sinusoid). All sounds were 500 ms duration (10 ms rise/fall, in
order to avoid clicks; 16bit stereo; 44100 Hz digitization).

All stimuli were presented for 500 ms, followed by a randomized
inter-stimulus interval (ISI) ranging from 900 to 1500 ms. The mean
(±SD) number of trials between the initial and the repeated presen-
tation of the same image was 9±4 pictures for either presentation
condition (V and AV). Also the distribution of old and new pictures
throughout the length of the block was controlled, so as to avoid
response-decision bias and to maintain an equal probability of a
“new” object across quartiles within a block. This type of bias refers
to subjects being able to calculate predictive probabilities about the
Fig. 1. (a) Illustration of the paradigm used to investigate multisensory encoding and recall
conditions: initial presentations of visual (V) and auditory-visual (AV) and their repeate
(±s.e.m.) for the same experimental conditions as in (b). Significant effects (pb0.05) are m
upcoming stimuli and responses, which could lead to faster reaction
times and/or a drop in attention. Within a block there were 136 trials,
equally divided between V, AV, V−, and V+ conditions (i.e. 34 trials
each). This is identical to the block length used in our prior studies
(Lehmann and Murray, 2005; Murray et al., 2004).

The experiment took place in sound-attenuated chamber, where
subjects were seated centrally in front of a 20” computer monitor
(HP LP2068), located about 140 cm away from them (visual angle
~4°). The auditory stimuli were presented over insert earphones
(Etymotic model: ER4S), and the volume was adjusted to a comfort-
able level (~62 dB). The stimuli were all presented and controlled
by E-Prime 2.0, and all behavioral data were recorded in conjunction
with the serial response box (Psychology Software Tools, Inc.; www.
pstnet.com). All participants completed 2 blocks of trials. While this
paradigm indeed introduces a degree of spatial disparity between
the auditory and visual modalities (when stimuli are multisensory),
we do not believe that such would be impeding any interactions
here. Prior research has reliably documented integrative effects on
behavior and brain responses using similar setups (e.g. Cappe et al.,
2010, 2012; Raij et al., 2010).

The behavioral data were treated as follows: Mean RT (in [ms]) and
accuracy ([%] of correct responses) were calculated for each subject
and condition (V, AV, V−, and V+) separately. We then performed
paired t‐tests, specifically comparing the initial encoding conditions
(V vs. AV) or the repeated retrieval conditions (V− vs. V+). Finally,
we sought to assess whether effects during encoding (i.e. differences
between V vs. AV) were directly linked to and/or predictive of effects
during retrieval (i.e. differences between V− vs. V+), given that prior
studies would suggest that these are dissociable (reviewed in Murray
and Sperdin, 2010). As will be made clearer in the Results below, we
in working memory. (b) Group-averaged accuracy (±s.e.m.) for the four experimental
d presentation (V− and V+, respectively). (c) Group-averaged mean reaction times
arked with an asterisk.
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http://www.pstnet.com


1481A. Thelen et al. / NeuroImage 62 (2012) 1478–1488
calculated the correlation coefficient between the differences in reac-
tion time during encoding and the difference in performance accuracy
during retrieval.

EEG acquisition and pre-processing

Continuous EEG was acquired from 160 scalp electrodes (sam-
pling rate at 1024 Hz) using a Biosemi ActiveTwo system from a sub-
set of 12 subjects (3 women; mean age±SD=27.1±3.5 years) who
were the last of the abovementioned 22 participants to take part in
the psychophysics paradigm. Data pre-processing and analyses were
performed using Cartool (Brunet et al., 2011; http://sites.google.
com/site/fbmlab/cartool). Epochs from 100 ms pre-stimulus to
500 ms post-stimulus onset were averaged for each of the four exper-
imental conditions and from each subject in order to calculate the
VEPs. In addition to a ±80 μV artifact rejection, EEG epochs con-
taining eye blinks or other noise transients were removed based on
a trial-by-trial visual inspection of the data. Before group averaging,
data from artifact electrodes of each subject were interpolated using
3-D splines (Perrin et al., 1987). On average, 5 of the 160 channels
were interpolated (range 2–12). ERP data were baseline corrected
using the pre-stimulus period, band-pass filtered (0.1–60 Hz includ-
ing a notch at 50 Hz) and recalculated against the average reference.
On average, there were 60 (range 43–68) and 61 (range 42–68) ac-
cepted epochs for the V− and V+ conditions, respectively.

VEP analyses

The VEP analyses were based on the hypothesis that a differential
neural response would be found between the V+ and V− conditions
(Murray et al., 2004, 2005). The approach we used here has been re-
ferred to as electrical neuroimaging and is based largely on the mul-
tivariate analysis of global features of the electric field at the scalp
that in turn inform the selection of time periods for analyses of source
estimations (Michel and Murray, 2012; Murray et al., 2008; Tzovara
et al., in press). These electrical neuroimaging analyses allowed us
to differentiate effects following from modulations in the strength
of responses of statistically indistinguishable brain generators from
alterations in the configuration of these generators (viz. the topogra-
phy of the electric field at the scalp), as well as latency shifts in brain
processes across experimental conditions. Additionally,we applied the
local auto-regressive average distributed linear inverse solution
(LAURA; Grave de Peralta Menendez et al., 2001, 2004) to visualize
and statistically contrast the likely underlying sources of effects identi-
fied during the preceding analysis steps of the surface-recorded VEPs.

As a first level of analysis, we analyzed waveform data from all elec-
trodes as a function of time post-stimulus onset in a series of pair-wise
comparisons (t‐tests) between responses to the V+ andV− conditions.
Temporal auto-correlation at individual electrodes was corrected
through the application of an 11 contiguous data-point temporal crite-
rion (~10 ms at 1024 Hz sampling) for the persistence of differential ef-
fects (Guthrie and Buchwald, 1991). Similarly, spatial correlation was
addressed by considering as reliable only those effects that entailed at
least 5% of the electrodes from the 160-channel montage (i.e. 8).
These combined criteria were applied to correct for multiple compari-
sons, though we note that our conclusions are based on reference-
independent global measures of the electric field at the scalp. We
would therefore also emphasize that the number of electrodes
exhibiting an effect at a given latency will depend on the reference,
and this number is not constant across choices of reference because sig-
nificant effects are not simply re-distributed across the montage (dis-
cussed in Tzovara et al., in press). Likewise, the use of an average
reference receives support from biophysical laws as well as the implicit
re-centering of VEP data to such when performing source estimations
(discussed in Brunet et al., 2011). Analyses of VEP voltage waveform
data (vs. the average reference) are presented here to provide a clearer
link between canonical VEP analysis approaches and electrical neuro-
imaging. The results of this VEP waveform analysis are presented as
an area plot that shows the number of electrodes exhibiting a significant
effect as a function of time (relative to stimulus onset). This type of dis-
playwas chosen to provide a sense of the dynamics of a statistical effect
between conditions. While these analyses give a visual impression of
specific effects within the dataset, our conclusions are principally
based on reference-independent global measures of the electric field
at the scalp that are described below.

The global electric field strength was quantified using global field
power (GFP) (Lehmann and Skrandies, 1980). This measure is equiv-
alent to the standard deviation of the voltage potential values across
the entire electrode montage at a given time point and represents a
reference-independent measure of the VEP strength (Murray et al.,
2008; Koenig and Melie-Garcia, 2010). GFP was statistically contra-
sted using a millisecond-by-millisecond paired t-test in conjunction
with the abovementioned temporal criterion for significant effects
to correct for multiple contrasts. While this dependent measure pro-
vides an assay of VEP strength, it is inherently insensitive to spatial
(i.e. topographic) variation in the VEP across conditions.

In order to test the VEP topography independently of its strength,
we used Global Dissimilarity (DISS) (Lehmann and Skrandies, 1980).
DISS is equivalent to the square root of the mean of the squared dif-
ference between the potentials measured at each electrode for differ-
ent conditions, normalized by the instantaneous GFP. It is also directly
related to the (spatial) correlation between two normalized vectors
(cf. Appendix in Murray et al., 2008). We then performed a non-
parametric randomization test (TANOVA, Murray et al., 2008). The
DISS value at each time point is compared to an empirical distribution
derived from permuting the condition label of the data from each
subject. Because changes in topography forcibly follow from changes
in the configuration of the underlying active sources (Lehmann,
1987), this analysis reveals when the experimental conditions acti-
vated distinct sets of brain networks.

The collective post-stimulus group-average VEPs were subjected
to a topographic cluster analysis based on a hierarchical clustering al-
gorithm (Murray et al., 2008). This clustering identifies stable electric
field topographies (hereafter template maps). The clustering is exclu-
sively sensitive to topographic modulations, because the data are first
normalized by their instantaneous GFP. The optimal number of tem-
porally stable VEP clusters (i.e. the minimal number of maps that ac-
counts for the greatest variance of the dataset) was determined using
a modified Krzanowski-Lai criterion (Murray et al., 2008). The clus-
tering makes no assumption on the orthogonality of the derived tem-
plate maps (De Lucia et al., 2010a, 2010b; Pourtois et al., 2008).
Template maps identified in the group-average VEP were then sub-
mitted to a fitting procedure wherein each time point of each
single-subject VEP is labeled according to the template map with
which it best correlated spatially (Murray et al., 2008) so as to statis-
tically test the relative presence of each template map in the
moment-by-moment scalp topography of the VEP and the differences
in such across conditions. These values can be expressed as the prob-
ability of a given template map yielding a higher spatial correlation in
the single-subject data from each condition. Statistical analysis of
these values was performed with an analysis of variance (ANOVA).

Source estimations

We estimated the localization of the electrical activity in the brain
using a distributed linear inverse solution (minimum norm) applying
the LAURA regularization approach comprising biophysical laws as con-
straints (Grave de Peralta Menendez et al., 2001, 2004; see also Michel
et al., 2004 for review). LAURA selects the source configuration that
better mimics the biophysical behavior of electric vector fields (i.e. ac-
tivity at one point depends on the activity at neighboring points
according to electromagnetic laws). In our study, homogenous
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regression coefficients in all directions and within the whole solution
space were used. LAURA uses a realistic head model, and the solution
space included 4024 nodes, selected from a 6×6×6 mm grid equally
distributed within the gray matter of the Montreal Neurological
Institute's average brain (courtesy of R. Grave de Peralta and S. Gonzalez
Andino; http://www.electrical-neuroimaging.ch/). Prior basic and clin-
ical research from members of our group and others has documented
and discussed in detail the spatial accuracy of the inverse solution
model used here (e.g. Gonzalez Andino et al., 2005; Grave de Peralta
Menendez et al., 2004;Martuzzi et al., 2009;Michel et al., 2004). In gen-
eral, the localization accuracy is considered to be along the lines of the
matrix grid size (here 6 mm). The results of the above topographic pat-
tern analysis defined time periods for which intracranial sources were
estimated and statistically compared between conditions (here 73–
113 ms post-stimulus). Prior to calculation of the inverse solution, the
VEP data were down-sampled and affine-transformed to a common
111-channel montage. Statistical analyses of source estimations were
performed by first averaging the VEP data across time to generate a sin-
gle data point for each participant and condition. This procedure in-
creases the signal-to-noise ratio of the data from each participant. The
inverse solution was then estimated for each of the 4024 nodes. These
data were then submitted to a paired t-test.

We combined two statistical criteria for concluding that an effect
was reliable. First, a spatial extent criterion of at least 17 contiguous sig-
nificant nodeswas applied (see also Cappe et al., 2010, 2012; De Lucia et
al., 2010a, 2010b; Knebel and Murray, 2012; Knebel et al., 2011; Toepel
et al., 2009 for a similar spatial criterion). This spatial criterion was de-
termined using the AlphaSim program (available at http://afni.nimh.
nih.gov) and assuming a spatial smoothing of 6 mm full-width half
maximum. This criterion indicates that there is a 3.54% probability of a
cluster of at least 17 contiguous nodes, which gives an equivalent
node-level p‐value of p≤0.0002. Second and because distributed source
models yield non-zero values in all solution points, it is conceivable that
statistical effects will be obtained in nodes that are weakly responsive
(i.e. have current density values close to zero or alternatively well
below the mean across the entire set of nodes in the brain volume).
To minimize the contribution of such “erroneous” or “ghost” sources,
we removed all nodes with current density values less than or equal
to two standard deviations below the volume's mean within each con-
dition (here, V+: mean±SD=0.0073±0.0025 μA/mm3 and V−: =
0.0071±0.0026 μA/mm3). In this way, we sought to limit statistical ef-
fects to nodes that could reasonably be described as “active” sources.
The results of the source estimations were rendered on the Montreal
Neurologic Institute's average brain with the Talairach and Tournoux
(1988) coordinates of the largest statistical differences within a cluster
indicated.

Correlation analysis

To test whether there was a linear relationship between brain activ-
ity within source estimations and behavior, we correlated (Pearson's
correlation after first testing for normality of the distributions using a
Kolmogorov–Smirnov test) the difference in performance accuracy be-
tween V+ and V− conditions with the corresponding difference in
source strength. Specifically, we subtracted the percent correct perfor-
mance on the V+ condition from that from the V− condition for each
subject. The [(V+)− (V−)] difference was calculated for the mean ac-
tivity within the significant clusters (pSTG/STS andmSTG/MTG; see Re-
sults for details) for every subject.

Results

Behavioral data

Analysis of performance accuracy (Fig. 1b) revealed that partici-
pants were equally capable of indicating the initial presentation of
stimuli both when presented in a multisensory auditory-visual con-
text (AV=85.7±2%; mean±s.e.m.) and also when presented in a
unisensory visual context (V=87.4±1.8%; t(21)=1.452; p=0.161;
ηp2=0.681). There was therefore no indication of encoding differ-
ences in terms of discrimination accuracy. By contrast, performance
when indicating image repetitions was significantly impaired when
the initial presentation had entailed a multisensory vs. unisensory
context (i.e. V+ vs. V−; 83.5±2.6% vs. 87±2%; t(21)=−2.38;
p=0.027; ηp2=0.674). This difference indicates that image repeti-
tions are incidentally discriminated according to past multisensory
experiences. Though not a priori part of our research aims, we also
tested the role of object category (i.e. living vs. man-made) on
image repetition discrimination as a function of prior multisensory
vs. unisensory pairings. The accuracy data were subjected to a 2×2
within subjects ANOVA with factors of object category (living and
man-made) and experimental condition (V− and V+). There was a
significant main effect of experimental condition (F(1,21)=4.522;
p=0.045; ηp2=0.177). Neither the main effect of object category
(p=0.058) nor the interaction (p=0.797) reached the 0.05 signifi-
cance criterion.

In contrast with the pattern observed with accuracy rates (but highly
consistent with prior work; e.g. Lehmann andMurray, 2005), mean reac-
tion times differed for initial presentations, but not for image repetitions
(Fig. 1c). Specifically, reaction times to initial presentations under multi-
sensory conditions were significantly slower than those to initial presen-
tations under unisensory conditions (AV vs. V=797±20ms vs. 766±
20ms; t(21)=−4.233; pb0.001; ηp2=0.873). Reaction times to image
repetitions did not significantly differ (V+ vs. V−=765±24ms vs.
769±23ms; t(21)=0.800; p=0.433; ηp2=0.955). Finally, we examined
if there was a linear relationship between reaction time differences dur-
ing encoding and accuracy differences during retrieval. There was no ev-
idence of a significant correlation (r(20)=−0.008; p>0.9), providing no
evidence for a carry-over effect.

This pattern of results rules out explanations in terms of auditory
capture of attention, selective attention, or novel context detection fa-
cilitating perceptual memory trace formation (Ranganath and Rainer,
2003), as well as general alerting. If auditory capture of attention
were driving our effects, then a significant correlation would have
been expected between the magnitude of this capture (quantified as
the reaction time difference between visual and multisensory condi-
tions during initial image presentations) and the magnitude of its ef-
fect on memory discrimination (i.e. accuracy levels during repeated
imaging presentations). Similarly, if selective attention could account
for our findings, then faster reaction times would have been expected
for initial presentations of multisensory vs. unisensory stimuli (i.e. AV
vs. V). Rather, our results suggest that participants were not overtly
attending to the auditory channel, which in principle could have
cued participants to respond “new.” Slower reaction times for the
multisensory condition suggest that participants did not expect audi-
tory events (Spence et al., 2001), and accuracy did not reliably differ.
We also rule out possible bias due to general arousal and fatigue, be-
cause the relative distribution of “new” and “old” pictures was
maintained throughout a block of trials (see Materials and methods).

Surface VEP data

The VEP analyses focused on differences between the V+ and V−
conditions (see Materials and methods). Fig. 2 displays VEPs from the
V+ and V− conditions (Fig. 2a) as well as the results of electrical
neuroimaging analyses (Fig. 2b–f). Analyses of VEP voltage wave-
forms from the entire electrode montage as a function of time rev-
ealed two time periods of significant differences – the first at
~100 ms and a second at ~270 ms (Fig. 2b) post-stimulus onset. We
would remind the reader of the reference-dependent nature of anal-
yses of voltage waveforms. Nonetheless, we supply such here to pro-
vide a clearer link between electrical neuroimaging and more

http://www.electrical-neuroimaging.ch/
http://afni.nimh.nih.gov
http://afni.nimh.nih.gov
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traditional analysis approaches. Fig. 2c displays the group-average
GFP waveforms as well as results of t‐tests on the GFP as a function
of time (note that 1 minus p‐value is displayed). There was no evi-
dence of GFP differences between conditions, providing no evidence
for differences in response strength as a function of past multisensory
vs. unisensory experience. Fig. 2d displays the DISS between the
group-average VEPs from the V+ and V− conditions. Significant to-
pographic differences were observed over the 100–130 ms and 270–
Fig. 2. Visual evoked potential (VEP) data and results of the stepwise analyses (only pb0.05
VEP waveforms are shown superimposed across all electrodes for both experimental conditi
millisecond-by-millisecond paired t-test at each of the scalp electrodes is shown. The total n
line marks the 5% (n=8) threshold of total electrode montage. (c) GFP analysis across time d
conditions. (d) Global dissimilarity analysis revealed two periods of differential responses a
time. Significant differences based on a non-parametric permutation test are shown in gray.
resulting from the topographic pattern analysis are shown. During most of the post-stimul
conditions. During two periods, different maps were observed as a function of experimental
correlation fitting for both periods. During each period one of the two template maps fitted
310 ms post-stimulus intervals. We next determined whether these
topographic effects stem from the predominance of different stable
map configurations in each condition or instead from latency shifts
across conditions. We subjected the cumulative group-average VEPs
from both conditions to a clustering analysis. This procedure identi-
fied 19 template maps that explained 97.26% of variance of the
concatenated group-averaged VEP data set. While during most of
the post-stimulus period one template map could account for the
with an 11 consecutive time frame criterion are shown). (a) Group-averaged (n=12)
ons of repeated image presentations (V− in black and V+ in red). (b) The results of the
umber of electrodes expressing a significant difference at each TF is plotted. The dotted
id not reveal significant modulations between the V− (black trace) and V+ (red trace)
t 100–130 ms and at 270–310 ms. The dark blue line displays the DISS as a function of
The scale on the right indicates 1 minus p-value (range: 0.95–1). (e) The template maps
us period the same template map was observed in the group-average VEPs from both
condition in the group-averaged VEPs. (f) The histograms depict the result of the spatial
better to one of the experimental conditions.

image of Fig.�2
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responses of both conditions, during both the 100–130 ms and 270–
310 ms post-stimulus time periods two distinct maps were identified
that appeared to differentially account for each condition (see
Fig. 2e). This pattern observed in the group-averaged VEPs was statis-
tically assessed in the single-subject VEPs using a spatial-correlation
fitting procedure. There was a significant condition × map interaction
for both the 100–130 ms (F(1,11)=16.643; p=0.002; ηp2=0.602) and
the 270–310 ms (F(1,11)=6.348; p=0.028; ηp2=0.366) post-stimulus
periods. In both time periods one map predominated the responses to
one of the conditions while the other predominated the responses to
the other condition (see Fig. 2f).

The results to this point indicate that visual objects are incidental-
ly discriminated according to the context of their initial presentation
(i.e. in a unisensory or a meaningless multisensory context). Further
they suggest that this differential discrimination takes place during
early stages (~100 ms) of visual processing and engages different
generator configurations.

Source estimations

Source estimations from both time periods were statistically ana-
lyzed to identify the likely brain regions contributing to these differen-
tial effects. During the early time period (100–130 ms post-stimulus
onset) both conditions included prominent sourceswithin the occipital,
Fig. 3. The results of the source estimations are shown. The columns show the results from t
tively. For each time period the mean activation for each condition (V− and V+) are sho
the negative values (cooler colors) indicate that the clusters are more active in the V+ cond
t‐value was located at 41,−28, 14 mm. Over the 270–310 ms post-stimulus period the maxi
cost in discrimination accuracy (y-axis, in [%]) in the V+ condition compared to the V− co
period (270–310 ms) yielded a significant correlation (r(10)=0.627; p=0.029) between so
over subjects.
temporo-parietal, and frontal lobes (upper portion of Fig. 3a). The sta-
tistical contrast of these source estimations identified a single cluster
of solution points meeting our criteria (lower portion of Fig. 3a; seeMa-
terials andmethods for details of statistical criteria). This cluster was lo-
cated within the right posterior insular cortex (BA 13; coordinates of
maximal t‐value=41, −28, 14 mm) and extended into the superior
temporal gyrus (STG; BA 21). Although it did not meet our spatial ex-
tent criterion, there was evidence of a small 6-node cluster (BA 18; co-
ordinates of maximal t‐value 17, −87, −9 mm) within the right
inferior lateral occipital cortex that exhibited stronger activity in re-
sponse to the V− than V+ condition. We mention this cluster here,
given the previous evidence of differential activity within this region
during this type of task (Murray et al., 2004, 2005). During the 270–
310 ms post-stimulus period, both conditions again included promi-
nent sources within the occipital, occipital-temporal and frontal lobes
(upper portion of Fig. 3b). The statistical contrast again identified a sin-
gle cluster meeting our significance criteria (lower portion of Fig. 3b).
This cluster was found in the right STG (BA 22; coordinates of maximal
t‐value=65, −17, 2 mm) and extended anteriorly to the middle tem-
poral gyrus (MTG; BA 21). Source estimations in each of these clusters
were then correlated with performance accuracy (Fig. 3c and d).
Therewas no evidence for a significant correlation between source esti-
mations over the 100–130 ms period and performance accuracy
(r=0.287; t(10)=0.95, p=0.366). By contrast, we observed a
he 100–130 ms (a) and the 270–310 ms (b) post-stimulus onset time windows, respec-
wn. Beneath, the t‐value map of the contrast between conditions is shown. Note that
ition than in the V− condition. Over the 100–130 ms post-stimulus period the maximal
mal t‐value was located at 65,−17, 2 mm. (c and d) Correlations between the observed
ndition and the gain in source strength (predictor, x-axis, in [μA/mm3]). Only the later
urce strength in the in the mSTG/MTG cluster and the cost in discrimination accuracy

image of Fig.�3
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significant positive correlation between the V+ vs. V− difference in
source strength within the mSTG/MTG cluster and the cost in discrimi-
nation accuracy (V− minus V+) (r=0.627; t(10)=2.55, p=0.029).

Discussion

The present study demonstrates that the discrimination of image
repetitions is affected by whether or not the initial experience was
multisensory versus solely visual. These effects occur even though
the auditory information was both incidental for the task at hand
and also devoid of any semantic content (i.e. is purely episodic in na-
ture). This extends prior research showing this type of phenomenon
following semantically congruent single-trial exposures to multisen-
sory stimuli (Lehmann and Murray, 2005; Murray et al., 2004,
2005). We show that memory performance with visual objects is im-
paired by prior episodic multisensory pairings and cannot be
explained by carry-over effects from the initial memory encoding or
by an affect of differential attention (for a review see Murray and
Sperdin, 2010). Electrical neuroimaging analyses revealed differential
processing of repeated visual stimuli starting at ~100 ms post-
stimulus onset and following from changes in the topography of the
electric field at the scalp. Source estimations localized these effects
to regions of the auditory cortex (and more subtly within the inferior
LOC). Subsequent effects (270–310 ms) were again driven by topo-
graphic differences and we localized within auditory cortices of the
STG/MTG. These later effects in turn positively correlated with behav-
ior; individuals with larger differential STG/MTG responses exhibited
larger costs in performance accuracy in indicating image repetitions.
In what follows, we discuss our findings in terms of incidental effects
of multisensory interactions on memory processes.

Our results show that single-trial multisensory learning occurs
with the pairing of visual objects with meaningless sounds. Two fac-
tors contributing to this conclusion can be distinguished. First, se-
mantic congruence between the senses is not a determinant factor.
This conclusion was tentatively drawn by Lehmann and Murray
(2005) who used a paradigm identical to that here, with the excep-
tion that the same sound (pure tone) was used for all multisensory
pairings. This paradigm did not allow the authors to discern whether
the effects derived from the episodic nature of the combination or in-
stead from a potential “noising” of any single object representation
(and its re-activation with image repetition) by the association of
the same sound with multiple objects across the course of the exper-
iment. The pairing of unique meaningless sounds in the present study
allowed us to rule out such a “noising” mechanism and instead sup-
ports the role of episodic pairing in engendering distinct multisensory
representations that can be incidentally accessed upon image repeti-
tion (something to which we return in our discussion of the electrical
neuroimaging results). In this way, our findings somewhat challenge
the hypothesis that single-trial multisensory interactions impact sub-
sequent unisensory retrieval only in specific semantically congruent
situations or when information across the senses is concordant. For
example, some emphasize the role of either object familiarity (van
der Linden et al., 2010) or ethological validity (von Kriegstein and
Giraud, 2006) as principal factors in whether performance (and in
some instances brain responses) would be affected by prior multisen-
sory exposure.

Effects were reliably obtained following single-trial exposure and
despite the task-irrelevance of the auditory stimulus. In this regard,
effects of multisensory learning appear to occur in an incidental fash-
ion. This conclusion originally came out from prior works using this
paradigm (Lehmann and Murray, 2005; Murray et al., 2004, 2005).
Similarly, Nyberg et al. (2000) showed that effects on auditory activ-
ity in response to repeated visual stimuli were not affected by the
strength of the association between the senses (quantified by the
number of repetitions of a given multisensory pairing). Another ex-
ample of the effects of single-trial multisensory exposure on
subsequent unisensory processing is the recalibration of auditory spa-
tial representations by vision (Wozny and Shams, 2011). More gener-
ally, these findings contribute to a growing literature emphasizing the
both short- and long- lasting effects of multisensory interactions on
subsequent unisensory processing (Meylan and Murray, 2007; Naue
et al., 2011; Shams et al., 2011). One important aspect that will re-
quire additional data is the duration over which single-trial multisen-
sory learning persists in its effects on later visual processing.
Resolving this will undoubtedly impact the clinical/developmental
applicability of our findings. It will also be beneficial for future re-
search to clarify the determinants of whether multisensory pairings
result in memory performance enhancements or decrements. On
the one hand, our collective findings with a continuous recognition
task suggest that semantic pairings reliably enhance memory perfor-
mance whereas episodic pairings result in decrements. By contrast,
explicit memory tasks are less consistent, such that performance dec-
rements were observed with semantically congruent pairings (e.g.
Nyberg et al., 2000). Clarifying the source(s) of this discrepancy will
be necessary to derive potential utility of the single-trial and inciden-
tal nature of these effects in clinical and developmental populations;
something at the focus of ongoing research within our group. It will
likewise be important to determine the potential contribution of ac-
tive learning of the multisensory associations. Prior studies using ac-
tive learning sessions with similar paradigms have yielded mixed
effects on performance, with some observing enhancements (von
Kriegstein and Giraud, 2006) and others decrements (Butler and
James, 2011; Nyberg et al., 2000; Wheeler and Petersen, 2000) for
multisensory vs. unisensory (or within-modal) pairings.

The results also support there being a general time window
wherein incoming visual stimuli are first incidentally discriminated
according to past multisensory experiences. In the present as well
as our prior study (Murray et al., 2004) VEPs to the V+ and V− con-
ditions first differed at ~100 ms post-stimulus onset. Moreover, and
in both studies, this effect was due to modulations in the VEP topog-
raphy that in turn must follow from changes in the underlying gen-
erator configuration. This timing suggests that relatively early
stages of visual object processing are subject to influences from
past (single-trial) multisensory exposure and raises the question of
the precise visual processes underway at this latency. Because the
critical contrast in this study was between two sub-types of image
repetitions that themselves required the same task-related analysis
and motor response (i.e. both had to be recognized as “old”), any dif-
ference would presumably reflect processes subsequent to and/or
complementing an initial (and potentially coarse-level) object rec-
ognition stage. Rapid visual object discrimination has indeed been
reported, with effects as early as 100 ms (e.g. Liu et al., 2009;
Rousselet et al., 2002; Thorpe et al., 1996; VanRullen and Thorpe,
2001), and effects of image repetition have been documented as
early as ~50 ms post-stimulus onset (e.g. Michel et al., 2004;
Mouchetant-Rostaing et al., 2000; Murray et al., 2009; Seeck et al.,
1997). The present results extend these findings to show that dis-
crimination of repeated objects can be impacted by whether or not
their prior exposure occurred in a multisensory vs. unisensory con-
text that was also completely task-irrelevant (and in fact likely ig-
nored by subjects as suggested by their slower reaction times to
the AV than V condition). Moreover, we show that this context can
be purely episodic and need not be linked to the processing of se-
mantic congruence or in fact any semantic information contained
within the auditory channel (see also Butler and James, 2011). It is
also worth noting that all images from both the V+ and V−
condition were highly familiar, suggesting that object familiarity is
not driving the present effects (van der Linden et al., 2010). In addi-
tion to the effect over the 100–130 ms post-stimulus period, we also
observed significant topographic VEP modulations over the 270–
310 ms post-stimulus period the sources of which significantly cor-
related with performance metrics.



1486 A. Thelen et al. / NeuroImage 62 (2012) 1478–1488
The electrical neuroimaging analyses applied in this study also
identified the likely sources contributing to the incidental discrimina-
tion of image repetitions as well as the link between brain activity
and performance accuracy. In terms of source estimations, significant
differences were observed within the right auditory cortices (STG)
and to a lesser degree with object-related cortices of the right LOC
during the 100–130 ms post-stimulus period. Source activity was sig-
nificantly stronger for the V+ than V− condition within the STG and
significantly weaker for the V+ than V− condition within the LOC.
Differential responses within the LOC in a similar paradigm involving
semantically congruent multisensory pairings were observed by
Murray et al. (2004, 2005). Interestingly, in these studies responses
were consistently stronger for the V+ than V− condition, which is
the opposite directionality of what was observed in the present
study. One way of reconciling these differences is that stronger activ-
ity may be associated with the condition resulting in more accurate
discrimination performance. Such being said, we would note that
there was no evidence of a reliable correlation between differences
in performance and differences in source strength within the LOC
(r(10)=−0.287; p>0.35). Over the 270–310 ms post-stimulus peri-
od, significantly stronger activity in response to the V+ condition
was observed within auditory cortices (MTG). Effects within the audi-
tory cortices (STG at 100–130 ms and MTG and 270–310 ms) were
not reliably observed in our prior investigations.

The present observation of effects within nominally auditory re-
gions in response to visual stimuli may be linked to the episodic na-
ture of the multisensory pairings and/or the impaired performance
for the V+ vs. V− condition. Support for the former can be found in
fMRI studies showing that activity within superior temporal regions
is inversely related to the strength of the association between arbi-
trary auditory-visual multisensory stimulus combinations (e.g.
Tanabe et al., 2005; see also Naghavi et al., 2011 for effects during
encoding that are in turn linked with subsequent memory perfor-
mance). Support for the latter possibility can be gleaned from the re-
sults of Nyberg et al. (2000). These authors observed stronger
responses within auditory cortices in response to visually presented
words that had been explicitly learned and remembered as being pre-
viously paired with their corresponding sounds. Interestingly and
somewhat downplayed by Nyberg et al., there was an 8% performance
decrement for words previously paired with sounds vs. unpaired
words that was not statistically assessed. It may therefore be the
case that the enhanced auditory activity reflects this performance
cost and by extension failed retrieval processes. Another possibility
is that these enhanced auditory cortex responses reflect memory pro-
cesses linked to the reactivation of the initial context (i.e. redintegra-
tion; Hamilton, 1859; see also ; Wheeler and Petersen, 2000). As we
found no evidence of a correlation between performance decrements
and differential source activity within the STG over the 100–130 ms
post-stimulus period, we can neither support nor refute any causal
link between differential activity within the STG and performance
decrements. By contrast, there was a significant correlation between
performance decrements and differential source activity within the
MTG over the 270–310 ms post-stimulus period. The more strongly
this cluster was active for the V+ than the V− condition, the larger
the performance difference was between the V− vs. V+ condition.

Despite this link between brain activity and performance, our use
of episodic pairings makes an interpretation in terms of pure redinte-
gration unlikely. Participants were engaged in a visually demanding
task and showed no benefit from the auditory information, but rather
performance impairments. Additionally, because the sounds were
unique and meaningless, it is unlikely that participants were able to
establish a distinct representation for each sound based on single-
trial exposure. Instead, it may be the case that the auditory cortex is
activated in an unspecific manner in response to images that had
been paired with sounds; a form of echoic memory elicited by images.
A more convincing demonstration of stimulus-specific redintegration
is found in von Kriegstein and Giraud (2006), who showed enhanced
activity within the fusiform face area in response to voices that had
been associated with faces but not voices that had been paired with
names. More recently, it has been shown that responses to visual
stimuli within auditory cortices differ according to the semantic cate-
gory of the visual stimulus (e.g. animals, musical instruments, etc.;
Meyer et al., 2010). Although the role of mental imagery cannot be
fully discounted, these types of data nonetheless suggest that low-
level cortices may respond in a semi-selective manner to stimuli
from other sensory modalities and in particular to stimuli with multi-
sensory associations. An alternative account of the present results is
that episodic multisensory experiences of the kind used here elicit re-
cursive activity within auditory cortices that is disadvantageous for
the discrimination of image repetitions. In this way, the present find-
ings may offer a potential compromise in that varieties of redintegra-
tion processes may elicit distinct networks as a function of
performance accuracy. That is, situations leading to improved perfor-
mance (e.g. following semantically congruent exposures as in Murray
et al., 2004, 2005) would recruit a network predominantly within lat-
eral occipital cortices (and perhaps also intraparietal sulcus; e.g.
Werner and Noppeney, 2010). By contrast, situations leading to im-
paired performance (e.g. following meaningless and episodic expo-
sures) would recruit a network predominantly within auditory
cortices (both STG and MTG). To more fully assess this possibility
will require contrasting V+ and V− conditions as a function of per-
formance accuracy; something that would require sufficient numbers
of trials leading to inaccurate memory discrimination. This was unfor-
tunately not the case in the present study.

Multiple temporal phases and/or levels of differential activity have
been previously observed in studies of multisensory object discrimi-
nation (e.g. Diaconescu et al., 2011; Kayser, 2010; Molholm et
al., 2004; Schneider et al., 2008; Werner and Noppeney, 2010) and
multisensory interactions between simple stimuli (e.g. Cappe et al.,
2010, 2012). In one model, Werner and Noppeney (2010) proposed
that responses within primary auditory cortices are enhanced by
(corresponding) visual stimuli independently of task-context and
without a direct link to performance metrics. These effects were con-
sidered as a general mechanism of multisensory enhancement of
stimulus salience without a direct relationship with behavior. Effects
within the superior temporal sulcus, planum temporale, and inferior
parietal sulcus were significantly correlated with performance gains
on object classification and were thus considered by Werner and
Noppeney (2010) to be involved in the integration of object-specific
features. The extent to which our results can be grafted onto this
model is not immediately forthcoming and will undoubtedly require
further experimental data. This is particularly the case because re-
sponses within auditory cortices were not observed in our prior stud-
ies involving semantically congruent multisensory learning (Murray
et al., 2004, 2005); something that the Werner and Noppeney
(2010) model might otherwise have predicted. Likewise, the above
model is based on interactions between externally presented and se-
mantically congruent objects stimuli, whereas the present results re-
flect the influence of past multisensory experiences on current
unisensory visual processing. Nonetheless, it is interesting to note
the parallel between the effects obtained by Werner and Noppeney
(2010) and our observations of behaviorally independent responses
in relatively low-level auditory cortices at 100–130 ms followed by
behaviorally coupled responses in higher-order auditory regions at
270–310 ms post-stimulus onset. One possibility is that prior multi-
sensory exposures (at least those that are episodic in nature) mani-
fest themselves on current visual processing in a manner similar to
what occurs following the presentation of actual multisensory stimu-
li. Assuming such, the responses within auditory cortices (both STG
and MTG) may serve to facilitate the differentiation of incoming visu-
al stimuli even if ultimately to the detriment of memory performance
accuracy.



1487A. Thelen et al. / NeuroImage 62 (2012) 1478–1488
Supplementary materials related to this article can be found on-
line at http://dx.doi.org/10.1016/j.neuroimage.2012.05.027.
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