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Native listeners make use of higher-level, context-driven semantic and linguistic information during the per-
ception of speech-in-noise. In a recent behavioral study, using a new paradigm that isolated the semantic
level of speech by using words, we showed that this native-language benefit is at least partly driven by se-
mantic context (Golestani et al., 2009). Here, we used the same paradigm in a functional magnetic resonance
imaging (fMRI) experiment to study the neural bases of speech intelligibility, as well as to study the neural
bases of this semantic context effect in the native language. A forced-choice recognition task on the first of
two auditorily presented semantically related or unrelated words was employed, where the first, ‘target’
word was embedded in different noise levels. Results showed that activation in components of the brain lan-
guage network, including Broca's area and the left posterior superior temporal sulcus, as well as brain regions
known to be functionally related to attention and task difficulty, was modulated by stimulus intelligibility. In
line with several previous studies examining the role of linguistic context in the intelligibility of degraded
speech at the sentence level, we found that activation in the angular gyrus of the left inferior parietal cortex
was modulated by the presence of semantic context, and further, that this modulation depended on the in-
telligibility of the speech stimuli. Our findings help to further elucidate neural mechanisms underlying the
interaction of context-driven and signal-driven factors during the perception of degraded speech, and this
specifically at the semantic level.

© 2013 Elsevier Inc. All rights reserved.
Introduction

In studying the neural implementation of spoken language pro-
cessing, it is important to consider the complexity of linguistic pro-
cesses. For example, one can ask how higher-order, semantic versus
lower-order, perceptual processes interact during the processing of
noisy speech — a phenomenon that is ubiquitous in our daily lives,
and how the brain supports the interaction of these complementary
cognitive and perceptual dimensions (Mattys et al., 2009). It is
known that in one's native language, speech comprehension is often
successful even when hearing noisy, or degraded speech (Nabelek
and Donahue, 1984; Takata and Nabelek, 1990; van Wijngaarden et
al., 2002). Further, using the Speech Perception in Noise (SPIN) para-
digm (Bilger et al., 1984; Kalikow et al., 1977), in which the predict-
ability of the final word in sentences is manipulated, it has been
shown that this native language advantage can arise from the use of
higher-level linguistic, contextual information (Florentine, 1985a;
Mayo et al., 1997). These original studies further showed that lower
SNRs (or higher noise levels) are associated with a greater context
benefit (Mayo et al., 1997). We are thus capable of making use of
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linguistic context to compensate for poor signal quality. Linguistic
context includes semantic and syntactic information, as well as prag-
matic and prosodic information. Recently, using a new paradigm that
isolates the semantic level of speech (i.e., at the word rather than at
the sentence level), we showed that this native language intelligibil-
ity advantage for the perception of degraded speech is at least in
part specifically driven by semantic context (Golestani et al., 2009).
We used an auditory version of the retroactive word priming para-
digm (Bernstein et al., 1989) in which we presented pairs of semanti-
cally related or unrelated words, the first of which was embedded in
different levels of noise. We found that performance was better on re-
lated compared to unrelated trials during native language speech pro-
cessing, and further, we showed that this benefit of context increases
as SNR decreases. These results support the idea that semantic con-
text, specifically, contributes to the native-language advantage for
speech-in-noise processing.

Here, we used the same paradigm in a functional magnetic reso-
nance imaging (fMRI) experiment to study the neural bases of a) speech
intelligibility at theword level, and of b) semantic context effects during
degraded native language speech processing. Previous functional imag-
ing studies have examined the neural bases of speech intelligibility
at the sentence level during native language processing by comparing
activation arising during the processing of distorted to clear speech. In
many of these studies speech is distorted by noise-vocoding (Shannon
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et al., 1995), or by parametrically modulating speech intelligibility by
manipulating the number of channels used to synthesize noise-
vocoded speech (Davis and Johnsrude, 2003; Shannon et al., 1995).
These studies have shown that the left inferior frontal gyrus (IFG), as
well as regions along the left anterior to posterior temporal lobe are
more activated when speech is degraded (challenging) but intelligible
compared to when hearing unintelligible soundsmatched for complex-
ity (Davis and Johnsrude, 2003; Narain et al., 2003; Obleser and Kotz,
2010; Obleser et al., 2007a; Scott et al., 2000, 2006). Two studies explic-
itly also examined activations during processing of clear speech, and
found the left IFG to be more strongly recruited if sentences were de-
graded but intelligible compared to when they were unintelligible but
also compared to when they were clearly audible, suggesting that this
region is recruited most strongly when successful but effortful speech
processing is required (Davis and Johnsrude, 2003; Davis et al., 2011).
Even in the absence of sentence-level context, it has been shown
that the LIFG responds significantly more to potentially-intelligible
noise-vocoded words than to clear words (Hervais-Adelman et al.,
2012). The left IFG's known role in phonetic, semantic and syntactic
processing and also in verbal working memory makes it a likely candi-
date in a compensatory process whereby such linguistic information
(phonetic, semantic, and syntactic) as well as verbal working memory
are used to assist comprehension of degraded speech.

Left temporal cortex activations in the above studies range from
the anterior to posterior superior temporal gyrus (STG), superior
temporal sulcus (STS), and middle temporal gyrus (MTG), with
the posterior activations extending to the classic temporo-parietal
Wernicke's area (Davis et al., 2011; Narain et al., 2003; Okada et al.,
2010; Scott et al., 2000). A subset of the studies on speech intelligibil-
ity have also found the left anterior hippocampus to be sensitive to
speech intelligibility, and this finding has been related to the role of
this brain region in verbal memory and in processing meaning in ver-
bal stimuli (Davis and Johnsrude, 2003; Davis et al., 2011). Together,
this literature suggests that left frontal regions work in concert with
left anterior to posterior temporal regions involved in higher-level
binding of meaning in connected speech to assist the effortful com-
prehension of degraded speech (Davis and Johnsrude, 2003; Davis
et al., 2011; Obleser et al., 2007a; Okada et al., 2010).

Several studies have been performed to explicitly assess the neural
processes involved when utilizing ‘top-down’ linguistic information, or
linguistic context to assist in comprehending degraded speech. One
such study by Obleser et al. (2007a) used noise-vocoded sentences
that were subjected to different levels of degradation (using 2, 8, or
32 filter bands), and that were either linguistically predictable or not
(Obleser et al., 2007a). Consistent with the above studies on intelligibil-
ity, it was shown that regions including bilateral temporal lobes as
well as the left IFG were overall more engaged when sentences
from the above-referenced SPIN set (Kalikow et al., 1977) were predict-
able compared to when they were not, and when they were degraded
but intelligible. Behaviorally, it was shown that sentence predictability
(i.e. linguistic context) assisted speech comprehension most when
sentences were degraded at an intermediate (at 8-band noise-
vocoding) level. Based on this behavioral finding, neural activation at
this level of degradation was assessed. Results revealed that regions
including the left angular gyrus, the left anterior temporal lobe and
the left ventral IFG (Brodmann's area 47) were involved only if speech
comprehension was likely to succeed despite adverse listening condi-
tions, and under circumstances that allowed the use of higher-order
linguistic information. In a related study, short, minimal sentences
were used in which the ‘cloze’ probability differed: the pairs of
sentences all ended in the same keyword, but the preceding context
was either predictable or not. The sentences were once again degraded
using noise vocoding. In this study also, the left angular gyrus was
shown to be involved when speech comprehension was successful,
but this time either because of increased signal quality or because of
the presence of linguistic context (Obleser and Kotz, 2010). The above
studies involved sentence-level stimuli, and thus do not allow us to
specify the level of speech (semantic, syntactic, prosodic) at which an-
gular gyrus involvement is important in using context to extract mean-
ing from degraded speech. A recent M/EEG study of noise-vocoded
speech (Sohoglu et al., 2012) showed that activity in the LIFG and left
STSwas enhancedwhen listeners received congruent prior information
(a transcription of the forthcoming degradedword) compared to either
incongruent or neutral (a letter string) prior information. This paradigm
exploited identity priming rather than semantic priming, and hints that
the angular gyrus is specifically involved when semantic information
may be used to help degraded speech perception.

The purpose of the present study was to isolate semantic influ-
ences on top-down word comprehension during the processing of
speech-in-noise, and to provide a better understanding of the neural
processes underlying such semantic context effects. We first predict-
ed better behavioral performance at higher signal-to-noise ratios
(SNRs) — that is, better performance at lower compared to higher
noise levels. In line with our behavioral study, we also predicted
that we would find a semantic context effect (i.e.; benefit); that is,
we predicted better behavioral performance during related compared
to unrelated trials. Lastly, we predicted that this behavioral benefit of
semantic relatedness would be most apparent at lower compared to
higher SNRs. Examining brain regions whose activation is modulated
by SNR will provide further insights into the brain networks involved
in the effort of handling the challenge posed by acoustically degraded
words. We expected that activation in brain regions including the left
IFG and the left superior/middle temporal cortex would bemodulated
by speech intelligibility, and that activation in regions including
the left angular gyrus would be further modulated by the presence
of semantic context. Thus, we expected greater involvement of higher-
level components of the language network, such as the angular gyrus,
duringmore context-driven processing (i.e.; during semantically related
trials). Conversely, we predicted greater involvement of lower-level
components of the language network, such as the auditory cortex, dur-
ing more stimulus-driven processing (i.e.; during semantically
unrelated trials).

Materials and methods

Participants

Nine right-handed native French speakers (3 men) participated in
the study. None had previously taken part in an experiment using this
paradigm. Participants had a homogeneous language background; all
had learned a second language in school (English, German, or Spanish)
from the ages of 10 to 18, and a third language (English, German, or
Spanish) from the ages of 12 to 18. None spoke a second or third
language proficiently, and none had been regularly exposed to a lan-
guage other than French before the age of 11, apart from sporadic and
variable exposure to English by watching TV and being exposed to
other popular media (music etc.).

Participants were recruited in the larger framework of a bilingual
study, and all had been living in an English-speaking environment
(London, UK) for six months to 3 years prior to scanning. In the current
study, however, we only analyze and report responses to native-
language French stimuli. All participants gavewritten informed consent
to participate in the study, which was approved by the regional ethical
committee.

Stimulus materials

A forced-choice visual recognition task on the first of two auditorily
presented semantically related or unrelated words was employed,
where the first, ‘target’ word was embedded in different noise levels
(see below for task details). Details of stimulus parameters and synthe-
sis have previously been reported (Golestani et al., 2009). While both
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English and French stimuli were presented, only the French trials are
analyzed. Also, in the behavioral study (Golestani et al., 2009), we had
additionally used an SNR of−4 dB, but we excluded this from the pres-
ent study since in the previous study therewas nomain effect of context
(semantic relatedness) in the native language at this SNR. Excluding
this SNR allowed us to include more trials per condition in the present
fMRI study.

French semantically related and unrelated word pairs were selected
from the database by Ferrand and Alario (1998). Two sets of stimuli
were generated (i.e. two sets of 520word pairs) such that in list 1, a spe-
cific target was followed by a related prime, and that in list 2, it was
followed by an unrelated prime (see Table 1 for examples of stimulus
items). The lexical frequency of related and unrelated primes was
matched across lists because more frequent (or common) words are
more likely to be recognized than less common ones (Bradlow and
Pisoni, 1999). The number of syllables of related and unrelated primes
was also matched because pilot testing revealed that longer words are
more likely to be recognized than shorter ones, perhaps because in lon-
ger utterances there is usually more phonetic information that survives
the noise. Word frequency information was taken from the ‘Lexique 3’
database (New et al., 2004) (www.lexique.org). Half of the participants
were presented with one list (e.g. list 1 in Table 1) and the other half
with the other list (e.g. list 2 in Table 1). This was done to ensure that
results were not due to stimulus-specific effects but rather to the ma-
nipulations of interest.

The visual foils used in the recognition phase of the task were
semantically matched to the target word (i.e. the degraded one, to be
recognized). Visual foils were also matched with targets with respect
to number of syllables; this was done in order to ensure that partici-
pants did not use this information to recognize the target from the foil.

The stimuli were digitally recorded by amultilingual female speaker
in an anechoic chamber using a sampling rate of 44.1 kHz with 16 bit
quantization. Themicrophonewas positioned 30 cm from the speaker's
mouth, at 15° to the mid-sagittal line. The final set of stimuli was creat-
ed off-line by editing the words at zero crossing before and after
each word. Recordings were normalized with respect to root-mean-
squared amplitude and had an average duration of 1.1 s.

An equal proportion of targets from each list was embedded at the
following SNRs: −7 dB (highest level of noise), −6 dB, and −5 dB,
and no noise. We used speech-shaped noise which approximated
the average long term spectrum of the speech of adult males and
females. SNR was varied by manipulating the ratio of a mixture of the
noise and the stimulus. The RMS amplitude for the final stimuli was
fixed, and the RMS amplitude of the noise and the word was scaled
relative to one-another to produce the desired SNRs, and the resulting
combined sound was scaled to the desired RMS. Thus, the RMS ampli-
tude of the stimuli was equal over all SNR conditions. Signal processing
was carried out in Matlab (The Mathworks, Natick, MA.)

Experimental and scanning procedure

Before scanning, all participants performed approximately ten
practice trials with stimuli that were not used in the fMRI experiment
outside the scanner (at different SNRs), and the accuracy of their
responses was verified in order to ensure that they understood the
Table 1
Examples of stimulus and test word pairs.

List 1 (related prime) List 2 (unrelated prime)

Target Prime Target Foil Target Prime Target Foil
coqa poulea coq œuf a coq radioa coq œuf

Note: Words in italics represent auditorily presented words (stimulus words), and
words not in italics represent visually presented words (test words).

a English translations for French words: coq = rooster, poule = hen, œuf = egg,
radio = radio.
task at hand. Participants were told that they would have 1.5 s
and not longer to respond on every trial, and that they should always
try to respond within that time window. Imaging was performed on
a 3.0-Tesla Philips (Best, The Netherlands) Intera scanner equipped
with a six element SENSE head coil for radiofrequency signal detection,
fitted with a B0-dependent auditory stimulus delivery system
(MR-Confon, Magdeburg, Germany). Two series of 162 gradient-echo
images of blood-oxygenation-level-dependent (BOLD) signal were
acquired (TR = 5 s, TA = 2 s, 2.5 × 2.5 × 3.25 mm voxels). Auditory
words were presented during the 3 second silent period between
scans. High-resolution T1 weighted anatomical scans (0.94 mm ×
0.94 mm × 1.2 mm voxels) were also obtained.

The following procedure was implemented for each participant
during the two scanning blocks in French. There was a one minute
period of rest between blocks. E-prime (Psychology Software Tools,
Pittsburgh, PA) was used to present visual and auditory stimuli, and
to collect responses. For each trial, participants heard a pair of
words, half of which were semantically related and half of which
were semantically unrelated. These stimuli were presented at a com-
fortable listening level, that was unchanged from participant to par-
ticipant. The first, ‘target’ word was degraded by being presented at
different SNRs (−7, −6, −5 dB, and no-noise), whereas the second,
‘prime’ word was always clearly audible. Subsequently, participants
saw two visually presented words, one being the target and the
other being a semantically related foil. They were required to decide
which of the two visually presented words corresponded to the target
by making a button press response (left button for word on left side of
screen, and right button for word on right side of screen).

The following conditions were included: semantic context (related
and unrelated), SNR (−7, −6, −5 dB, and no noise), and silent
off-trials, resulting in a total of 9 conditions. There were 30 related
and 30 unrelated word pairs at each of the four SNRs (i.e. 30 stimuli
per condition), resulting in a total of 120 related and 120 unrelated
word pairs. Each participant therefore performed a total of 240 trials.
The SNR was blocked into mini-blocks of 5 trials each, and ‘relatedness’
(context) was mixed within mini-blocks in order to ensure that partic-
ipants would not adopt different response strategies across relatedness
conditions.

Data analysis

Data were preprocessed and analyzed using SPM5 (Wellcome De-
partment of Imaging Neuroscience, London, UK). Preprocessing included
the following steps: 1) rigid realignment of the first EPI volumes of each
session to one-another, followed by realignment of all EPI volumes in a
session to the first image of that session, 2) “unwarping” of images to
take account of susceptibility-by-movement artifacts, 3) coregistration
of structural volumes to the first EPI image of the series, 4) normalization
of the structural scan to a standard structural template (SPM5's T1
canonical template), 5) normalization of the EPI volumes by application
of the parameters estimated in the normalization step, and 6) spatial
smoothing using a Gaussian kernel of 8 mm3.

For each participant a first level analysiswas carried out using a gen-
eral linear model (GLM) in which every scan was coded for condition.
Null events were left unmodeled and formed an implicit baseline, as
suggested by Josephs and Henson (1999). Each run was modeled sepa-
rately and the effect of block was coded as a separate regressor. Each
event was modeled using the canonical hemodynamic response func-
tion in SPM5. Six parameters were appended in each run to code
for the effects of movement (x, y and z translations and x, y and z rota-
tions derived from the rigid realignment step of the pre-processing).
A high-pass filter (cutoff 128 s) and correction for first-order serial
autocorrelation were applied.

The analysis of group data was achieved by entering the parameter
estimates for each of the 8 conditions fromeach participant into a single
random effect model. Using the contrast vectors described by Henson
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Fig. 1. Mean reaction times of behavioral performance across the group. Error bars
indicate standard error of the mean (SEM).
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and Penny (2005), an analysis of variance (ANOVA) with two factors
(context: 2 levels; SNR: 4 levels) was carried out on the imaging data
to test for the main effects of context and SNR, and any interaction be-
tween the two. In order to test for regions that show a response that is
modulated by SNR, we carried out a correlational analysis in which we
sought a linear effect of SNR. However, because the SNR = ∞ in the
clear condition, SNR values were transformed into ameasure of the pro-
portion of signal and noise in themixture.1 The transformed valueswere
then used as a contrast vector to find any regions showing a response
that was reliably positively or negatively linearly correlated with SNR.

Unless otherwise stated, all results reported are significant at a
family-wise error (FWE) corrected level of p b 0.05. Coordinates of
peak activations are in theMNI (Montreal Neurological Institute) space.

Results

Behavioral results

Fig. 1 presents the reaction times obtained during task perfor-
mance in the scanner. A 2-way (SNR by context) repeated-measures
analysis of variance was performed on the reaction times, excluding
the no noise condition. The no noise condition was excluded in
order to be able to examine the effect of SNR only in conditions
where noise was present, so as to ensure that the effect of SNR is
not mainly driven by all conditions containing noise compared to
the no noise one. As predicted, results revealed a main effect of SNR
(F (2, 16) = 3.76, p b 0.05), with faster reaction times at higher
SNRs. The main effect of SNR was explained by a strong linear trend
(F (1, 8) = 15.93, p b 0.01), demonstrating that higher SNRs were
associated with proportionately faster performance. There was also
a predicted main effect of context (F(1, 8) = 5.77, p b 0.05), with
faster reaction times on semantically related compared to unrelated tri-
als. Last, there was a weak trend towards an SNR by context interaction
(F(2, 16) = 2.32, p = 0.13). In Fig. 1 it can be seen that this is due to
faster reaction times at SNR = −7 on related compared to unrelated
trials. Planned comparisons confirmed the prediction of a benefit of
context at the lowest SNRs (F(1, 16) = 6.62, p b 0.05). There was no
benefit of semantic context at any of the other SNRs (at SNR = −6:
F (1, 16) = 0.00, p > 0.05, at SNR = −5: F (1, 16) = 0.00, p > 0.05,
at SNR = no noise: F (1, 24) = 0.94, p > 0.05). Given the benefit of
context at this and not at other SNRs, these planned comparisons
suggest a differential effect of context at different SNRs. Specifically,
they confirm the predicted benefit of semantic relatedness at the lowest
SNR.

The accuracy measures obtained during scanning were not as sensi-
tive as reaction times to the context effects. Accuracy values ranged
from 77 to 86% correct across the six different conditions containing
noise (i.e. excluding the no noise conditions), with an overall mean of
82% correct and a standard deviation of 2.8%. These results demonstrate
that although the task was a difficult one, performance was above
chance (on a binomial distribution with p = 0.5, equivalent to random
responding, the probability of scoring 77% correct by chance over 30 tri-
als per condition = 0.002), and a relatively good proportion of items
were likely comprehended by participants despite the items having
been embedded in noise. For the no noise conditions, accuracy values
ranged from 94 to 97% correct, with an overall mean of 96% and a stan-
dard deviation of 1.3%. A 2-way (SNR by context) repeated-measures
analysis of variance performed on the accuracy measures showed the
predicted main effect of SNR (F(3,24) = 20.5, p b 0.001), with better
performance at higher compared to lower SNRs. The SNR effect was
explained by strong linear (F(1,8) = 27.61, p b 0.001) and quadratic
(F(1,8) = 73.34, p b 0.001) trends, demonstrating that higher SNRs
were associated with proportionately better performance. Unlike the
1 Proportion of signal in stimulus: No noise = 1, SNR−5 = 0.3162, SNR−6 = 0.2512,
and SNR−7 = 0.1995.
results of the previous behavioral study (Golestani et al., 2009), the
main effect of context was not significant (F(1,8) = 0.17, p > 0.05),
and there was no significant SNR by context interaction (F(3,24) =
0.88, p > 0.05).

Imaging results

A positive correlation between brain activation and SNR (or alter-
natively, a negative correlation between activation and noise, as
shown on the red scale in Fig. 2) was observed in a network of regions
including portions of the left angular gyrus, and the posterior cingu-
late gyrus and adjacent precuneus. At a lower statistical threshold of
p b 0.001 (uncorrected for multiple comparisons) the right angular
gyrus, themedial orbitofrontal gyrus and the anterior cingulate cortex
also appeared, revealing a highly symmetrical network. As can be seen
from the contrast estimate graphs showing the pattern of signal
change across conditions in Fig. 2, the correlationwith SNR in this net-
work is driven by progressively greater relative deactivationwhen the
stimuli are presented at lower SNRs (i.e. in greater amounts of noise).

A negative correlation between activation and SNR (or alternatively,
a positive correlation between activation and noise, as shown on the
blue scale in Fig. 2) was found in the anterior insula/frontal operculum
bilaterally. At a lower statistical threshold of p b 0.001 (uncorrected
for multiple comparisons), the left IFG (pars triangularis and pars
opercularis), the lower bank of the left posterior superior temporal sul-
cus (pSTS) extending into the MTG, and the right IFG (pars triangularis)
also appear. It can been seen from the activation plots in Fig. 2 that these
regions are relatively more engaged when the stimuli are more masked
by noise. In other words, activation in this speech-related network is
greater when speech processing is made more challenging by noise.
These results are summarized in Table 2.

The above results were uncovered by seeking a linear effect of SNR
in our data. The main effect of SNR (i.e. not looking for a linear rela-
tionship specifically) within a 2-way ANOVA on the imaging results
shows activation in exactly the same regions as reported above, at a
threshold of p b 0.001 uncorrected.

In parallel with the semantic context effect in the behavioral
results, the imaging results showed the predicted effect of context in
the angular gyrus of the left inferior parietal cortex, and at the lower
threshold, in its right hemisphere homologue. These regions were
more active during the related compared to the unrelated conditions.
There was also an effect of context in the left and right mid-STS, with
the left hemisphere result appearing at a more lenient threshold.
In these regions, signal change was greater in unrelated compared to
related trials. Table 3 and Fig. 3 summarize these results.

In line with the behavioral data indicating a differential impact of
context at different SNRs, the imaging results revealed a significant
SNR by context interaction in the angular gyrus of the left inferior



Fig. 2. Correlation with SNR. Positive correlations are displayed in red and reveal regions where activity is increased with increasing SNR. Negative correlations are displayed in blue
and reveal regions whose activity increases with decreasing SNR. Bar plots represent signal change across conditions at locations indicated in Table 2. Note that for display purposes,
images are presented at a threshold of p b 0.001, uncorrected. Error bars indicate SEM, corrected for within-subject comparisons (Loftus and Masson, 1994).
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parietal cortex only, at the MNI coordinates X = −42, Y = −62,
Z = 36. Table 4 and Fig. 4 summarize these results. Here, contrast
estimate graphs show the pattern of signal change for the interaction
effect: there is a relatively greater recruitment of this region in the
related versus the unrelated conditions at higher compared to lower
SNRs. Higher SNRs therefore appear to result in a greater context
effect in this region. Note that this is opposite to the pattern in the
behavioral findings, where the effect of context is greater at lower
SNRs.
Discussion

Here, we used a semantic retroactive priming paradigm with de-
gradedwords to examine themodulation of brain activation by seman-
tic context during effortful speech processing. Analysis of the behavioral
results obtained during scanning revealed that, as expected, perfor-
mance was faster when words were presented at higher compared to
Table 2
Weighted effect of SNR.

Structure MNI coordinates Z Direction of
correlation
with noise

Left inferior frontal gyrus (IFG) −46 20 16 4.99a Positive
Right IFG 50 22 24 4.17a Positive
Left anterior insula/frontal
operculum (FO)

−30 22 −4 5.31 Positive

Right anterior insula/FO 34 24 −6 5.03 Positive
Left angular gyrus −40 −78 28 4.89 Negative
Right angular gyrus 44 −70 38 4.23a Negative
Posterior cingulate gyrus −2 −50 28 5.19 Negative

6 −50 18 4.84 Negative
Precuneus −2 −68 26 5.09 Negative
Anterior cingulate/medial
orbitofrontal gyrus

8 56 −2 4.36a Negative

Left posterior STS/MTG −52 −46 8 4.48a Positive

Note: Results are presented at a family-wise error (FWE) corrected level of p b 0.05.
a Indicates a result appearing at a lower voxel-wise threshold of 0.001, uncorrected.
lower SNRs. The imaging results showed that activation in components
of the brain language network including Broca's area, extending to the
left anterior insula/frontal operculum medially, the left pSTS/MTG, as
well as brain regions known to be functionally related to attention
and task difficulty (components of the default-mode network, see
below), was modulated by stimulus intelligibility.

The behavioral data also revealed an overall benefit of semantic con-
text on performance, and they further showed that at the lowest SNR
(−7 dB), performance was faster on semantically related compared
to unrelated trials. Thesefindings replicate a previously reported behav-
ioral benefit of semantic context during the processing of native
language speech in noise, shown there also to be particularly beneficial
at relatively lower compared to higher SNRs (Golestani et al., 2009). The
imaging results revealed a differential response pattern as a function of
semantic context. Specifically, there was an effect of context in the left
angular gyrus and in the mid-STS bilaterally. We also found that the
strength of the neural context effect was modulated by SNR in the left
angular gyrus.Wewill nowdiscuss the possible significance of these re-
spective findings.
Signal-to-noise ratio (SNR) effects

Regions negatively correlated with SNR (or positively with noise)
A number of previous functional imaging studies have examined

the neural bases of speech intelligibility at the sentence level (Davis
Table 3
Main effect of context.

Structure MNI coordinates Z

Left angular gyrus −42 −64 36 4.93
Right angular gyrus 56 −54 40 4.00a

Right mid-STS 62 −10 −10 5.22
58 −16 −8 4.91

Left mid-STS −52 −12 −10 4.21a

Note: Results are presented at a family-wise error (FWE) corrected level of p b 0.05.
a Indicates a result appearing at a lower voxel-wise threshold of p b 0.001, uncorrected.
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Fig. 3. Main effect of semantic context. Bar plots represent signal change across condi-
tions at locations indicated in Table 3. Error bars indicate SEM, corrected for
within-subject comparisons.
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and Johnsrude, 2003; Davis et al., 2011; Giraud et al., 2004; Narain
et al., 2003; Obleser et al., 2007a; Okada et al., 2010; Scott et al.,
2000, 2006). Consistent with these studies, our results show that
activation in a fronto-temporal network including the left IFG and the
medially adjacent anterior insula, as well as left posterior STS/MTG is
modulated by speech intelligibility.

We find greater engagement of the left IFG at lower SNRs (i.e. when
there is more noise) compared to when the target words are heard
more clearly, suggesting that more effortful processing is required at
lower SNRs. Further, when the words are presented in no noise, left
IFG involvement is minimal (see Fig. 1). This is consistent with the
results of two studies by Davis and Johnsrude (2003) and Davis et al.
(2011) using sentences thatwere distorted to different extents, ranging
from being clear, to being degraded but intelligible, to being degraded
but unintelligible. In both studies, inverted ‘U’-shaped signal change
patternswere shown in the left IFG as a function of the degree of degra-
dation: activation was found to be strongest when sentences were
degraded but intelligible compared to the two other conditions (Davis
and Johnsrude, 2003; Davis et al., 2011). These findings suggest that
greatest involvement of this region is observed when speech can be
comprehended, but effortfully (Peelle et al., 2010). Similarly, in an
elegant study by Giraud et al. (2004), neural responses to natural
sentences, to broad-band speech envelope sentences (intelligible but
effortfully after training) and to narrow-band speech envelope
sentences (unintelligible, even after training) were compared. It was
found that after training, Broca's area responded to natural speech and
to broadband speech envelope noises, but that the response to natural
speech dropped rapidly whereas the response to broadband speech
Table 4
SNR × context interaction.

Structure MNI coordinates Z

Left angular gyrus −42 −62 36 5.13
(2nd cluster) −48 −60 22 4.14a

Note: Results are presented at a family-wise error (FWE) corrected level of p b 0.05.
a Indicates a result appearing at a lower voxel-wise threshold of p b 0.001, uncorrected

for multiple comparisons.
envelope noises remained sustained throughout stimulus presentation
(Giraud et al., 2004). This finding together with ours and with those of
Davis and Johnsrude (2003) and Davis et al. (2011) suggests that the
left IFG is recruited during the processing of degraded speech, very
probably to support comprehension. Obleser et al. (2007a) showed an
increase in left IFG involvement with increasing intelligibility, but
in this study responses to clear speech were not evaluated (Obleser
et al., 2007a).

The left IFG has been shown to play a role in linguistic (phonetic,
semantic, syntactic, and prosodic) processing, in verbal working
memory, and in semantic and contextual integration (Baumgaertner
et al., 2002; Braver et al., 1997; Buckner et al., 1995; Dapretto and
Bookheimer, 1999; Gold and Buckner, 2002; Gough et al., 2005;
Keller et al., 2001; Paulesu et al., 1993; Rodd et al., 2005). These are
processes which can be expected to be more strongly recruited
during sentence compared toword processing. Nonetheless, we still ob-
serve involvement of the LIFG during the low SNR condition, demon-
strating the role of this region during effortful speech processing even
when there are lesser demands on higher-level linguistic processing
during our word-level task. This finding is consistent with the results
of Hervais-Adelman et al. (2012) who demonstrated involvement of
the LIFG in response to listening to potentially-comprehensible degrad-
edwords, as compared to clear words and to incomprehensible degrad-
edwords. Left IFG involvement during degradedword processing is also
consistentwith the results of another study, wherewordswere degrad-
ed by being interrupted by white noise bursts centered around the fric-
atives and affricatives. It was found that the left IFG is involved in the
‘repair’ process, whereby participants had the illusion of hearing natural
words when in fact they were hearing degraded words (Shahin et al.,
2009). Alsowork on processing sentences containing semantic ambigu-
ity has shown the involvement of regions including the left IFG during
the disambiguation of high-ambiguity sentences, in support of the
role of this region in selecting contextually appropriate word meanings
during processing that is more demanding (i.e. that requires disambig-
uation) (Rodd et al., 2005). A recent study has shown that response bias
can modulate the speech motor system during speech processing
(Venezia et al., 2012). Our findings in the left IFG are unlikely to be
driven by response bias, however, because the present 2-alternative
forced-choice task was unlikely to become systematically biased
(i.e., participants had to choose one of two words on each trial, and
the pairs of words differed from trial to trial).

We find evidence for greater activation in the left posterior STS/MTG
with increasing degradation levels. The direction of this SNR effect is the
same as that in the left IFG. Previous studies using sentences have
shown greater involvement of regions along the temporal lobe, span-
ning from the anterior STS to the middle/lateral temporal gyrus (near
Heschl's gyrus) to the posterior STG/STS/MTG during the processing of
degraded but intelligible speech (Davis and Johnsrude, 2003; Davis
et al., 2011; Narain et al., 2003; Scott et al., 2000, 2006). In one study
where neural responses to degraded speech were explicitly compared
to those of clear speech, andwhere the response profile in the posterior
STG is shown, it appears as though similar to the left IFG, the response in
this region is maximal when speech is degraded but intelligible, and
that the response diminishes somewhat during listening to clear speech
(Davis et al., 2011). This is in line with our finding that the response in
this region is diminished when speech is effortlessly perceived. In the
present study we do not find evidence for modulation by SNR in the
left anterior STG/STS. This may due to methodological issues related to
fMRI in the anterior temporal lobe, which is known to be more suscep-
tible to signal loss due to magnetic susceptibility artifacts (Devlin et al.,
2000).

The left posterior MTG has previously been implicated in semantic
processing (Chao et al., 1999; Moore and Price, 1999; Mummery et al.,
1998; Perani et al., 1999), including modality independent semantic
processing (e.g.; in response to pictures and words) (Vandenberghe
et al., 1996). More recently, it has been proposed that this region is
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Fig. 4. SNR by context interaction. Bar plots represent signal change across conditions at locations indicated in Table 4. Error bars indicate SEM, corrected for within-subject comparisons.
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important for linking sound to meaning, or that it plays a role as a
‘lexical interface’ (Hickok and Poeppel, 2004, 2007; Turken and
Dronkers, 2011). Our results, which show stronger recruitment of
this region during degraded word processing, suggest that there are
greater demands on semantic processing and on the lexical interface
during more effortful processing.

Speech in noise processing can be expected to require greater
attention during the process of speech recognition (Darwin, 2008),
and a recent review has addressed the different factors that are in-
volved during speech processing under adverse conditions (Mattys
et al., 2012). During lower compared to higher SNR conditions, we
do not find greater involvement of brain regions known to be associ-
ated with attention, task difficulty or executive resources per se, such
as subcortical regions, the posterior parietal cortex, the anterior cingu-
late cortex, or the dorsolateral prefrontal cortex (Hervais-Adelman
et al., 2011; Paus et al., 1998; Petersen and Posner, 2012; Posner and
Petersen, 1990). It is important to highlight however the contribution
of top-down factors related to more effortful processing under condi-
tions where speech is relatively more noisy, effects which may partly
be sustained by regions such as the left IFG (see above).

Regions positively correlated with SNR (or negatively with noise)
We also find relative suppression of the BOLD signal during

perception of speech in noise compared to no noise in brain regions
including the inferior parietal cortices bilaterally, the anterior and
posterior cingulate gyri, the precuneus, and the medial orbitofrontal
gyrus. These regions are components of the ‘resting baseline’, or de-
fault network, which has been shown to be active during the resting
state (i.e.; when no task is being performed) (Cavanna, 2007;
Fransson and Marrelec, 2008; Margulies et al., 2009; Raichle et al.,
2001). Studies have further shown that these very regions are rela-
tively suppressed during the performance of a variety of tasks,
reflecting blood flow decreases in brain regions and modalities that
are not relevant to task performance (Gusnard et al., 2001; Haxby
et al., 1994; Raichle et al., 2001; Seghier et al., 2010; Shulman et al.,
1997). Such deactivations have previously been explained by the
‘limited capacity’ model of cognitive processing whereby during
the performance of a particular task, attentional mechanisms select
among competing mental processes (Handy, 2000; Posner and Presti,
1987; Shulman et al., 1997). Here, we find that the default network re-
gions are relatively more suppressed during task performance when
speech is presented in noise compared to no noise. We suggest that
this is because during the former, more difficult condition, greater neu-
ral resources are allocated to other brain regions, ones that are relevant
to successful task performance. Another study has also shown deactiva-
tion in a network very similar to ours during performance of a lexical
decision task on auditorily presented words preceded by subliminal
primes (Kouider et al., 2010).

Semantic context effects

In parallel with the behavioral benefit of semantic context on task
performance during scanning, we found that the left angular gyrus was
overall more active during semantically related compared to unrelated
conditions. Thus, we find that when there is a semantic relationship
between the words, this region is recruited more strongly. Further, we
find that this effect of semantic context in the left angular gyrus is mod-
ulated by SNR: the effect of context is stronger when stimuli are clear or
only somewhat degraded compared towhen they are presented at lower
SNRs. Note that this pattern is different fromwhat we find in the behav-
ioral results, where the effect of context is greater at lower SNRs. This
angular gyrus result suggests that under circumstances during which
adequate resources can be devoted to successful word processing
(i.e.; when words are clear or only somewhat degraded), greater
recruitment of this region underlies processing of words within a se-
mantic context (i.e.; when they are followed by semantically related
words).

The role of the left angular gyrus in making use of linguistic con-
text when processing degraded speech at the sentence level has pre-
viously been shown (Obleser and Kotz, 2010; Obleser et al., 2007a). In
two studies by Obleser and colleagues, fMRI was used to examine the
effects of higher-level, linguistic information (i.e.; predictability of the
final word) during the perception of noise-vocoded sentences
(Obleser and Kotz, 2010; Obleser et al., 2007a). In the Obleser et al.
(2007a) study, it was found that activation in the left angular gyrus
was modulated by the presence of linguistic context (predictability)
but only at intermediate degradation levels. Specifically, this region
was more activated when context was present compared to when it
was not, at an intermediate level of degradation (Obleser et al.,
2007a). In the more recent study using short, minimal sentences,
it was found that this same region was best described with a
“neurometric” function reflecting listeners' predictability benefit dur-
ing comprehension; that is, its involvement was not simply tied to a
specific degradation level (Obleser and Kotz, 2010). We find that
the left angular gyrus is more strongly recruited when the degraded
target word is followed by a semantically related prime word com-
pared to when it is not, but mainly at high SNRs (−5 dB and during
the no noise condition). Together our findings and the ones of preced-
ing studies suggest that the left angular gyrus plays a role in utilizing
linguistic context in order to assist the perception of intelligible
speech, and of degraded speech. Such semantic processing and inte-
gration (linking meaning across words) to assist comprehension of
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degraded speech can fail if the signal quality is too poor (when there
is too much noise), and thus less angular gyrus involvement can be
observed (Obleser and Kotz, 2010).

In the two above-described studies by Obleser and Kotz (2010)
and Obleser et al. (2007a), sentence-level stimuli were used. As
such, higher-level information other than semantics such as syntax
and prosody also contained in the sentences likely contributed to
the observed context effects. Our results, obtained with word-level
stimuli, extend the above and show that the left angular gyrus plays
a role in making use specifically of semantic information contained
at the word level (Raettig and Kotz, 2008). A related, non-exclusive
explanation for our effects is the possibility that we are observing
retroactive semantic priming effects (i.e. when word pairs are related
but not when they are unrelated), but mainly when the stimuli are
perceived with relative ease.

Consistent with these interpretations, the left angular gyrus has pre-
viously been implicated in semantic processing (Binder et al., 1997,
2003; Chee et al., 1999; Price et al., 1999; Pugh et al., 1996; Seghier
et al., 2010; Sharp et al., 2004), and has been shown to be part of a left
perisylvian network that is activated during lexical decisions on audito-
rily presentedwords (Kouider et al., 2010). Consistentwith the possible
role of the left angular gyrus in semantic priming is the finding that in
children and adolescents, there is a greater activation of the left inferior
parietal lobule during semantic relatedness judgments when word
pairs are strongly semantically related compared to when they are not
semantically related (Chou et al., 2006). It has been suggested that
this region is involved in feature integration and in semantic categoriza-
tion, allowing semantic relationships between words to be determined
(Grossman et al., 2003).

We also find that the left and right mid-STS were differentially
activated during related compared to unrelated trials. Unlike the
above results, these regions were more active in the unrelated com-
pared to the related conditions. The left and right STS are known to
play an important role in speech processing. Using fMRI, it has been
shown that regions centered around the STS bilaterally respond more
to speech stimuli than to tones, but also that these regions respond to
words, pseudowords, and reversed speech, suggesting that these re-
gions respond to lower-level, acoustic aspects of speech processing
(Binder et al., 2000). Further, also using fMRI, it has been shown that
dorsal temporal areas closer to primary auditory cortex in the STG re-
spond bilaterally and equally to phonemic and nonphonemic sounds
matched for complexity (Liebenthal et al., 2005). When speech sounds
are perceived phonemically however, activation is observed in the left
middle and anterior STSmore thanwhen sounds are not perceived pho-
nemically, suggesting that these regions play a role in phonetic percep-
tion (Liebenthal et al., 2005; Obleser et al., 2007b). Our results thus
suggest the existence of a complimentary aspect of the expected neural
context effect. We find that lower-level, auditory regions responsible
for acoustic/phonetic processing are more involved when semantic
context is lacking and hence a more in-depth analysis at these lower
processing levels is needed, compared to when a semantic context is
present. In other words, we find that low-level auditory regions are
relatively more involved during conditions that favor more perceptual,
stimulus-driven processing.

General discussion and conclusions

It is of interest that some of our results regarding the effects of
noise and of semantic context are convergent with those of previous
studies even though in many of these, speech was degraded by noise-
vocoding (Davis and Johnsrude, 2003; Davis et al., 2011;
Hervais-Adelman et al., 2012; Obleser et al., 2007a; Okada et al., 2010;
Scott et al., 2000, 2006) and not by embedding stimuli in noise (Davis
et al., 2011; Giraud et al., 2004; Zekveld et al., 2012) as we have done.
Also, most of these previous studies have used sentence-level stimuli
whereas we have used word pairs. The convergence of our results
with those of previous studies suggests the implication of similar net-
works underlying speech intelligibility (LIFG and left STS) and semantic
context (left angular gyrus) for noise-vocoding versus speech in noise,
and for sentence-level versus word-level stimuli.

Our results have important implications for understanding the
neural bases of language and communication that are generalizable
to real life situations, where speech and communication often take
place in noisy external and internal environments, as well as for co-
chlear implant users who hear speech in a manner that is distorted
relative to normal-hearing individuals. Our results also speak to the
more general question of how sensory (lower-level) and cognitive
(higher-level) processes and resources interact in the brain: during
the processing of speech in noise, the presence of semantic context
engages a higher-level component of the language network, namely
the left angular gyrus relatively more. Moreover, the lack of such
semantic context engages lower-level, auditory brain regions, namely
the bilateral STS, relatively more. Such a complementary interplay of
perceptual and cognitive resources during linguistic processing likely
extends to domains other than speech, and to modalities other than
audition. For example, it may apply to the processing of written
language, where poor input (e.g.; misspelledwords) can be compensat-
ed for by expectancies (Rodd, 2004). Similarmechanisms likely operate
in vision (Bar, 2004) and in memory (Jenkins and Ranganath, 2010;
Montaldi and Mayes, 2010). More generally, there may be individual
differences in the relative use of stimulus-driven versus context-
driven processing, and changes throughout the lifespan might result
in a relative shift from the former to the latter.

The exact contributions of different brain regions in using context
to comprehend degraded speech can be further elucidated by seeking
convergent evidence regarding the respective roles of these regions in
the various required subfunctions. For example, a very recent study
has shown the roles of the left anterior temporal lobe and of the left
angular gyrus in basic linguistic combinatorials during both listening
and reading (Bemis and Pylkkänen, 2012), demonstrating the modal-
ity independent contributions of these regions in the type of integra-
tion that is required when utilizing linguistic context to comprehend
degraded speech. Our findings have extended this and other previous
work in regard to the role of the left angular gyrus in showing that
its involvement in combining meaning, or in using context to assist
speech and language processing under demanding circumstances,
can be demonstrated even at the level of word processing.
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