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ABSTRACT

Multisensory interactions are ubiquitous in cordéexl it has been suggested that sensory
cortices may be supramodal i.e. capable of funatisalectivity irrespective of the sensory
modality of inputs (Pascual-Leone and Hamilton, ZMicciardi and Pietrini, 2011; Voss
and Zatorre, 2012; Renier et al., 2013). Here, skead whether learning to discriminate
visual coherence could benefit from supramodal ggsing. To this end, three groups of
participants were briefly trained to discriminatkigh of a red or green intermixed population
of random-dot-kinematograms (RDKs) was most colierea visual display while being
recorded with magnetoencephalography (MEG). Dutaging, participants heard no sound
(V), congruent acoustic textures (AV) or auditogise (AVn); importantly, congruent
acoustic textures shared the temporal statisties €oherence — of visual RDKs. After
training, the AV group significantly outperformedrficipants trained in V and AVn although
they were not aware of their progress. In pre-@ost-training blocks, all participants were
tested without sound and with the same set of RDWsen contrasting MEG data collected

in these experimental blocks, selective differerese observed in the dynamic pattern and
the cortical loci responsive to visual RDKs. Faisd common to all three groups, vIPFC
showed selectivity to the learned coherence levbkreas selectivity in visual motion area
hMT+ was only seen for the AV group. Second andlgdbr the AV group, activity in
multisensory cortices (MSTS, pSTS) correlated wakt-training performances; additionally,
the latencies of these effects suggested feedbackiPFC to hMT+ possibly mediated by
temporal cortices in AV and AVn groups. Altogetheg interpret our results in the context of
the Reverse Hierarchy Theory of learning (Ahissat Hochstein, 2004) in which supramodal
processing optimizes visual perceptual learningdpitalizing on sensory-invariant

representations - here, global coherence levetsa@ensory modalities.



1 INTRODUCTION

Increasing evidence for multisensory integratiatighout cortex has challenged the view
that sensory systems are strictly independent @dawnd Spence, 2000; Ghazanfar and
Schroeder, 2006), questioning in turn the innaéeigization of sensory cortices. For
instance early in development, auditory neuronsreapond to light patches when rewired to
receive visual information (Roe et al., 1990; Maalg 2011) and cooling specific parts of
auditory cortex in deafened cats selectively pedihe detection of visual motion and
localization (Lomber et al., 2010). In congenitddhind humans, the cortical area hMT+
responsive to visual motion (human homolog of MTiN%nonkeys) is recycled for auditory
or tactile processing (Poirier et al., 2005; Riodizt al., 2007; Bedny et al., 2010; Watkins et
al., 2013) and the ventral and dorsal visual preiogsstreams develop their functional
specificity even when deprived of direct visual espnce (Striem-Amit et al., 2012).
Consistent with these observations, the “metamibaalry” (Pascual-Leone and Hamilton,
2001) and the “supramodal hypothesis” (Ricciardl Bretrini, 2011; Voss and Zatorre, 2012)
have suggested that some cortical areas may belattapable of functional selectivity
irrespective of the sensory modality of inputs, desaf functional recycling. However, several
guestions have been raised (Bavelier and Hirsl&iXh)) among which: is functional
recycling a consequence of sensory deprivatiomduaisensitive period or does it rely on
pre-existing supramodal computational capabilifigsdny et al., 2010; Morrone, 2010;

Dormal and Collignon, 2011; Renier et al., 2013)?



In order to specifically address this issue, wan&gd non-sensory impaired individuals on a
difficult and novel visual task and asked whethsual learning and plasticity would benefit
from matched audiovisual stimulation. For thisethdifferent groups of twelve individuals
were recorded with magnetoencephalography (MEGlevthey performed a visual
discrimination task. MEG blocks consisted of a fpegring, a 20 minutes individualized
training and a post-training (Figure 1A). It shoblel stressed that a short-training (20 minutes
total) was used in all three training conditionsnée, we were interested in the possible
effects of multisensory learning within a very shtome period which may not match those
obtained over days of training (e.g. (Shams antz S2008)). The main task consisted in
determining which of a red or green intermixed gapon of random-dot-kinematograms
(RDKs) was most coherent in the visual display (FéglB); hence, this task implicated
motion-color binding (what/where integration) angual motion coherence discrimination.
The pre- and post-training sessions were exclusiislbial and tested the same RDK
coherence levels for all three groups of participaon the other hand, training sessions were
individualized with regards to the RDK coherenoeele and the training context.
Specifically, participants could be trained in sde (V), with correlated acoustic textures
(AV), or with auditory noise (AVn, control grouph the AV group, AV stimuli sharing
redundant temporal regularities were designed wsinitory analogs of visual RDKs i.e.
acoustic textures (Overath et al., 2010) (Figurg ICthe control AVn group, the auditory
stimulus was filtered noise. Both AV and AVn growpsre told to neglect the sounds played
in the background; in the AV group and unbeknowagiarticipants, the coherence of

acoustic textures matched that of the target R2¥ (daterials and Methods, Figure 1C).

Crucially, and for all participants, the RDK cohece levels were the sole criterion enabling

to properly perform the task: first, the directiaken by the coherent dots was randomized



across trials and orthogonal to the coherence;leeebnd, acoustic textures could not inform
on the color of the most coherent RDK albeit shdlnedr dynamics; third, acoustic textures
were kept minimally accessible to participants’ eam@ss. Additionally, all reported results
exclusively focus on the comparison of pre- and{r@gning data in which no acoustic
information was delivered to any of the particigafiigure 1A): hence, we do not address the
issue of multisensory integrati@er se(which takes placa priori during the training blocks)
and instead focus on the effect of participantshing history on perceptual learning and

cortical plasticity.
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Figure 1. Experimental design and stimuli. Panel AAn MEG session for one individual was composed of
several blocks: first, the luminance of the red green Random Dot Kinematograms (RDKs) was cakilorat
using Heterochromatic Flicker Photometry (HFP). lineimce calibration was followed by a few familiation
trials to the task during which participants reeeifeedback. In the pre-training block, all papi#its were
presented with stimuli that were solely visual. Phne-training data established the set of cohertveds for
the training session based on an individual’'s ceies discrimination threshold. In the following fdraining
blocks, participants were trained with four levelfRDK coherence. The four training blocks last@dhanutes
and were without feedback. The training could ksziai only (V), audiovisual using acoustic textui&¥) or
audiovisual using acoustic noise (AVn). In the poaining block, each individual’'s coherence disgriation

threshold was established with visual stimulatiatyoln the last block, a localizer provided aneépendent



means to source localize the Human motion area hisirg combined functional MEG localizer data and
anatomical MRI (see Method$)anel B An experimental trial consisted in the presentatf a fixation cross
followed by the appearance of two intermixed armbherent RDKs (red and green populations). Aft8rt6.0.6
s, one of the two RDKs became more coherent thaotter: the red RDK is here illustrated as thetmos
coherent. Participants were asked to indicate wbiche red or green population was most coheresgpective
of the direction of motiorPanelC: Sample spectrogram in log(frequency) as a funabictime depicting an
acoustic texture. By analogy to a visual RDK, tineel of coherence in an acoustic texture was défasethe
number of frequency ramps sharing the same slopeaginen frequency range. Here, the spectrograrstitites
an incoherent acoustic texture lasting 500 ms fgdih by a 75% coherent acoustic texture lastingTheee
groups of participants underwent three types afiitng. During V training, participants were solgsovided
with visual stimuli; during AV training, an acoustiexture was paired with the most coherent RDKutetipn
and the acoustic transition from incoherent to cehewas synchronized with the visual transitioth@ RDKs;
during the AVn control training, the sound was ate/moise unrelated to the visual RDKS. Inter-stumsu

intervals were randomly drawn from 0.6 to 0.8 sa miminutes; s = seconds; ms = milliseconds.

2 MATERIALS AND METHODS

2.1 Participants

All participants were right-handed, had normal imgaand normal or corrected-to-normal
vision. Participants’ ages ranged between 18 angea&s old (mean age: 22.1 £2.2 s.d.).
Prior to the study, participants were randomlytspto three training groups, namely: an only
visual training group (V, n=12, 4 females), an avdiual training group using acoustic
textures (AV group, n=12, 6 females) or using atousise (AVn which is also a control
group, n=12, 6 females). Before the experimenpaitticipants provided a written informed
consent in accordance with the Declaration of H&lgj2008) and the local Ethics Committee

on Human Research at NeuroSpin (Gif-sur-Yvettenéea

2.2 Experimental design



The magnetoencephalography (MEG) experiment wadumied in a darkened soundproof
magnetic-shielded room (MSR). Participants weréesem upright position under the MEG
dewar and faced a projection screen placed 90 cay.aWe used a Panasonic DLP projector
(model PT-D7700E-K, Panasonic Inc, Kadoma, Japdh) awefresh rate of 60 Hz. The
sound pressure level was set at a comfortablertgelavel (~65 dB) for all participants.
Participants were explained the task and stayednitact at all times with the experimenter
via a microphone and a video camera. Stimuli ($8eos S1 and S2 for AV and AVn,
respectively) were designed using Matlab (R2010athMorks Inc.) with Psychtoolbox-3

(Pelli, 1997) on a PC (Windows XP).

The experiment consisted of eight consecutive ld¢Ekgurela). First, Heterochromatic
Flicker Photometry (HFP) was used for luminancécation of the red and green Random
Dots Kinematograms (RDKs) on a per individual baSecond, participants were

familiarized with the task and the stimuli: theyrev@resented with 16 easy trials displaying
two intermixed Random Dot Kinematograms (RDKs). ©hthe two RDKs was 100%
coherent — i.e. all dots took the same directiomofion. Participants were asked to report the
color of the most coherent RDK by pressing a “gtdgreen RDK) or a “red” (red RDK)
button. During this short familiarization block,rgaipants were provided with feedback on
their performance. No other feedback was providetieé remainder of the experimental

session.

After this familiarization block, participants ungleent a 12 minutes pre-training session,
hereafter referred to as PRE training. As in thmiliarization block, participants were asked
to report as accurately as possible which of theRBKs was most coherent by selecting the
“green” (green RDK) or “red” button (red RDK). Thizsk was subsequently used in all
experimental blocks (i.e. PRE, POST and trainimmgkd). Additionally in PRE and POST

training (see below), participants were asked aduate their confidence on a scale of 1to 5



after they provided their main response. No feekllvaas provided. Inter-trials intervals (ITI)
ranged from 0.6 to 0.8 s. Crucially, during PRE 8@IT training, all participants (V, AV
and AVn) were tested with visual stimuli i.e. witliany sound. In the PRE training block,
the initial coherence discrimination threshold aftgipants was assessed by testing seven

levels of visual RDK coherence, namely: 15%, 25%8/%345%, 55%, 75% and 95%.

PRE training was followed by four training blockissomin each for a total of 20 minutes of
training. The training consisted of the same tasindahe PRE and POST training. Stimuli
were presented without any sound (V group), wittrelated acoustic textures (AV group) or
with uncorrelated acoustic noise (AVn group). Dgriraining, four visual RDK coherence
levels were tested and correspondedt 10% and+20% of the individual’'s PRE training
coherence discrimination threshold. Hence, paditip underwent individualized training. 28

trials of each coherence level were presented fotahof 112 trials in a given training block.

The training was followed by a 12 minutes postrirag session (POST training). POST
training evaluated participants’ threshold aftarrting. As in the PRE training block, POST
training was solely visual for all groups (V, A\h@AVn) and participants were asked to rate
their confidence after providing their responsePRE and POST training, a total of 196 trials

were tested (28 trials / coherence level).

Participants never received any feedback aftefaimdiarization trials. Rest periods were
provided to participants after each experimentatkl Crucially, the color of the most
coherent RDK was counterbalanced and the direcbbnsherent motion were pseudo-
randomized across all trials — hence, the direatfomotion was orthogonal to the main task

(“coherence”).

After the POST training block, a localizer was useg@rovide an accurate source localization
of the hMT+ area with MEG. For this, participantspively viewed a sequence in which a

RDK was either fully incoherent for 1.5 s or fuihcoherent for 0.5s followed by 95%



coherence for 1s. Each sequence was presenteth€®ftor a total of 120 presentations

during the localizer block.

2.3 Visual stimuli

The red and green RDKs were individually calibrategoluminance using HFP. To prevent
local tracking of dots, a white fixation cross Wasated at the center of a 4° gray disk acting
as a mask (Figure 1B). RDKs were presented withiaraulus of 4°-15° of visual angle.
Dots had a radius of 0.2°. The flow of RDKs was71dots per de€gx sec with a speed of
10°/s. During the first 0.3 to 0.6 s of a givemlirboth RDKs were incoherent (0% of
coherent motion). The duration of the incohererggghwas pseudo-randomized across each
trial in order to increase the difficulty of theskaspecifically by preventing participants from
expecting the onset of the transition from incohete coherent motion. After the incoherent
phase, one RDK became more coherent than the duhieg one second. The direction of
coherent dots was comprised within an angle of35°around the azimuth. 50% of the trials
were upward coherent motion and the remaining 50#beotrials were downward coherent
motion. At each frame, 5% of all dots were randorelyssigned to new positions and
incoherent dots to a new direction of motion. Dgigg into collision in the next frame were
also reassigned a new direction of motion. On ayesrthe life-time of the dots was set to 180
ms (£165 s.d.) and could be approximated by a Wiledlstribution of parameterg= 172 ms

andp=1.04

2.4 Auditory stimuli



A sample spectrogram of an auditory stimulus ivigked in Figure 1C. All auditory stimuli
were created with a sampling frequency of 44.1 kktoustic textures (Overath et al., 2010)
were developed to be analogous and congruent i@MrRDKSs. Specifically, each visual dot
was designed as if to emit a sowg{t) corresponding to a linear frequency-modulated ramp
whose slope depended on the direction taken byisio@l dot:s(t) = cos(2r. estopet+loe (o) )
whereslope = 2tan(p). The angle between the direction of the dot aedathmuth is denoted
by ¢ and the initial sound frequency is denotedd¥or instance, a visual motion direction
of 45° would correspond to a slope of 2 octavesspeond in the acoustic space. The
maximal slope authorized in acoustic space watski octaves/s corresponding visual
motion directions of 82.9°-90°. Each rarfgpvas attributed according to the initial vertical
position of the corresponding visual dot: the lower position of the dot on the screen, the
lower thefy in acoustic space. Hence, a visual dot moving ugsvevas associated with an
ascending acoustic ramp, whereas a visual dot rgaomwnwards was associated with a
descending acoustic ramp. Note that sensory sutigtitdevices (e.g., the vOICe (Meijer,
1992) and the EyeMusic (Levy-Tzedek et al., 201Bayje also started capitalizing on such
intuitive perceptual associations (Melara and GéBri1987; Maeda et al., 2004)). The
auditory frequencies that were used ranged bet@@@rand 5000 Hz. Should a ramp cross
one of these limits, it "continued" at the othetreme of this frequency band. The duration of
a ramp was identical to the life-time of a visuat.dmportantly, when visual dots moved
coherently, they did not necessarily emit the samends because the initial auditory
frequencies were likely different. However, theigaons of the acoustic elements (i.e. the
slopes of the ramps) were identical. Hence, thafification of visual coherence in RDK

matched the proportion of ramps having the sanmeesio acoustic space.

In the AVn training, acoustic noises with the safneation and amplitude of acoustic textures

were used to test whether the simple presentafiarsound could account for the results. We

10



specifically designed this control to test the haesis that the introduced correspondences
(matching the spectral characteristics of the atotextures with the spatial characteristics of
the visual stimuli) were relevant for learning Imsttask. Hence, the noigé) was
conservatively designed within the same frequenoge (200-5000 Hz) as the acoustic
textures used in the AV group(ty = cos(2m. erand*108Umax)~1og(fmin))+108 (fmin) ), where
rand denotes the uniformly distributed pseudorandonetion whose values are contained in

the interval[0, 1], fnin = 200 Hz and,.,= 5000 HZ.

2.5 Psychophysical analysis

The coherence discrimination threshold was seb% @f correct performance and quantified

by fitting a Weibull function (Wichmann and Hill0R1) to each individual’'s data using:

coh

Y(coh,a,p) =1- O.Se_(T)B. With cohas motion coherence level as the fitted
psychometric function, andandg the parameters determined by the damped Gauss-Newto
method. A mixed-design ANOVA containing the wittsaobject factor test (pre-and post-
training) and the between-subjects factor traigraup (V, AV and AVn) was carried out
separately on the perceptual thresholds, the ceméiel ratings and the RTs using the software
R (R Core Team 2013). If a main effect of the fateést was found, a post-hoc analysis using
Bonferroni-corrected paired t-tests on each groap @onducted. Likewise, a main interaction
between the two factors test and training was aealyvith a Bonferroni-corrected two-

sampled t-test between each pair of groups.

2.6 MEG data acquisition

Brain magnetic fields were recorded in a MSR usir8p6 MEG system (Neuromag Elekta
LTD, Helsinki). MEG recordings were sampled at 2zkdhd band-pass filtered between 0.03-
600 Hz. Four head position coils (HPI) measurechtsd position of participants before each

block; three fiducial markers (nasion and pre-adacpoints) were used for digitization and

11



anatomical MRI (aMRI) immediately following MEG aagition. Electrooculograms (EOG,
horizontal and vertical eye movements) and eleatdiogram (ECG) were simultaneously
recorded. Prior to the session, 5 minutes of emgayn recordings were acquired for the

computation of the noise covariance matrix.

2.7 Anatomical MRI acquisition and segmentation

The T1 weighted aMRI was recorded using a 3-T SienTeio MRI scanner. Parameters of
the sequence were: voxel size: 1.0 x 1.0 x 1.1 auguisition time: 466s; repetition time TR
= 2300ms; and echo time TE= 2.98 ms. Cortical retwantion and volumetric segmentation
of participants’ T1 weighted aMRI was performedhnwireeSurfer

(http://surfer.nmr.mgh.harvard.edlur his includes: motion correction, average of tipig

volumetric T1 weighted images, removal of non-bit&sue, automated Talairach
transformation, intensity normalization, tessetlatof the gray matter white matter boundary,
automated topology correction, and surface defaomdbllowing intensity gradients (Dale et
al., 1999; Fischl and Dale, 2000). Once corticatiel® were complete, deformable
procedures could be performed including surfadatioh (Fischl et al., 1999a) and
registration to a spherical atlas (Fischl et #99b). These procedures were used with MNE
(Gramfort et al., 2013a, 2013b) to morph currentrse estimates of each individual onto the

FreeSurfer average brain for group analysis.

2.8 MEG data preprocessing and Event Related Fields (ERFs) analysis

Data analysis was done in accordance with accepiieiklines for MEG research (Gross et
al., 2012). Signal Space Separation (SSS) wasdaotit using MaxFilter to remove external

interferences and noisy sensors (Taulu and Si26126). Ocular and cardiac artifacts were

12



removed by creating signal space projections ($8B¢d on average-locked responses to the
QRS heart complex recorded with ECG and to thekblrecorded with EOG. About 2 to 3
components were projected out of the raw data. Nawt data were band-pass filtered

between 1-40 Hz and down-sampled to 250 Hz.

For the main analysis, data were epoched from R28Qbaseline) to +1000 ms around the
onset of coherent RDK. Epochs were averaged fdr eatividual according to the conditions
of interest, namely: across all coherence levé$ (tials) or for each coherence level (28
trials). Trials corrupted by muscle or movemenifacts (less than 10% of all trials) were
rejected by visual inspection using Fieldtrip (@osteld et al., 2011). Additionally, epochs
were averaged according to each individual's pne- @ost-training thresholds into three
categories: ‘hard’ (coherence levels below the P@8&ihing threshold), ‘learned’ (coherence
levels between the PRE- and the POST-training ltlotds) and ‘easy’ (coherence levels
above the PRE-training threshold). Evoked respowses smoothed with a Savitzky-Golay
filter (Savitzky and Golay, 1964) consisting otifig a 29 order polynomial to each sliding
window of 35 samples. This procedure is approxifgagquivalent to the application of a
low-pass filter of 3 dB cutoff frequency set to3Hz (Schafer, 2011) without reduction of

peak amplitudes.

2.9 MRI-MEG coregistration and source reconstruction

The co-registration of MEG data with an individsadiMRI was carried out by realigning the
digitized fiducial points with the multimodal markevisible in MRI slices. We used a two-
steps procedure to insure reliable coregistratetwéen MRI and MEG coordinates: using
MRILAB (Neuromag-Elekta LTD, Helsinki), fiducialseve aligned manually with the

multimodal markers visible on the MRI slice; arraieve procedure was then used to realign

13



all digitized points (about 30 more supplementasnts distributed on the scalp of the
subject were digitized) with the scalp tessellatismg the mne_analyze tools within MNE
(Gramfort et al., 2013b). Individual forward sotuis for all source reconstructions located on
the cortical sheet were next computed using a 8rtalgoundary element model (Hamaléinen
and Sarvas, 1989; Mosher et al., 1999) constradigetie individual aMRI. Cortical surfaces
were extracted with FreeSurfer and decimated toitehd 20 vertices per hemisphere with 4.9
mm spacing. The forward solution, noise and sooos@riance matrices were used to
calculate the depth-weighted (paramater0.8) and noise-normalized dynamic statistical
parametric mapping (dSPM) (Dale et al., 2000) isgayperator. This unitless inverse
operator was applied using a loose orientationtcaims on individuals’ brain data (Lin et al.,
2006) by setting the transverse component of theceacovariance matrix to 0.4. The
reconstructed current orientations were pooledaking the norm, resulting in manipulating
only positive values. The reconstructed dSPM esémtame series were interpolated onto the

FreeSurfer average brain for group analysis (Fisthl., 1999b) and common referencing.

14
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Figure 2. MNE (dSPM) source reconstruction and regins of interest (ROIS) Panel A: Evoked Response
Fields (ERF) in sensor space (gradiometers) olddameesponse to the presentation of the hMT+ Ipeal
Specifically, we report the evoked component olgdiby subtracting the ERF in response to fully herent
motion (0%) from the ERF in response to a 95% cattemotion. These data were collected during thaliper
block and pooled across all individuals (i.e. hike training groups: V, AV, and Avn; n=36 partaijs).The
time course of all gradiometers is provided intthyg graph. The topography of the differential evibke
component averaged over 100 to 300 ms post-stinauisst is provided for the norm of the gradiomeitetthe
middle graph. The corresponding current sourcenestis (MNE, dSPM) is provided in the bottom grapdmnel
B: ERF in sensor space (gradiometers) obtained ironsgpto the presentation of incoherent visual RIME
and POST training data were pooled together a@lbdsree training groups (n=36) in order to defihe
regions of interest (ROIs). The time course ofdlieked response obtained at the onset of all vigimauli is
depicted in the top graph for all gradiometerstibes evoked components can be seen starting atfs0d he
topography of the ERF is provided in the middlepgréor the norm of gradiometers averaged over ©DO
ms post-incoherence onset. The corresponding dwsoemce estimates (MNE, dSPM) are provided in the
bottom graph. The extent of a given label or regibmterest (ROI) in source space was definechbysholding
the dSPM estimates at the 90th percentile of diM%alues. FEF: Frontal Eye Field. IPS: InferioriBtal
Sulcus. pSTS: posterior Superior Temporal Sulc. Auditory Cortex. mSTS: middle Superior Temporal

Sulcus. ITC: Inferior Temporal Cortex.
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2.10 Functional localizer for hMT+ and selection criteria for the regions of
interest (ROIs)

One major prediction in this study was the thatpptual improvements in coherence
discrimination thresholds would be commensuraté wast-training activity in hMT+ which

is known to be responsive to global (Watson etl@93; Zeki et al., 1993; Tootell et al.,
1995) and translational (Morrone et al., 2000) mmofrocessing. Hence, after source
reconstruction, hMT+ was localized on a per indindbasis by contrasting the current
source estimate obtained to the presentation of @¥erent motion against the incoherent
(0%) portion of the hMT+ localizer. Specificall)he evoked response fields (ERFS) elicited
by the transition to full coherence in the visualptay (i.e. going from 0% to 95% coherence)
were contrasted with the ERFs elicited at the skateacy but in the absence of transition (i.e.
0% of coherence). A first inspection of the ERFtcast averaged over all individuals in
sensor space (Fig. 2A, upper and middle panel) sd@main evoked response spanning
~100 to ~300 ms post-transition onset. The evokspdanse was source reconstructed using
MNE-dSPM; the extent of the area hMT+ in sourcecepaas determined by thresholding the
average source estimate amplitudes over 100-30ébmee the 90 percentile of all dSPM

values covering the entire cortex (Fig. 2A, lowanel).

Figure 2B reports additional regions of interedD(Ror labels which were identified at the
group-level by source reconstructing the grandayeevoked field response to the
presentation of incoherent visual RDKs which corelidata from all three training groups
(V, AV and AVn) in the pre- and in the post-traigisessions. The most responsive areas
(selected by thresholding to the 90th percentilalod SPM values) were manually labeled
using the Freesurfer neuroanatomical parcellafibie. obtained ROIs comprised: bilateral

primary and secondary visual cortices (V1 and ¥é8pectively), precuneus, visual area V4,

16



hMT+, Inferior Temporal Cortex (ITC), Auditory Cent (AC), posterior Superior Temporal
Sulcus (pSTS), Inferior Parietal Sulcus (IPS), fabeye-field (FEF) and the right middle
Superior Temporal Sulcus (MSTS). The time courspsrted in a label were computed by
averaging dSPM estimate time courses over allagstwithin the label. It is worth noting

that dSPM values are here only positive and hena®tl cancel out after averaging.

2.11 Neurometric functions

For each individual, neurometric curves (Britteralet 1992; Gold et al., 2010) were
computed using pre- and post-training current smestimates in hMT+ averaged between
200 and 500 ms after coherence onset. The ampdititkhe cortical responses to the

presentation of each of the 7 levels of coherener itted by a Weibull function:

coh

B
Y(coh,M,m,a,) =M — (M — m)e_(T) . With cohas motion coherence levdlas the
fitted neurometric function, ard, m, o andg the parameters determined by the damped
Gauss-Newton method. Individual neurometric thrédshaere defined as the level of

coherence corresponding to the half-amplitude efsigmoid.

2.12 Statistics

The effect of training was tested using the POSAusiPRE contrasts across all coherence
levels separately for each ROI using F-tests coatbwith non-parametric permutation tests
(Maris and Oostenveld, 2007) that provide corregiedlues for multiple comparisons. For
each signed permutation (N= 20000), time clustemewlefined on the basis of temporal
adjacency by regrouping samples whose F-statisiglarger than 3.3 (i.e. p-value inferior to

0.05 for an F-test with 2 x 33 degrees of freedddh)ster-level statistics were then calculated
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by taking the sum of the F-values within the clus@nly temporal clusters with corrected p-
values<0.05 are reported. The significance of the cordragre also tested in each group
using non-parametric pairwise two-tailed permutatiests with the cluster threshold set to

2.2 (i.e. p-value inferior to 0.05 for a two-sidetdst with 11 degrees of freedom).

All correlation tests were assessed with Pearsarletion coefficientg under the null

hypothesidH,: p=0 andwith the alternativeéd;: p£0 using a Student t-test on the statistic

t = pvyn—2/y/1— p?, wheren is the number of samples. Outliers were automitica
detected and rejected by using a leave-one-oubapbr(Weisberg, 2005) consisting of
estimating the distributioN(mg) of residuals based on (n-1) observations (eacereason
is left out one after another). Extreme residuiagds §bove and belom+ k.o, wherek=2.5is
considered to be a reasonable choice (Rousseeuleany, 1987)) are identified and the

corresponding observations set as outliers.
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Figure 3. Behavioral results as a function of traiing type (V, AV, or AVn). Panel A Mean psychometric
curves (£ 1 s.e.m.) before (PRE, light grey) andrafPOST, dark grey) training. Mean performanca as
function of visual coherence levels in V (top), Aviiddle) and AVn (bottom) training. Each group umbéd 12
individuals. The mean perceptual threshold corredpdo the mean coherence value of one RDK populati
with a correct response rate of 75% (black dasimedl. IPerceptual threshold improvements were siganif in
all groups (black arrowsPanel B Each individual psychometric curve was fittedhwét Weibull function in
order to extract an individual's discriminationekhold. Here, we report the mean threshold obtam&RE
(light grey) and POST (dark gray) training dataPRE training, no significant differences in pertceh
thresholds were found among the three groupgstFL.12 , p = 0.34, mixed-design ANOVA); in POSTiriag,
all three groups showed a significant differencéhigir mean perceptual threshold as compared tBRie
training data (F3+= 132, p= 4.5e-13, mixed-design ANOVA). A signifitanteraction between training groups
was found (k3= 8.3, p= 1.2e-3, mixed-design ANOVA): as can rBalé seen, the post-training threshold in
the AV group was significantly lower than the ormained in the V and in the AVn groups (post-hoalgsis,
with Bonferroni correction)Panel C Mean confidence ratings across all coherencddeneghe V, AV and
AVn groups in PRE and POST training. In PRE, naisicant differences of confidence ratings wereeaskied
across the three groups, @& 0.61 , p = 0.55, mixed-design ANOVA). In POSTsignificant improvement of
confidence rating was observed ¢& 7.2, p= 0.011) but solely in the V group aftespboc analysis
(Bonferroni). No significant interaction was fouhdtween training groups {k= 1.35, p= 0.27) . Panel D:
Mean reaction times (RTs) across all coherencddendghe V, AV and AVn groups in PRE and POSTrtinay).
In PRE, no significant differences of RTs was olsdracross training groups,(= 0.007 , p = 0.99, mixed-
design ANOVA). In POST training, all three trainiggpups showed a significant decrease of their Rtz
95, p= 3e-11) but no significant interaction wasrfd between the training groups ¢& 1.5, p= 0.23). *
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corrected p value inferior to 0.05; “**': correctgdvalue inferior to 0.01; “***": corrected p valueaferior to
0.001.

3 RESULTS

3.1 AV training improves performance best

First, we tested whether participants improvedmantask by comparing each individual's
coherence discrimination threshold before and #aféeming (Fig. 3A) using a mixed-design
ANOVA (see Materials and Methods). The post-tragniinresholds of individuals are also
given as a function of pre-training thresholdsliriraee groups in Supp. Fig. 1A. In pre-
training, all participants performed similarly welh the coherence discrimination task and the
observed perceptual thresholds did not signifigadiffer between the three groups of
individuals (F(2,33=1.12), p = 0.34). In all thrgroups, training successfully improved the
performance of participants when comparing pre-@ost-training coherence discrimination
threshold (F(1,33)= 132, p= 4.5e-13). Cruciallgignificant interaction between training
type and pre/post-training (F(2,33)= 8.3, p= 1.2st®wed that perceptual improvements in
the AV group significantly outperformed those olveerin the V and AVn groups only in
post-training (Fig. 3B, post-hoc analysis with Bembni correction). It is important to note
that since the pre- and post-training coherenaaidigation thresholds were solely
established on the basis of visual RDK presentatiog differences in post-training
performance can be solely accounted for by traihistpry and not by the mere presence of
AV stimuli. Additionally, no significant changes the slope of the psychometric function
(i.e. the beta parameter) were observed afterimgif, 3= 0.36, p=0.55, mixed-design
ANOVA), no interactions between the slope of thggb®metric function and the training
type was observed {g+= 1,63, p= 0.21) (cf. Supp. Fig. 1B) and no sigaifit correlation

between the differences in slope and perceptuestimid was observed in either group (as
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reported in Supp Fig 1C). Altogether, these resitiengly support a genuine change in

participants’ sensitivity to motion coherence.

A similar mixed-design ANOVA was carried out usithg reaction times (RTs) of

individuals as dependent variable. All participasttewed shorter post-training RTs (Fig. 3B,
F(1,33)= 132, p= 4.5e-13) but no significant intdi@ans between RT and training type was
found (F(2,33)= 1.5, p= 0.23). The mean RT for egrdup was otherwise comparable before

and after training (F(2,33)= 0.007 , p = 0.99, rmlixkesign ANOVA).

During pre- and post-training, participants werkealsto rate their confidence level following
their coherence discrimination response. Contrgdtie mean confidence ratings before and
after training across all coherence levels (Fig), 2Dmixed-design ANOVA revealed a main
effect of session (2: pre- and post-training) onficence rating (F(1,33) = 7.2, p = 0.011); no
significant interaction between session and traginype was observed (F(2,33) = 1.35, p =
0.27). However, post-hoc analysis revealed thatrtam effect of session could be solely
attributed to the V group although the groups weestatistically distinguishable (F(2, 33) =
0.61, p = 0.55). Thus, and surprisingly, while A2atners showed the largest improvement in
performance after training, they were not awartheir own improvements contrarily to

participants in the V group (Figure 3D).
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Figure 4. Pre- and post-training hMT+ response as a functioof visual RDK coherence levels and
neurometric functions. Panel A:Time course of current source estimates (ASPM ama@s) in bilateral hMT+
for the different training groups (V: top, AV: miidand AVn: bottom panels) as a function of RDK exmce
levels (cf. color scheme legend). Data obtainettiénpre- and post-training blocks are reportedhénléft and
right panels, respectively. A prominent evoked oesie peaking at ~200 ms post-coherence onset adityrbe
seen in all groups and for all coherence leveldithahally, the higher the visual coherence, thghler the
amplitude of the cortical response. While the peddif responses was similar across the three groefose
training, a distinct response pattern was founerafaining. Specifically, the V and AVn showediacreased
spread of the response amplitudes as a functieisoél coherence levels whereas the AV group didino
order to characterize this response pattern, &@800 ms time period was selected, averaged atltos
construct the individual neurometric curves coirsjsbf the amplitude of the current source estinzsta
function of stimulus coherence levBlanel B: The current source estimates (dSPM) in hMT+ weesaged
from 200 to 500 ms post-coherence onset as a tmofithe seven coherence levels in V (top), AVdaie)
and AVn (bottom). This quantification was perfornmgparately for the pre- and post-training dataygnd
black, respectively). The brain response in hMT-eath individual was quantified for each coherdagels. To
obtain the neurometric function of an individudle tamplitudes of the current source estimates ifi-hMere
plotted as a function of visual RDK coherence letgsch neurometric function allowed deriving a oeetric
threshold via Weibull fits (i.e. the level of cobece corresponding to half the amplitude of thensig curve).
For illustration purposes, we report the averagsadgether with the grand average data. The meettic
thresholds obtained in pre- and post-training veerapared by carrying out a two-tailed paired t-telsing this

method, we show that neither V or AVn showed aifitant change in neurometric threshold (M4=t-0.2, p=
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0.84; AVn: 1= -0.36, p= 0.72) whereas AV showed a significatrdase of neurometric threshold & -2.34,
p= 0.039). This suggests that the neural respanaagiven coherence level, hence the neural selydti
hMT+, has significantly changed according to thegetef training provided to the participants. Spealfy, the

sensitivity to coherence discrimination in hMT +rsfgcantly improved solely in the AV group.

3.2 hMT+ plasticity and sensitivity profiles

According to previous reports (Ahlfors et al., 1928m et al., 2000; Maruyama et al., 2002;
Nakamura, 2003; Aspell et al., 2005; Amano et28lQ6; Handel et al., 2007; Mercier et al.,
2009), the amplitude of the evoked responses in-hMctreases with RDK coherence levels
irrespective of participants’ performance. As atfapproach, we thus separately classified
trials as a function of the physical coherencéhefuisual stimuli (i.e. 7 RDK coherence
levels ranging from 15% to 95%) per training typel @s a function of pre- and post-training.
After source reconstruction, a similar patternesponse in hMT+ could be seen in all three
groups with a clear evoked response in hMT+ frofd0rs to ~500ms post-stimulus onset

(Fig. 4A).

One hypothesis on the origin of perceptual improsets was that the sensitivity of hMT+
response to RDK coherence would improve afteritnginVhen contrasting the average
hMT+ response profiles in pre- and post-traininig(BA), the spread of the hMT+ response
amplitudes as a function of RDK coherence aftenitng appeared much larger in the V and
AVn groups; surprisingly however, the AV group diot show such changes. A linear
regression of the hMT+ amplitude estimates as atimm of RDK coherence levels clearly
indicated that the AV group showed no significaiffiedences in prevs. post-training (Supp.
Fig S2A, beta values). At first glance then, theseilts suggested that the perceptual

improvements in the AV group could not be accoumvedby hMT+ plasticity.

Using a similar approach to psychometric charazaéion, it is well known that h(MT+

sensitivity to coherent motion can be characterlzed neurometric function (Britten et al.,
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1992); one advantage of neurometric thresholdsaisthey are comparable to psychometric
functions depending on the experimental conditi@rgten et al., 1992). Hence, to better
understand the evolution of the response profibseosed in hMT+, we selected the 200-500
ms time period post-coherence onset and fitted @éWféunction to the averaged source
estimate amplitudes as a function of RDK coherdenels on a per individual basis, and
separately for pre- and post-training data (seeeN&$ and Methods). From each fit, the
neurometric threshold of an individual could thesdefined as the stimulus coherence level
corresponding to half the amplitude of the signmidve (see Supp. Fig S2B for examples of
individual fits and Fig. 4B for the group data).iugthis procedure, a significant decrease in

neurometric threshold was observed solely in theghdUp (11 = -2.34, p= 0.039; Fig. 4B).

Altogether, these results suggest a particularalestirategy in hMT+ that depends on the
training history of participants, namely: in V aAWn, sensitivity affected the extreme levels
of RDK coherence whereas in AV a better selectiwifs seen for RDK coherence close to
perceptual threshold. Although no direct correlatould be found between neurometric and
psychometric thresholds when separately considénagre- and post-training data,
significant correlations between perceptual andaraetric threshold¢hangesvere observed

in each group and across all individuals irrespeatif their training history (Fig. 5).
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Figure 5. Changes in visual coherence discrimination threshds as a function of changes in neurometric
thresholds pre- and post-training.Differences in the perceptual thresholds of indigild before and after
training are reported as a function of the chamg@egurometric thresholds on a per training groagid(V: top
left; AV: top right; AVn: bottom left; all groupsambined: bottom right). In all three training greyphe
individual improvements in coherence discriminatibresholds were significantly correlated with tieserved
changes in neurometric thresholds derived fromcastimate activity in bilateral hMT+. Specifigall
correlations were the highest in the V and AV go®:r= 0.71, p= 0.014 and AV: r= 0.75, p= 8.3eb8]} also
in the AVn group (r= 0.56, p= 0.05). When groupaigindividuals, a significant correlation was peesged
(bottom right, r= 0.61, p= 1.1e-4) . ‘X’ denoteatitical outliers.

Altogether, these results strongly suggest thahW&+ response profile to a given RDK
coherence level significantly changed as a funatiotfie training history of the individual.
Crucially, the sensitivity of hMT+ response to RBK&lectively improved in the AV group but

not in the V and control AVn groups.

3.3 Enhanced hMT+ selectivity for learned coherence levels only after AV
training
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In order to narrow down the specific effects ofrtiiag on the hMT+ response profile, we
classified data according to the perceptual imprmmt of each individual. Specifically,
participants underwent individualized training Batteach individual was trained on a
selected set of four RDK coherence levels basatiemitial discrimination threshold
measured in pre-training. Hence, participants wetdrained on the same set of coherence
levels although all were tested on the same 7 eolcerlevels in pre- and post-training
blocks. On this basis, we classified the 7 RDK cehee levels into three sets solely based on
their learned discriminability — i.e. irrespectiokthe physical RDK coherence levels — in
order to sort data in the pre- and post-trainiregks$. The three categories were ‘hard’, ‘easy’
and ‘learned’: the ‘hard’ category consisted ofsailinuli that remained below an individual's
perceptual threshold after training - i.e. RDK ca@mee levels that never benefitted from
training and did not become perceptually discrirhlador a given participant. Conversely,
the ‘easy’ category corresponded to those stirhali were already above the discrimination
threshold before training. Most importantly, theditned’ category consisted of all RDK
coherence levels that became discriminable —b@vethe discrimination threshold of the
individual after training. We then hypothesizedttplasticity should be precisely reflected by

a change of neural activity elicited by the ‘leatheategory and not others.

Examining the changes of hMT+ responses over 260@oms revealed significant
differences between the three groups in the 'lebkes; = 5.4, p= 0.0091) and in the 'hard’
(F2,33= 4.8, p= 0.015) categories. Specifically, therd &AVn groups shared a similar pattern
of responses across all three categories: oppamiiions in 'hard' and 'easy' categories were
observed in the V and AVn groups consistent withititreased spread of hMT+ response as
a function of RDK coherence levels (Fig. 4A). Imtrast, and consistent with the reported
shifts in neurometric thresholds (Fig. 4B), the gup presented a significant change in

response profile to the 'learned’ category<t3.23, por = 2.4€e-2, bilateral paired t-test with
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Bonferroni correction). In addition, these reswere confirmed by a finer analysis of the
entire time course differences in hMT+ (Fig. 6sfficolumn) when carrying out a pairwise
cluster permutation algorithm (cf. Table 1): AV wiadeed the only group to show a
significant response increase for the 'learneceieaice levels from 160 to 390 ms post-

coherence onset.

With this analysis, we thus consistently obsenat tmly AV trained individuals showed a
significant change in hMT+ activity that directiglated to the observed perceptual
improvements and to those stimuli that underwesigaificant change in perceptual

discriminability.
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Figure 6. Functional selectivity in hMT+ and otherregions of interest (ROIs) after V, AV and AVn
training. Visual coherence levels were classified into thpeips according to participants’ changes in
perceptual thresholds, namely: “hard” coherenceevtlemse coherence levels that remain below theithdil’s
post-training threshold (blue); “easy” coherenaele were those that remain above the pre-traitiireshold
(red); “learned” coherence were those that wemhfoelow the perceptual threshold in pre-trainingltove the

threshold of the participant after training (pujplost- minus pre-training mean dSPM contrastk ¢i.m.) are
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reported for all three groups (V: top; AVn: middhY: bottom). In hMT+, all categories are reportetile in
other ROIs only categories with significant diffeces are shown for clarity. Strikingly, only AV gented a
significant difference in hMT+ observed as an iaseof amplitude of the response to the 'learrddrence
levels. When considering all other ROIs defineéig. 2B, only AV presented significant time clustéor the
'learned' category in right mSTS while all groupsgented significant increases in response tedsy"
category in ITC. The analysis was extended to drigdtventro-lateral PreFrontal Cortex (vVIPFC) which
strikingly revealed significant time clusters fdirtaree groups but solely for the learned coheedreels.
Significant clusters were determined using a paevaluster permutation algorithm and are indicaeddw the

curves with bars (cf. Table 1). **: corrected pwes inferior to 0.05, **: corrected p values éxfor to 0.01.

ROI V AV AVn
LEARNED category
160:390 ms,
hMT+ n.s. o = 0.0059 n.s.
180:360 ms,
p = 0.0088
mSTS n.s. 770:880 ms, n.s.
p=0.019
260:390 ms,
VIPEC p= 0.0019 190:390 ms,  350:510 ms,
550:680 ms, p = 0.0044 p= 0.0098
p= 0.0054
EASY category
ITC 250:410 ms,  330:480 ms, 380:610 ms,
p= 0.0064 p= 0.0054 p=0.0029
770:930 ms,
mSTS n.s. p= 0.0068 n.s.

Table 1. Summary of significant clusters observediFigure 6.Latencies and corrected p values are provided

for each ROIs (rows) and for each training grougyens).

Considering that hMT+ did not present selectivengfes to the ‘learned’ coherence levels
notably in the V and AVn groups, we asked whethkeiocortical regions could significantly
contribute to the obtained perceptual improvemeérdshis aim, neural responses in the
observed regions of interest (ROIs, Figure 2B) veprantified and contrasted in pre- and

post-training as a function of the defined percaptategories (Fig. 6).

3.4 Extended selectivity to other ROIs
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As previously done for hMT+, contrasts of post- asipre-training were separately tested for
each training group and for each perceptual cayegpusing a pairwise cluster permutation

algorithm. For clarity, only those ROIs and timeus®es presenting significant differences are
reported in Fig. 6 and a summary of significanstdu values and latencies is also provided in

Table 1.

First, and common to all three groups, a significasponse increase in post-training was
observed in ITC but solely for the ‘easy’ categdnyerestingly, different latencies were
noticeable in each group (Fig.6, second column$0~® 410 ms in the V group, ~330 to 480
ms in the AV group and ~380 to 610 ms in the AVougr. This pattern suggests that in this
task, color-motion binding may have equally imprdwe all participants irrespective of their
training but solely when coherence discriminaticas\veasiest. No significant differences

were otherwise seen for any other perceptual categim these ROIs.

As no other significant changes for the ‘learnestegory were seen in all ROIs to account for
V and AVn perceptual improvements, we added a 8etecriterion for our analysis.
Specifically, several lines of research have shtvamhthe lateral prefrontal cortex is a major
site of convergence for the dorsal and ventralalifungerleider and Mishkin, 1982) and
auditory (Rauschecker and Tian, 2000) streamslbataa important site of multisensory
convergence (Romanski, 2004, 2007; Romanski anchgw2012). We thus extended our
analysis to bilateral vVIPFC using Freesurfer nenat@mical parcellations to define the ROI.
Strikingly, significant time clusters were foundtms region specifically for the ‘learned’
category and for all three groups (Fig. 6, thirtbom). Two significant clusters were seen in
V spanning ~260 to 390 ms and 550 to 680 ms; orgisingly early significant cluster was
seen in AV spanning ~190 to 390 ms and one sigmificluster in AVn spanning ~350 to 510

ms. In addition, the AV group (Figure 6, fourth wmin) was the only group which presented
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a significant response increase in both the leaameithe easy category in right mSTS at late
latencies (770 to 930 ms) but also, and crucialbnificant changes for the ‘learned’

category at the same latencies as in hMT+ (i.e0+206-400 ms).

Altogether, these results strongly suggest thabtust in sensitivity observed in hMT+ may
not result from local plasticity but from the engagent of a larger network in the
computations of color-motion binding and coherediserimination including prefrontal

regions.
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Figure 7. Main effects of training in all three graups across all coherence levelBost- minus pre-training
contrasts of mean current source estimates (dSPIMs.&.m.) across all RDK coherence levels anédch
region of interests (see Fig. 2). Differential tisexies are reported in light grey for V, in bldok AV and in
dark grey for AVn. The effect of training in a givgroup was tested with a two-tailed paired t-teshbined
with a cluster permutation algorithm: significatifferences are indicated with light grey bars (Mgack bars
(AV) and dark grey bars (AVn). In V, main effectst@ining irrespective of coherence levels carséen in
ITC from ~200 to 400 ms post-coherence onset. In i&in effects are seen in several regions inctptdMT+,
ITC, mSTS, V4, pSTS and AC. In AVn, main effecte aeen in ITC, pSTS, and AC. In order to test taem
effects of training type (V, AV or AVn) irrespecéwf coherence levels, a F-test was performed nmbauation

with a cluster permutation algorithm for all ROT$1e shaded areas highlight the latencies of siganifi
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differences between the training groups; red stalisate the corresponding degree of significaksecan be
seen, four main regions capture the main differea@eoss the three training groups, namely: middte

posterior STS, V4 and AC. * corrected p valuesrinfeto 0.05; ** corrected p values inferior to Q.0***

corrected p value inferior to 0.001.

pre- vs. post-training — all coherence levels
t-tests F-tests
ROI V AV AVn V, AV, AVn
130:290 ms,
hMT+ n.s. 0= 0.0044 n.s. n.s.
250:440 ms,
p = 0.0083 680:880 ms,
mSTS n.s. 600:900 ms, n.s. p= 0.0055
p= 0.0015
pSTS ns 320:560 ms, 120:320 ms, 120:520 ms,
e p =0.016 p= 0.0078 p= 0.0007
va ns 160:400 ms, ns 150:420 ms,
e p= 0.0068 e p= 0.00095
ITC 260:500 ms, 300:540 ms, 500:630 ms, ns
p= 0.007 p= 0.0049 p= 0.029 e
AC ns 210:340 ms, 60:280 ms, 80:340 ms,
" p= 0.0088 p= 0.0049 p= 0.00075

Table 2. Summary of significant clusters observediFigure 7.Latencies and corrected p values are provided

for each ROIs (rows) and for each training grougyioins).

3.5 Alarger network distinctively dissociate the three training groups

We now ask whether a non-selective training effect be observed irrespective of the RDK
coherence levels across all three groups, theedlicting an overall effect of task
improvement. Similar to previous analyses, the edalesponses elicited by the presentation
of all RDK coherence levels were grand-averagegr,cgoreconstructed and averaged within

each ROI as defined in Fig. 2.

The time courses in pre- and post-training arstitated in Supplementary Figures S3 and S4,
respectively. With the exception of visual area Wd significant differences were observed
between the three groups before training (Supp.$3Y; in post-training, the time courses
across the three groups significantly differed dnlyight mSTS (Supp. Fig. S4). The source
amplitudes in the different ROIs were then conaddietween the pre- and post-training

blocks and tested with a cluster permutation atgoriin each group (Fig. 7 and Table 2).
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First, all three groups presented a main effettamhing in ITC corresponding to positive
clusters at increasing latencies, namely in V: 26800 ms; in AV: 300 to 540 ms and in
AVn: 500 to 630 ms. Second, no additional effeatsenfound for the V group. Third in the
AV group, a large network was observed revealiggiicant post-training responses
increase in hMT+ (130 to 290 ms post-coherencetpneeight mSTS with two temporal
clusters (250 to 440 ms and 600 to 900 ms) postrenite onset, in V4 (160 to 400 ms), in
pSTS (320 to 560 ms) and in AC (210 to 340 ms)rthoand interestingly, pSTS and AC
presented opposite effects for AVn, with a sigmaifitdecrease of activity in post-training for

latencies of 120 to 320 ms in pSTS and of 60 torB80Gn AC.

In order to directly contrast the three trainingugs, an F-test was combined with a cluster
permutation algorithm: the earliest effect was obs@ in AC starting at 80 ms post-
coherence onset (and lasting 260 ms), rapidlyvialb by a long sustained differentiation in
pSTS from 120 to 520 ms and in V4 from 160 and @30 a late main effect was observed in

the right mSTS from 680 to 880 ms.
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Figure 8. Main effects of training in bilateral pSTS and right mSTS are uniquely observed in the AV
group. Mean dSPM contrasts in bilateral pSTS (left colum) right mSTS (right column) as a function of
individuals’ mean performance increases over dilecence levels in V (top), AV (middle) and AVn (twoh).
dSPM contrasts were computed by collapsing all RibKerence levels and averaged over the time windows
corresponding to significant differences in AV (iover 320-560 ms in pSTS and 250-440 ms in mS$S) a
reported in Figure 7. Significant positive corra@as between overall performance and source estimat
amplitude were observed solely in the AV group fmedly in pSTS (r = 0.63, p= 0.036) and in mSTS(

0.75, p= 0.0077). ‘x’: automatically detected oerthi.

To better comprehend the role of mSTS and pSTSydke minus pre- contrasts of source
estimate amplitudes were plotted as a functionogtqominus pre- performance separately for
each group (Figure 8). A significant correlationswadserved in both ROIs but again, solely
for the AV group. This result suggests that whil8T® and pSTS are not selective to the
RDK coherence levels, these regions play a sigmificole in the task improvements
observed in the AV group but not in the other gwdtogether, our results highlight the
distinct contribution of different cortical areather selective to the RDK coherence levels or

to the training history of the participant. A sunmnand working hypothesis is provided in
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Figure 9 on the functional role of the ROIs conitibn to perceptual improvements observed

in the three groups of participants.
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Figure 9. A working hypothesis for supramodal processing andeverse hierarchy plasticity. Panel A:

AC

Synthetic illustration of ROIs showing significgrst-training changes in neural responses afteirigain the

V, AVn and AV groups. Significant changes in hMM4, ITC and vIPFC were common to all three groups
whereas pSTS, mSTS, and AC were specific to théisenksory AV and AVn groups. The network observed i
post-multisensory training was thus more extengiea in visual training. Strikingly, the patternaudtivation in
the control AVn group and in the AV group was ndyaleversed in several regions including pSTS, ASTS
and V4: this suggests selective modulations ofetlvestical regions based on the stimuli presentgohg
training.Panel B: Synthetic summary of latency of main significarfeefs obtained when contrasting post- vs.
pre-training data irrespective of coherence levEte temporal overlaps of significant effects other extensive
network observed in the AV trained groups suggesiraplex pattern of communication between thesmbra
regions. Importantly, a major latency difference b& observed between the AV and AVn groups in A€ a
pSTS with an early decreased activity in theseoregin the AVn group and a later increase activitthe AV
group. We contend that this difference is conststéth pSTS acting as a « switch » allowing the licgtion of
mSTS in the computation of coherence motanel C: A basic hypothesis for the functional network
implicated in visual learning in the V, AV and A\gnoups. The distinctive pattern of cortical aciibat
significantly dissociated the three training growas a significant increase and decrease of activifV and
AVn, respectively for the pSTS, mSTS, AC and V4gesting direct functional connectivity betweersthe

regions (blue/red boxes). No significant changesabifvity were observed in these regions for thgrdup.
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Common to all three training groups, hMT+ and vIPsfowed discriminable cortical responses as a ifumct
the learned coherence levels. Additionally, alethgroups showed an increased activity in ITC foyhe easy
coherence levels suggesting an improvement in gofation binding. In hMT+, the increase spread afraé
response was shared by V and the control AVn, vaseselective activity was seen solely for the Avugr.
Altogether, our results suggest a regulation of kMittivity by upstream computations notably in £\¢and
AVn groups. The specific implications of V1/V2, IR8d FEF (ROIs obtained in Fig. 2) remain to be

determined.

4 DISCUSSION

In this study, we asked whether learning to diserate visual coherent motion would rapidly
benefit from hearing matched acoustic featureshi®end, three groups of participants
underwent training with visual (V), correlated (AW arbitrary (AVn) audiovisual pairings
while being recorded with MEG. First, all three gps showed a significant decrease of their
visual coherence discrimination thresholds afteery short training. However, AV
participants significantly outperformed participairt the V and AVn groups although V
participants were the only ones showing a signifigacrease in confidence rating. Second,
all three groups showed a common activation pattetwo distinct cortical regions (ITC and
VIPFC): a comparable post-training increase of aleactivity in the ventral visual stream
(ITC) suggests that color-motion binding considieimproved when coherence
discrimination was easily achieved. One interpretais that easy detection of coherent
motion allowed for more efficient motion-color bingd. All three groups showed increased
post-training activity in VIPFC specifically foréHearned coherence levels, suggesting a
strong and selective implication of prefrontal earin learning. Conversely, distinct patterns
of activity distinguished the three groups of papéants with the multisensory trained groups
(AV and AVn) showing an opposite pattern of posifting activity in a network comprising
pSTS, mSTS, and AC (cf. Figure 9). This suggessrtiultisensory training fundamentally

altered the network implicated in the analysisisetial coherent motion stimuli and that a uni-

35



vs.a multi-sensory training can selectively shapestttesity of the implicated network.

Third, and crucially, AV participants were the ogisoup showing a post-training gain of
selectivity in hMT+ as captured by a significaniftsim their neurometric thresholds.
Altogether, we thus interpret our results as ewgeior supramodal processing elicited by the
presentation of coherent audiovisual features duriaining. Our results suggest that
supramodal processing allowed the fine-tuning afrmukiream selectivity in visual cortices in
agreement with the reverse hierarchy hypothesisséan and Hochstein, 2004; Proulx et al.,
2012); if this hypothesis is correct, multisenstwayning can open new empirical venues for
the understanding of top-down plasticity in imgliserceptual learning and greatly speed up

the use of sensory-substitution devices in sensopgired population.

4.1 Supramodal objects and cross-sensory feature matching

Statistical contingencies across sensory modataesbe learned (Seitz et al., 2007; Mitchel
and Weiss, 2011) and multisensory information reenlshown to benefit perceptual learning
(e.g. Shams and Seitz, 2008; for an extensivewgwee Proulx et al., 2012). However, the
observed perceptual improvements are generallyl smdlcan require a long training time:
with ten days of training, presenting auditory motcues has been shown to improve visual
direction discrimination (Seitz et al., 2006) amdastic cues can alter the direction of visual
motion (Freeman and Driver, 2008; Hidaka et al11)0Here, consistent with the hypothesis
that using redundant multisensory information stigigld greater benefits (Alais and Burr,
2004), we capitalized on cross-sensory feature macnamely the temporal coherence
between auditory spectral changes and visual $jpaiiterning over time. The temporal
coherence of audiovisual information is inherematural stimuli: in particular, the envelope

of auditory speech is known to correlate with theaker’s facial gestures (Grant and Seitz,
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2000; Grant and Greenberg, 2001; Schwartz et@04;2Chandrasekaran et al., 2009) and
more generally, auditory pitch and visual spatiatitiency undergo automatic cross-sensory
matching (Maeda et al., 2004; Evans and Treism@bQR The comodulation of audiovisual
signals is thus a fundamental attribute of natscahes that enables the brain to appropriately
bind sensory features belonging to the same pHyaigect, albeit processed through different
sensory processing streams. Hence, by using maseitkdvisual correspondences, we
expected rapid cross-sensory mapping allowing fiasient learning in the AV group as
compared to the control AVn and the V groups. Ireagient with this hypothesis, the AV
group significantly outperformed the V and the cohAVn groups, suggesting that the mere
presence of sound is not sufficient to improve aisioherence discrimination and rather, that
the correlated temporal structure imposed on tligaisual stimuli during training largely

benefitted visual discrimination and did so in anghort exposure time.

4.2 Implicitlearning

An additional intriguing feature was that unlikddarners, the confidence rating of the AV
and AVn groups did not change after learning. Gierfce ratings are a well-established
means to assess conscious knowledge in decisiomgn@kg. Dienes, 2008) and have
recently been argued to be most reliable in agsg#ise lowest level of subjective awareness
(Wierzcha et al., 2012). The lack of increased confidenti@gan participants undergoing
multisensory training strongly suggests that csessory mapping occurred at an implicit
level during training, which is consistent with thetion of automatic binding in multisensory
integration (Talsma et al., 2010; Késem and vandafalsove, 2012) and with prior report of

unconscious transfer between auditory and visued®g modalities (Levy-Tzedek et al.,
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2012b). These results indicate that no cognitivetet)y was used by participants trained in
multisensory conditions to accomplish the task. Possibility is that differences in
confidence ratings may be accounted for by intdividual differences irrespective of
learning (Song et al., 2011). The dissociationutijsctive awareness observed here —i.e.
improved performance without improved confidendentp- could be tentatively explained
by the nature of what has been learned: the respgmatsern observed in ITC suggests that
color-motion binding has improved in all participairrespective of their training whereas
visual coherence discrimination was solely obsermdtie AV group. Additionally, the pre-
and post-training perceptual thresholds specifidaltused on data collected in visual alone
conditions in all three groups, thereby alleviatihg possibility of divided attentional effects

in task performance.

4.3 Supramodal object representation in vIPFC?

As previously mentioned, the audiovisual stimukdisluring training were specifically
designed to mimic the correspondences of auditodywasual attributes predicted from
natural communication stimuli such as speech anakenypvocalizations although we
arguably avoided possible overt semantic categioiza (face, speech). These audiovisual
features rely on the correlated temporal structuohacoustic and visual information and
focused on the spectrotemporal attributes of tipeads requiring color-motion binding for
overt response (“red (green) RDK is most cohereht&nce, during training (data not
reported), the matching between visual and acotesicires would likely be comparable to

the one taking place in the context of natural giim

38



In her recent review, Chan (Chan, 2013) contrést®vidence in favor of a domain general
vs.a domain specific contribution of vVIPFC and suggésat vIPFC primarily represents
object-feature information. In our study, a possiblterpretation for the selective activation
to the learned coherence levels observed in vIFRE 6) irrespective of training groups may
be the increased representational salience of sugolal coherence, namely, the combined
(auditory and/or visual) features enabling the akrgpresentation of a “coherent object”
irrespective of its color or direction of motiorhence, supramodal coherence. In the context
of learning, the enhanced activation may be relebgivirtue of binding across visual and/or
auditory streams specifically for those levels afierences newly recognized. VvIPFC is a
known site of convergence for the dorsal and vistrelams of both auditory and visual
systems and a major site of convergence for theeseptation of multisensory information
(Romanski et al., 1999; Romanski, 2007; Romansttilwang, 2012). Interestingly, vIPFC
has also been implicated in the representatiommwingunication signals in monkey recordings
(Sugihara et al., 2006) suggesting that this regaquarticularly well-suited for the
computations of natural and matched cross-sensionylssuch as the ones utilized here.
These results are further consistent with severatagimaging studies showing the

implication of vVIPFC for semantic retrieval andpesse selection in the context of

multisensory processing (e.g. Werner and Nopp€ez@l0).

4.4 Functional selectivity of hMT+ : psycho- and neuro-metric thresholds

Although previous studies have reported activatibhMT+ to the presentation of auditory
stimuli (Poirier et al., 2005, 2006) and matchediausual motion (Alink et al., 2008; Scheef

et al., 2009; von Saldern and Noppeney, 2013)etence for auditory motion processing
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in this region is scarce: from a neurophysiologatahdpoint, llg and Churan (llg and Churan,
2004) have shown that the presentation of visudlaariovisual motion elicits the same
neural response in motion area MT but no signiticasponse to the presentation of auditory
motion alone was observed in this region. Hena@nibst convincing evidence for the
capabilities of hMT+ to compute motion processingramodally - i.e. irrespective of the
sensory modality of inputs - comes from studieseasfsory-impaired and blind populations
(Morrone, 2010; Voss and Zatorre, 2012; Ricciatdile 2013) in which functional recycling

can readily be observed for the benefit of otheseey modalities.

One study (Bedny et al., 2010) has notably sugddgbteexistence of a sensitive period
around 2 years of age for the acquisition of viguattional selectivity in this region;
additionally, the lack of exposure to visual infation was shown to prevent visual
selectivity in this region although hMT+ in laterad populations can be functionally recycled
to the benefit of auditory motion processing. Iis ttontext, we asked whether a short-
training capitalizing on cross-sensory matchinglddenefit plasticity in this region. In
particular, comprehensive reviews have recentlgestpgd that hMT+ could benefit from top-
down processing as a major means to achieve superselectivity (Morrone, 2010; Proulx

et al., 2012).

One crucial result of our study is that in healiingividuals, selectivity in hMT+ can
significantly benefit from correlated audiovisuahsory inputs during training. By means of
neurometric characterization of MEG signals in hMWve showed that after a short training,
neural plasticity in this cortical region was sglathieved in the AV group not in the V or the
AVn group. Hence, the direct comparison of percalptiiscrimination and neurometric
thresholds suggest that although all three groep®pned better after training, only the AV
group showed a significant change in neurometriestiold and thus conservatively displayed

perceptual learning and plasticity (Goldstone, 19Giert et al., 2001; Fahle, 2005; Seitz
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and Watanabe, 2005). This observation is partigutatevant in complementing a recent
discussion on the interpretation of psychometniegholds in perceptual learning studies

(Gold and Ding, 2013).

Additional analyses conducted on the datasetsrdaladuring training will shed light on the
specific contribution of auditory information dugraudiovisual processing and the
integrative mechanisms leading to the differeraimbf the network in the multisensory
trained groups. The changes in neurometric threshabserved in hMT+ are particularly
puzzling in light of the recent lack of evidence feurometric threshold or slope changes
after training in this region (Gold et al., 201Bglow, we extend our discussion on the
selective network dynamics that was shown to dias®the three training groups and
elaborate a working hypothesis on the implicatibeupramodal processing for the top-down

fine tuning of motion coherence processing in hMT+.

4.5 Reverse hierarchy and supramodal processing

An extended network was seen in multisensory tchpagticipants notably implicating pSTS,
mSTS, and AC. Crucially, while activation increasedhese regions in the AV group,
activation decreased in these regions in the cbAWa group. These areas showed no
changes in the V group. This pattern of resultsvshihat after training, identical visual
stimuli are processed differently depending onttaming history of participants even if the

implication of VIPFC, ITC and V4 is preserved ihcdses.

First, mSTS is characterized by a patchy orgaminaii multisensory, auditory and visual
selective neurons (Beauchamp et al., 2004a) andystasmatically been implicated in the

analysis of multisensory timing with possible feadkto sensory cortices (Noesselt et al.,
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2007). In post-training data, pSTS and mSTS cdedlaith the individual improvements in
the AV group: one possible interpretation is thatmly training, mSTS processed coherent
AV motion and transferred selectivity to hMT+ pasiining. The modulation of hMT+ by
mSTS could either enhance the salience of visusramt motion during training (e.g. Lewis
and Noppeney, 2010) or facilitate the extractiotagk-relevant features for visual processing
(Sasaki et al., 2010). Consistent with this intetation, no mSTS activity was seen in the V

group and decreased activity was seen in the Adomr

Crucially then, the functional role of mSTS in ptrstining tests was preserved even in the
absence of multisensory inputs: this suggestspilaaticity implicating both uni- and multi-
sensory neural populations found in mSTS occurtgthd AV and AVn training. However,
the limited spatial resolution of MEG cannot disergle the possible contribution of different

neural populations in this region during or aftairing.

Second, pSTS has also been classically implicatealiltisensory integration (Benevento et
al., 1977; Bruce et al., 1981; Beauchamp et aD4302004b; Lewis and Noppeney, 2010)
and has recently been shown to mediate the temparadwing of audiovisual integration
(Powers et al., 2012). Specifically, changes afaffe connectivity between pSTS and
downstream sensory regions have been reportedrafteated presentations of temporally
coincident audiovisual stimuli (Powers et al., 20J5TS is thus largely implicated in the
temporal association of multisensory informatiom istalso associated with the analysis of
second-order visual motion (Noguchi et al., 200%) hiological motion (Saygin, 2007).
Considering that post-training response patterqeSinS were opposite in AV and AVn, this
region may play the role of a “switch” by selectivenabling the communication of mSTS
with the ventral visual stream. It is here cruttahote that the differences solely illustrate the

training history of participants and not the meresgnce or absence of AV stimulation.
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Overall, the latencies of the main effects weresegiant with a feedback of information from
temporal cortex to hMT+ (Figure 9). Specificallgetmain effects of training irrespective of
visual coherence levels (Fig. 9C) showed a clegqwesgcing and overlapping of differential
activation in the multisensory trained group. Témporal overlapping of increased activation
in pSTS, MSTS and auditory cortex with hMT+ in &\ group showed a strikingly different
pattern compared to the sequencing observed iAWmegroup (decreased activation of pSTS
and AC). These results are consistent with thecBegeimplication of pSTS and mSTS that
were reported and the functional implication of S3s a switch enabling the flow of
information from mSTS to hMT+ - thereby enablinghat the implication of multisensory

regions in the computations of coherent motion.

In sum, we suggest that AV training favored suprdahcomputations of coherence in
multisensory regions during training (mSTS) whiemained engaged even in the absence of
multisensory stimulation for the benefit of vispabcessing (hMT+) via pSTS (Fig. 9C).
Previous studies have reported activation of hM3 the presentation of auditory (Poirier et
al., 2005) and matched audiovisual motion (Alinklet2008; Scheef et al., 2009); we thus
extend these findings by showing a selective tuningV T+ response to the presentation of
coherent visual motion after AV training. In lighit recent connectivity measures implicating
pSTS (Powers et al., 2012), our results providditeeevidence for supramodal processing
enabling reverse hierarchy of learning onto vispeific areas (Ahissar and Hochstein,
2004; Morrone, 2010; Proulx et al., 2012). Thisesubk is consistent with the view that higher
cortices may generalize learning and fine-tune dak@am selectivity notably when

considering the selectivity of vVIPFC in all thre@gps (Ahissar and Hochstein, 1997, 2004).
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5 CONCLUSIONS

Our results suggest that the temporal structurawdfisensory features can profoundly affect
the analysis of sensory information atelfactoimplicate multisensory regions. This is
consistent with several studies that have pointedaearly audiovisual interactions in
sensory processing streams notably through the ocafjular system (Frassinetti et al., 2005;
Schroeder and Foxe, 2005; Jaekl and Soto-Farad0) 20line with neuroanatomical
connectivity (Hackett et al., 2007). Importantlyroesults suggest that the seminal
spatiotemporal coincidence principle (Stein andédéh, 1993; Meredith, 2002) is not only
fundamental for supramodal processing but alsacatiin shaping up downstream neural
selectivity of classically defined sensory spec#ieas. As such, the use of sensory features
that naturally map across sensory modalities kty&iof temporal Gestalts principles provide
a first step towards understanding the represemntati multisensory invariance or supramodal
objects in the brain. Practical implications okthesearch are foreseeable for the optimization
of sensory substitution devices making use of @htross-sensory mapping in audition,

somatosensation and vision (Bach-y-Rita and Ke&€#)3; Amedi et al., 2007).
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