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A B S T R A C T

Functional MRI at ultra-high magnetic fields (≥ 7 T) provides the opportunity to probe columnar and laminar
processing in the human brain in vivo at sub-millimeter spatial scales. However, fMRI data only indirectly
reflects the neuronal laminar profile due to a bias to ascending and pial veins inherent in gradient- and spin-
echo BOLD fMRI. In addition, accurate delineation of the cortical depths is difficult, due to the relatively large
voxel sizes and lack of sufficient tissue contrast in the functional images. In conventional depth-dependent fMRI
studies, anatomical and functional data are acquired with different image read-out modules, the fMRI data are
distortion-corrected and vascular biases are accounted for by subtracting the depth-dependent activation
profiles of different stimulus conditions. In this study, using high-resolution gradient-echo fMRI data (0.7 mm
isotropic) of the human visual cortex, we propose instead, that depth-dependent functional information is best
preserved if data analysis is performed in the original functional data space. To achieve this, we acquired
anatomical images with high tissue contrast and similar distortion to the functional images using multiple
inversion-recovery time EPI, thereby eliminating the need to un-distort the fMRI data. We demonstrate higher
spatial accuracy for the cortical layer definitions of this approach as compared to the more conventional
approach using MP2RAGE anatomy. In addition, we provide theoretical arguments and empirical evidence that
vascular biases can be better accounted for using division instead of subtraction of the depth-dependent profiles.
Finally, we show that the hemodynamic response of grey matter has relatively stronger post-stimulus
undershoot than the pial vein voxels. In summary, we show that the choice of fMRI data acquisition and
processing can impact observable differences in the cortical depth profiles and present evidence that cortical
depth-dependent modulation of the BOLD signal can be resolved using gradient-echo imaging.

Introduction

Functional magnetic resonance imaging (fMRI) has typically been
utilized for localizing brain areas involved in processing cognitive and/
or sensory tasks or in resting-state activity (recent overviews, see
Uludağ et al. (2015)). The spatial resolutions of these mapping studies
are usually between 8 mm3 and 64 mm3 (i.e. 2–4 mm along each voxel
dimension). Given that the human cortex is about 3 mm thick
(Brodmann, 1909; von Economo, 1929), studying neuronal processing
within the six cellular layers of the cortex is usually not feasible at field
strengths of 3 T and below (but see Koopmans et al. (2010); Ress et al.
(2007)). With the advent of ultra-high magnetic field (UHF) human
MRI scanners, i.e., 7 T and above, early studies have achieved spatial
resolutions below 1 mm in-plane and above 1 mm slice thickness
(Pfeuffer et al., 2002; Yacoub et al., 2008) and, recently, several studies
have been published utilizing sub-millimeter isotropic voxels (De
Martino et al., 2015; De Martino et al., 2013; Fracasso et al., 2017;

Huber et al., 2016a; Kemper et al., 2015; Kok et al., 2016; Muckli et al.,
2015; Olman et al., 2012; Zimmermann et al., 2011). In the context of
cortical depth-dependent fMRI, high-resolution imaging at UHF is
crucial to reduce partial voluming of grey matter (GM) voxels with
white matter (WM) and cerebrospinal fluid (CSF) (Hoogenraad et al.,
1999; Koopmans et al., 2011; Logothetis et al., 2002; Polimeni et al.,
2010a; Ress et al., 2007; Yacoub et al., 2003), leading to a paradigm
shift in the type of neuroscientific questions that can be investigated in
vivo in humans. Recent studies have probed the columnar and laminar
organization of the cortex (Douglas and Martin, 2004), previously only
possible in animal models, by acquiring not only the anatomical but
also the functional MRI in humans at a sub-millimeter scale (e.g. De
Martino et al. (2015); De Martino et al. (2013); Fracasso et al. (2017);
Kemper et al. (2015); Kok et al. (2016); Muckli et al. (2015); Olman
et al. (2012); Zimmermann et al. (2011)). Please note, the term fMRI
will refer to blood oxygenation level-dependent (BOLD) (Ogawa et al.,
1990a; Ogawa et al., 1990b) fMRI using gradient echo, unless other
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functional contrasts, such as cerebral blood volume (CBV) (Mandeville
et al., 1998) or cerebral blood flow (CBF) (Kwong et al., 1992), are
explicitly mentioned.

In addition to the increased accessibility to UHF scanners, advances
in MRI technology such as RF-coil technology (recent overviews, see
Vaughan and Griffiths (2012) and references therein), parallel imaging
techniques (Griswold et al. (2002); Pruessmann et al. (1999) and
recent overview, Poser and Setsompop, 2017) and optimizations of
multi-modal MRI sequences (Huber et al., 2016b; Ivanov et al., 2016)
have enabled researchers to push the spatial and temporal boundaries
of fMRI. fMRI at UHF takes advantage of the substantial gain in image
and temporal signal-to-noise (SNR) (Vaughan et al., 2001), increased
microvascular BOLD signal for both gradient-echo (GE) and spin-echo
(SE) contrasts (Uludag et al., 2009) and sub-millimeter spatial resolu-
tion to better localize the hemodynamic signal in the cortex (Ugurbil
et al., 2003a). Nevertheless, both the acquisition and analysis of such
high-resolution data are still being developed and optimized to unravel
depth-dependent fMRI signals.

fMRI acquisitions probe neuronal activity indirectly via induced
vascular changes and it has been experimentally and numerically
shown that both GE and SE have contributions from surface pial and
intra-cortical ascending veins (see Uludag et al. (2009) and references
therein). A dynamic biophysical model is needed to remove the
vascular bias present in GE and SE data and successfully disentangle
the neural from the vascular contributions. Modeling efforts are
underway to address this issue in the context of depth-dependent
fMRI (Heinzle et al., 2016; Markuerkiaga et al., 2016). In the absence
of a comprehensive model-driven approach, differences in the fMRI
signal between stimulus conditions (i.e. subtraction) have been con-
sidered to faithfully represent the underlying electrophysiological
profiles (Harel et al., 2006; Kim et al., 2000; Logothetis, 2008;
Mathiesen et al., 1998; Olman et al., 2012; Ugurbil et al., 2003b).

In depth-dependent GE-fMRI, there are two main vascular biases,
a) draining of deoxygenated hemoglobin (dHb) from lower to upper
layers of the cortex via ascending veins, and b) baseline venous CBV
(V0) and relaxation parameters, such as T2

*, which can be different at
the different depths. The first bias (draining dHb) is approximately an
additive component to the local microvasculature signal (see Uludag
et al. (2009)). That is, the total BOLD signal of a given layer consists of
the local microvasculature- and the ascending veins-signals. The
second bias (combination of V0 and other layer-specific baseline
parameters) is an indicator for the layer's sensitivity for activation,
i.e. the higher the baseline CBV value, the higher is the amount of dHb
in that layer and the higher is the BOLD signal for the same neuronal
activity changes. Here, we propose to reduce the latter bias by dividing
depth-dependent signals between conditions and/or time points
(Uludag and Blinder, 2017). Below, we provide a detailed theoretical
justification of the “division” approach and provide evidence that
division, rather than subtraction, better accounts for the vascular
biases in the GE fMRI signal.

fMRI data, usually acquired with an echo-planar imaging (EPI)
read-out, is strongly affected by local variations in magnetic suscept-
ibility (e.g. at tissue-air interface) resulting in geometric distortions
(Jezzard and Clare, 1999), which are most pronounced in the phase-
encoding direction. In contrast, the anatomical data, typically acquired
with a T1-weighting using a Magnetization Prepared RApid Gradient-
Echo (MPRAGE) (Mugler and Brookeman, 1990), or with additional
quantitative T1 using a Magnetization Prepared 2 Rapid Acquisition
Gradient Echoes (MP2RAGE) (Marques et al., 2010), have compara-
tively lesser distortions. The main reason to utilize a T1 anatomy for
cortical layer definitions is because of the higher tissue contrast
between GM, WM and CSF compared to EPI-fMRI data. Therefore,
most depth-dependent BOLD fMRI studies so far have relied on the
conventional acquisition approach using a differently-distorted struc-
tural and functional datasets, such as: MEMPRAGE & EPI (Polimeni
et al., 2010a), MPRAGE & 3D-GRASE (De Martino et al., 2015;

Muckli et al., 2015; Olman et al., 2012; Zimmermann et al., 2011),
MPRAGE & EPI (Fracasso et al., 2017; Muckli et al., 2015; Nasr et al.,
2016), or MP2RAGE & EPI (Kok et al., 2016). Alternatively, depth-
dependent functional data has been acquired distortion-matched to the
MPRAGE (Koopmans et al., 2011) using a GRE 3D-FLASH readout but
at the cost of much lower fMRI temporal resolution compared to an
EPI acquisition. Therefore, similar to low spatial resolution studies, the
standard high-resolution neuroimaging dataset for depth-dependent
fMRI also consists of functional and anatomical data acquired with
different pulse sequences, encoding schemes and readouts.
Consequently, the different geometric distortions pose limitations on
achieving accurate co-registration which is critical in studies probing
the cortical micro-circuitry using high-resolution depth-dependent
fMRI. Several techniques have been developed to “distortion-correct”
the functional data, thereby, making it geometrically similar to the
anatomical reference (Jezzard (2012), and references therein).
Commonly used methods for distortion-correction (apart from non-
linear image registration) use a B0 field map-based (Jezzard and
Balaban, 1995) or opposite phase-encoded EPI image-based
(Andersson et al., 2003) unwarping of the functional data (Fritz
et al., 2014). Limitations of distortion-correction methods, such as
blurring of the signal due to smoothing, loss in effective spatial
resolution due to sub-voxel shifts (Hutton et al., 2002), reduced fidelity
of the fMRI due to incomplete recovery of spatial information in
distorted regions (Munger et al., 2000) and imperfect distortion-
correction can additionally result in registration errors with the
anatomical reference.

One of the outstanding problems for depth-dependent fMRI is the
spatially accurate anatomical definition of the cortical depths (or
laminae). For the purposes of accurate anatomical definition of
laminae, the anatomical image can be distorted either through post-
processing or by modifying the acquisition. For example, EPI, with an
identical readout as the functional data, has been described to be a
suitable method for fast T1 mapping using an inversion recovery
preparation (Clare and Jezzard, 2001; Gowland and Mansfield, 1993;
Mansfield et al., 1986; Ordidge et al., 1990; Stehling et al., 1990;
Stehling et al., 1991) for anatomical imaging at field strengths ≤ 3 T
and recently, with multiple inversion-recovery time EPI (MI-EPI) at
7 T (Renvall et al., 2016). Contrary to the conventional data acquisition
approaches, using MI-EPI can yield high tissue contrast similar to
MP2RAGE but with the advantage of being distortion-matched to the
fMRI data. Since high accuracy registration and minimal post-proces-
sing of the functional data is of paramount importance for depth-
dependent fMRI studies, a clear advantage of the MI-EPI approach is
the opportunity to forego the need to distortion-correct the fMRI data
and potentially achieve higher registration accuracy with the distor-
tion-matched anatomical reference. In addition, this approach limits
the potential blurring associated with distortion-correction and hence,
the reduction of cortical depth-specific information. Although the MI-
EPI approach offers a very promising alternative, its performance with
respect to depth-dependent fMRI analysis has not yet been quantita-
tively compared to other acquisition approaches.

The present study compares two workflows for analyzing depth-
dependent fMRI data, namely, the MI-EPI workflow (analysis in native
EPI space i.e. with GE-EPI fMRI and MI-EPI T1 data) to the
Conventional workflow (analysis in anatomical space i.e. with distor-
tion-corrected GE-EPI fMRI and MP2RAGE data) for sub-millimeter
depth-dependent fMRI at 7 T. We present a processing workflow for
depth-dependent analysis of GE-EPI functional data using distortion-
matched anatomy acquired with MI-EPI and demonstrate that the MI-
EPI T1 can be used to accurately define cortical depths in the native EPI
space.

In this study, we also propose that the depth-dependent specificity
of the GE signal can be improved by normalizing the spatial profile of
contrasting stimulus conditions with each other or considering the
transients of the hemodynamic response, such as the ratio of the post-
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stimulus undershoot to the positive BOLD signal (Zhao et al., 2007).
Although the GE-fMRI signal is limited in its spatial specificity (De
Martino et al., 2013; Goense and Logothetis, 2006; Norris, 2012;
Uludag et al., 2009; Zhao et al., 2006) due to an inherent bias to
draining veins both intra-cortically and on the pial surface, it remains a
popular approach to acquire functional data in depth-dependent
studies (Fracasso et al., 2017; Kok et al., 2016; Muckli et al., 2015;
Nasr et al., 2016; Polimeni et al., 2010a). Since the GE signal change is
expected to be the largest along the pial surface and around large veins,
we also investigated the dynamics of the event-related average time-
course from CSF and venous voxels. Lastly, given the mesoscopic scale
of the cortical circuitry being probed using depth-dependent fMRI, we
investigated how the size of the region-of-interest (ROI) affects the
sampled depth-dependent GE-EPI signal. In short, this study presents
the current state-of-the-art in acquisition and practical considerations
for the analysis of high-resolution depth-dependent BOLD fMRI data
at ultra-high magnetic fields.

Methods

Five healthy subjects (two females, median age 28 years) with
normal or corrected-to-normal vision participated in this study.
Written informed consent was obtained and subjects were duly
compensated for their participation. The procedures were conducted
with prior approval from the Ethical Committee of the Faculty of
Psychology and Neuroscience at Maastricht University.

Experimental paradigm

Each run consisted of either static or flickering checkerboards as
stimuli, interspersed with isoluminant grey screen as resting condition.
The experimental runs alternated between static and flickering stimuli.
The static (Michelson contrast 1) and flickering (~8 Hz, Michelson
contrast 1/3) checkerboard hemi-annuli (see Supplementary Material
Fig. 1) were designed based on an earlier study (Sadaghiani et al.,
2009) to induce the same positive BOLD (PB) signal amplitude but
eliciting a larger post-stimulus undershoot (PSU) for the flickering
compared to the static stimulus (Mullinger et al., 2013). The stimuli
were created and presented to the left visual hemi-field using PsychoPy
(Peirce, 2007) in a block design for 20 s followed by 40 s of rest, with
each of the six runs consisting of ten blocks of stimulus and rest. The
initial baseline resting duration was 40 s, resulting in a total duration of
640 s for each run. During the scans, subjects were asked to remain
motionless and fixate on a central white fixation cross.

Data acquisition

All data were acquired on a whole-body Magnetom 7 T research
scanner (Siemens Medical Solutions, Erlangen, Germany) using a 32-
channel phased-array head coil (Nova Medical, Wilmington, MA, USA).
Sequence parameters, described below, were optimized in pilot experi-
ments.

Anatomical data

MP2RAGE:. Whole-brain quantitative T1 images were obtained at 0.7
mm isotropic resolution using a 3D-MP2RAGE sequence (Marques
et al., 2010) (240 sagittal slices; GRAPPA=3; partial Fourier=6/8; Ref.
PE lines =24; TR=5000 ms; TI1/TI2=900/2750 ms; α1/α2=5° /3°;
phase encoding=anterior-posterior) and was followed by a whole-brain
B1

+ map using an Sa2RAGE sequence (Eggenschwiler et al., 2012;
Marques and Gruetter, 2013) (TR=2400 ms; TI1/TI2=58/1800 ms; α1/
α2=4°/10°).

MI-EPI:. To obtain a T1-anatomy identically distorted as the
functional images (see below), an MI-EPI dataset was acquired at 0.7
mm isotropic (60 oblique coronal slices; GRAPPA=3; partial
Fourier=6/8; matrix=214×214; fat saturation; BW=1016 Hz/px; Ref.
lines PE=63; phase encoding=right-left). 30 inversion times (TI) were
acquired with EPI readouts (TI1=175 ms; slice scan time=81.75 ms;
Excitation flip angle=73°; echo spacing=1.09 ms; EPI factor=214;
TE=29 ms; TR=5107.2 ms; series order=ascending) following a 15
ms tr-FOCI inversion pulse optimized for an inversion thickness of 200
mm and the pulse-specific parameters were 3.32 0.30 0.64 0.27 0.59
0.00 1.00 7.71 3.90 0.25 0.40 (see Table 1, Pulse 4, Hurley et al.
(2010)). The slice ordering was changed every TR (Clare and Jezzard,
2001) by permuting a slab of slices (in our case, slab-size of 2) so that
the slices have different inversion times than in the previous TR
(Renvall et al., 2016). Therefore, each run lasted 154 s consisting of
thirty volumes (one for each inversion time, see Supplementary
Material Fig. 2) and ten repetitions were acquired. An optimized
{3*2} GRAPPA kernel (Ivanov et al., 2016) was used to reconstruct
the images at all TIs. The reference lines were acquired without
inversion preparation using FLEET (Polimeni et al., 2016).

Functional data
BOLD fMRI datasets were acquired for each subject at 0.7 mm

isotropic resolution (52 oblique coronal slices; GRAPPA=3; Flip
angle=16°; partial Fourier 6/8; TR=2940 ms; TE=26 ms; phase
encoding=right-left) using 3D GE-EPI (Poser et al., 2010). Ten
opposite phase-encoded volumes, with otherwise identical imaging
parameters, were acquired after each run to allow for distortion-
correction.

Data processing and analysis

The processing of the anatomical and functional data was per-
formed using two distinct pipelines, namely, the Conventional and MI-
EPI workflows, as illustrated in Fig. 1.

Anatomical data

Conventional workflow:. T1-values and GM-WM contrast derived
using the MP2RAGE sequence can be affected by B1

+ transmit
inhomogeneities (Marques and Gruetter, 2013). Therefore, the

Fig. 1. Data processing and analysis steps in the Conventional workflow (left) and MI-
EPI workflow (right). Details, please see text.
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quantitative T1 image of the MP2RAGE was corrected using the
Sa2RAGE data (Fig. 2a) and the corrected T1 map was computed in
MATLAB (Haast et al., 2016). The whole-brain MP2RAGE was cropped
to a field-of-view (FOV) comparable to that of the functional data using
the FSL (Smith et al., 2004) function fslroi and reoriented (from
sagittal) to correspond with the functional data (coronal) using
fslswapdim. The cropping is important as only the anatomical slices
relevant for the functional data analysis are considered in the cost-
function and the prior reorientation of the MP2RAGE to reduce large
rotations during co-registration.

MI-EPI workflow:. Ten repetitions of each inversion time of the MI-
EPI were averaged and a quantitative T1 map (Fig. 2b) was computed
offline in MATLAB (MathWorks, USA). The non-linear least squares
fitting algorithm based on an adapted version of the three-parameter
inversion-recovery model (see Eq. 4, Stikov et al. (2015)), which did
not require the exact knowledge of the voxel-specific flip angles, was
used to compute the quantitative T1 values.

Segmentation:. Initial segmentation was done on the co-registered T1

maps, independently for both the MI-EPI and MP2RAGE data using

SPM12 (Ashburner, 2007; Ashburner and Friston, 2005). The tissue
probability maps for GM, WM and CSF were then thresholded ( > 0.5)
and binarized into tissue-specific masks. The accuracy of the
segmented GM ribbon across all slices in the ROI is very critical for
the depth-dependent analysis. Therefore, the tissue-masks were
manually corrected using ITK-SNAP v3.4.0 (Yushkevich et al., 2006),
in regions where the automatic segmentation was not accurately
following the cortical ribbon (e.g., a missing voxel in an otherwise
contiguous patch of GM), to obtain an optimum delineation of the GM.

Co-registration analysis:. To evaluate the co-registration discrepancy
between the Conventional and MI-EPI workflows, we investigated the
case where the MP2RAGE is geometrically distorted to closely match
the functional data. If distortion-correction were to be optimal in
undistorting the functional data into anatomical (MP2RAGE) space,
the inverse transformed MP2RAGE using the same voxel displacement
estimates should also accurately conform to the native (distorted) EPI
space. By sampling from the native EPI data, any discrepancies
observed from this approach will most likely reflect errors in
registration. The TOPUP voxel shift estimated from the functional
data was applied in the opposite direction using FSL's applytopup to
the MP2RAGE T1 and its GM mask obtained from its automatic
segmentation, thereby distorting them similarly to the mean EPI.

Fig. 2. Four coronal slices from the quantitative T1 maps obtained using a) Sa2RAGE-corrected MP2RAGE and b) MI-EPI, from a single participant. (Note: The dark CSF voxels in the
MP2RAGE are an artefact of the B1

+-correction.).

Fig. 3. (a) Skull-stripped mean EPI, (b) overlapping voxels from the MI-EPI and distorted-MP2RAGE GMmasks (in green) (c) non-overlapping voxels from the distorted-MP2RAGE (in
red) and (d) non-overlapping voxels from the MI-EPI GM masks (in blue) overlaid on the mean EPI, (e) zoomed view of the yellow square on (c) and (d) illustrating the disagreement
between WM-GM boundaries of the distorted-MP2RAGE (in red) and the MI-EPI (in blue). Group probability density histograms of the mean EPI signal distribution underlying the GM
mask and the non-overlapping voxels from the distorted-MP2RAGE and MI-EPI in (f) a medial ROI and (g) a lateral ROI. Dotted lines indicate the mean of the distribution in the
respective color code.
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From the MI-EPI, distorted-MP2RAGE images and their segmentation
masks, voxels were classified as either overlapping or non-overlapping
voxels. An intersection operation of the MI-EPI and distorted-
MP2RAGE segmentation masks was first carried out to identify the
overlapping GM voxels (Fig. 3b). An exclusive disjunction operation
between the overlapping GM mask and the distorted-MP2RAGE GM
segmentation was calculated to identify the non-overlapping distorted-
MP2RAGE GM voxels (Fig. 3c), i.e., voxels that are exclusively GM in
the distorted-MP2RAGE mask and not in the MI-EPI mask. The same
approach was used to identify the non-overlapping MI-EPI GM voxels
(Fig. 3d). Probability density histograms of the mean 3D-EPI signal
across the non-overlapping voxels underneath the GM masks were
computed for the MI-EPI and the distorted-MP2RAGE in a medial
occipital ROI (Fig. 3f, approximately V1) and in a lateral occipital ROI
(Fig. 3g, approximately V2/V3) which exhibited different extent of
distortions along the phase-encoding direction. It is important to note
that this step was solely performed to quantify the quality of the co-
registration and was not further used to analyze the functional data in
either of the two workflows.

Functional data
The functional runs were motion-corrected using SPM12 (http://

www.fil.ion.ucl.ac.uk/spm/) and no spatial smoothing was applied.
Following this, the functional datasets were analyzed in two
independent workflows based on whether distortion-correction was
applied (Conventional workflow) or not (MI-EPI workflow). All
functional datasets were high-pass filtered in FSL (https://fsl.fmrib.
ox.ac.uk/fsl/) using a Gaussian-weighted least-squares fitting (σ =
60 s). Statistical analysis of the time-series was carried out in FSL using
FEAT v6.0 (FMRI Expert Analysis Tool) using FILM with local
autocorrelation correction (Woolrich et al., 2001). The time-series
GLM model included a double gamma HRF with temporal derivatives
and motion parameters as nuisance regressors. The within-subject
higher-level analysis was carried out using a fixed effects model by
forcing the random effects variance to zero in FLAME (FMRIB's Local
Analysis of Mixed Effects) (Beckmann et al., 2003; Woolrich et al.,
2004). The z-scores were computed in each workflow separately for
static and flicker conditions without spatial smoothing.

Conventional workflow:. The functional runs were distortion-
corrected with opposite phase-encoding images using a custom
configuration file that was optimized for high-resolution data with
TOPUP (Andersson et al., 2003) as implemented in FSL (Smith et al.,
2004). The T1 image from the MP2RAGE was then co-registered to the
mean distortion-corrected functional image using SPM12. The
statistical analysis in FSL FEAT for this workflow was carried out on
the distortion-corrected functional datasets.

MI-EPI workflow:. The anatomical T1 map computed from the MI-
EPI was co-registered to the mean functional image using SPM12
(Ashburner, 2007). Note that, in contrast to several high-resolution
fMRI studies (e.g. Muckli et al. (2015); Olman et al. (2012); Polimeni
et al. (2010a); Siero et al. (2015); Zimmermann et al. (2011)), we co-
register the anatomical image to the functional data (e.g. Koopmans
et al., 2011) to minimize smoothing and interpolation of the functional
data.

Regions-of-interest:. The large values in the statistical maps are
usually due to draining veins near the activated region (Gati et al.,
1997; Haacke et al., 1994). These voxels were excluded from the
analysis by thresholding the z-scores from the second-level FEAT
analysis for each condition between 50% and 90% of the maximum

z-score. This was done because the highest z-statistic values are very
likely to arise from large signal amplitude in the pial vessels (Polimeni
et al., 2010a) or voxels with high contribution of ascending veins and,
thereby, the procedure improved the spatial specificity of the activation
clusters by removing remaining vein-dominated voxels. An intersection
of these thresholded z-maps from the flicker and static conditions was
used to obtain clusters of voxels that were activated in both stimulus
conditions. The two largest contiguous clusters were selected per
subject yielding a total of ten ROIs in each analysis workflow. The
statistical activation clusters were masked with the segmented GM
ribbon from the anatomical data.

Cortical depth analysis

Cortical-depth definition:. The manually-corrected ROI segmentations
from ITK-SNAP were exported as 3D surfaces for GM, WM and CSF.
For each ROI, the three tissue surfaces were imported into MATLAB
and were used to define the GM-CSF and WM-GM boundaries at five
times the resolution of the acquired data. Ten depth-dependent
surfaces were created including the GM-CSF and WM-GM
boundaries using the equivolume principle (Leprince et al., 2015;
Waehnert et al., 2014), thereby resulting in nine cortical depths in GM.
Since a voxel in the acquired spatial resolution can lie across several
cortical depths, the high-resolution equivolume depth surfaces
generated were used to compute a three-dimensional partial-volume
matrix of depth-dependence for every voxel's signal in the resampled
ROI.

Cortical-depth sampling:. The voxels from the functional data for all
ROIs were resampled using nearest-neighbor interpolation to five
times the acquired resolution and assigned to the different depths in
a winner-takes-it-all approach using the depth-dependent partial-
volume matrix i.e., voxels with the highest weighting to a specific
depth in the depth-dependent partial-volume matrix are assigned to
that particular depth and the signal time-courses were then averaged
separately for each cortical depth.

Cortical-depth profile calculation:. To examine the different
components of the event-related time-courses, we computed the
cortical-depth profiles by averaging the signal amplitudes between 6–
18 s following the stimulus onset, i.e. PB signal, and 27–39 s, i.e. PSU,
for each depth.

Cortical-depth profile normalization:. The two main vascular biases in
GE fMRI, a) draining of dHb from lower to upper layers of the cortex
via ascending veins and b) baseline CBV and relaxation parameters
such as T2

* can be different at different depths. To examine if the
depth-dependent neuronal specificity of the signal can be recovered
from the data, we used a normalization approach. Normalization of
depth-dependent profiles have been proposed previously in the context
of resting-state fMRI (Guidi et al., 2016b; Polimeni et al., 2010c) using
BOLD fluctuation power to probe connectivity across areas and with
induced hypercapnia (Guidi et al., 2016a). These normalization
approaches are motivated by the fact that the baseline parameters,
such as venous CBV (V0), are assumed to be multiplicative for BOLD
sensitivity and conforms to the single-vascular-compartment BOLD
signal models (e.g. in Buxton et al. (2004), Davis et al. (1998)). Thus,
under this assumption, the V0 bias can be accounted for by the division
of depth-dependent signal amplitudes elicited for the two different
stimuli or across time-points. We can describe this by formulating the
BOLD signal change, S∆ , as a product of two functions,
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S f V E T TE g V dHb∆ = ( , , *, , …)∙ (∆ , ∆ )0 0 2

The term f V E T TE( , , *, , …)0 0 2 is a function of the baseline physiolo-
gical and physical parameters influencing the BOLD signal, i.e. baseline
blood volume, V0, baseline oxygen extraction fraction, E0, baseline
transverse relaxation time constant in GE measurements, T*,2 and echo-
time, TE. The term g( V dHb∆ , ∆ ) is a function of the change in
physiological parameters due to activation, i.e. changes in CBV, ΔV,
and changes in dHb, ΔdHb. In the context of depth-dependent studies,
g( V dHb∆ , ∆ ) consists approximately of two additive components
stemming from local microvasculature and the draining ascending
veins (Uludag et al., 2009). Both the Davis (Davis et al., 1998) and
Buxton (Buxton et al., 2004) models can be formalized in this way. This
is a one vascular-compartment model, which is well justified for the
strong venous weighting of the GE fMRI signal (Uludag et al., 2009).

For a given cortical depth, L f V E T TE= ( , , *, , …)0 0 2 is constant.
Typically, for low- and high-resolution fMRI studies, two stimulus

conditions are contrasted by a subtraction operation, resulting in:

S S L g g∆ − ∆ = ∙( − )Flicker Static Flicker Static

Note that the difference of the signal changes is still dependent on
L. Since L is not independently measured, the depth-dependent profile
of the difference between conditions is weighted by the baseline
physiology and relaxation parameters of the different layers.

For a given cortical depth, L is constant for the two stimulus
conditions and/or time points. Therefore, a division (rather than a
subtraction) can eliminate the effect of L and would be the more
appropriate way to account for the baseline CBV:

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟S

S
g
g

∆
∆

=Flicker

Static

Flicker

Static

Thus, calibrating the BOLD signal to another condition or time
point (or baseline fluctuations (Guidi et al., 2016b; Polimeni et al.,
2010c)) effectively removes the bias stemming from baseline physio-
logical and physical parameters. For the case that neuronal profiles of
two stimuli or time points are just scaled versions of each other (i.e.
g sc g= ∙Flicker Static) and assuming that the function g is linear for a range
of changes in CBV and dHb (which is justified for the signal range in
the tissue).

That is, if two stimuli or time points evoke the same depth-
dependent neuronal profile with some scaling factor, sc, then the
division approach yields a constant value for all layers. In other words,
a deviation from a constant profile after division is an indicator of
depth-dependent differences neuronal activity. For example, if the
division approach yields a depth-dependent profile with constant
values up to a specific layer, then the neuronal activities for all layers
below this layer are similarly scaled when comparing both conditions/
time points. Therefore, the division approach can, on the one hand, be
used to remove baseline parameter biases and on the other hand, be
utilized as a tool to explore and characterize the cortical depth profiles
by taking the ratio of the depth-dependent profiles between the two
stimulus conditions (in this case, Flicker/Static) or between two
different portions of the time-course (in this case, PSU/PB) (Kashyap
et al., 2016; Siero et al., 2015). Note that this approach yields, in our
study (see below), results comparable to animal studies: it has been
shown (Yacoub et al., 2006; Zhao et al., 2007) that the PSU is better
spatially localized in GM relative to the PB response.

Venous and CSF time-courses:. In low resolution fMRI studies, the
most dominant source of the fMRI signal contrast stems from cortical
surface veins located in the CSF. In order to study differences of the
time-courses, the CSF and dominantly venous voxels were manually
selected for all ROIs. The venous voxels were manually identified as
those voxels, which have both low tSNR and low signal, thus, appearing
dark (Menon et al., 1993; Ogawa et al., 1993) in the mean EPI image
(see Supplementary Material Fig. 3). CSF voxels were selected from the

tissue class segmentation of the T1 map for every ROI. Since venous
voxels can be contaminated by CSF, the CSF voxels were selected as a
subset of the CSF segmentation mask that does not overlap with the
venous voxels. Event-related average time-courses were calculated
from these venous and CSF voxels and compared with the mid-GM
time-course from the depth-dependent analysis. To better visualize the
differences, the three time-courses were normalized to the time-point
corresponding to the end of the stimulus.

Relative ROI size analysis:. The size of the ROI and therefore, the
number of voxels averaged is usually determined by the activation map
in the region. Averaging depth-dependent signals across all the
activated voxels in a relatively large ROI may affect the magnitude of
the effect that one observes and this magnitude may differ between the
two workflows. Note that, for studies probing higher-order cognitive
processing, the activation ROI is usually much smaller in size than for
the checkerboard stimuli utilized in this study. Therefore, the
dependency of the size of the ROI on the magnitude of the
differences between the two workflows was explored. The size of an
ROI was calculated as the tangential distance along the GM for every
slice at every cortical depth. The center or seed for the ROI was
determined by the voxel showing the largest condition difference in GM
after computing a contrast between flicker and static. Note that this
does not imply largest differences between the workflows. This analysis
was also repeated using randomly selected seed voxels in a ROI (see
Supplementary Material Fig. 5).

Ten percent of the total length of the ROI (~60 voxels on average)
was taken as the minimum ROI size to have enough number of voxels
to obtain sufficient SNR. This ROI was grown tangentially in both
directions by five percent on each side to obtain the next ROI, i.e.
twenty percent total length. The GM ROI was thus grown tangentially
in increments of ten percent till ninety percent of the total length was
reached. In the case, wherein the edge of the ROI was reached in one
direction, the ROI was grown by ten percent only in the other direction.
Five percent on either end of the ROI was not included in this analysis
to avoid any edge errors of the segmented ROI. The z-statistic maps
were thresholded using z > 2.3 and a corrected cluster significance
threshold of p=0.05, which is the default option in FSL FEAT. This
threshold was considerably more liberal than the one used as the
activation mask in the depth-dependent analyses and yielded larger
number of voxels per ROI, allowing us to grow the ROIs within a
relatively larger patch of cortex while still within the activation mask.
The cortical-depth profiles for the PB signal were calculated for each
relative ROI size in both workflows. We calculated the magnitude of the
depth-dependent signal differences between the workflows (MI-EPI
minus Conventional) for the two stimulus conditions across different
ROI sizes. The magnitude of the depth-dependent signal differences
was then summed across depths and averaged across subjects to obtain
the total difference in signal for every ROI size. Contrary to computing
differences from the mean signal in the ROI, this approach provides a
measure of the cortical depth-dependent differences.

Results

Anatomical data

Quantitative T1 comparison
Four coronal slices from the Sa2RAGE-corrected MP2RAGE T1

map (Fig. 2a) on a representative subject is shown next to the
corresponding MI-EPI T1 map (Fig. 2b) to illustrate the quality of
both anatomical datasets. The GM and WM quantitative T1 estimates
in the occipital lobe for all subjects are listed in Table 1. The average T1

estimate was calculated across four out of five subjects in whom
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Sa2RAGE was acquired. The WM and GM T1 estimates were shorter in
MI-EPI when compared to the MP2RAGE (mean difference 0.215 ±
0.078 s, p=0.012 and 0.202 ± 0.157 s, p=0.082, respectively). All p-
values reported are adjusted for multiple comparisons using
Bonferroni correction.

Co-registration analysis
In Fig. 3f, we show the probability density histogram for all voxels

within the MI-EPI and the distorted-MP2RAGE GM masks in the
medial ROI, indicating the mean EPI signal values of 196.30 ± 10.59
and 194.706 ± 9.88, respectively. For the lateral ROI (Fig. 3g), the
mean EPI signals of all GM voxels in MI-EPI and distorted-MP2RAGE
maps were 223.85 ± 19.97 and 221.55 ± 22.64, respectively. In both
the medial and lateral ROIs, the mean signal from the non-overlapping
voxels of the distorted-MP2RAGE was significantly lower compared to
the mean GM EPI signal (mean difference for medial ROI: 26.42 ±
5.32, p < 0.001, and for lateral ROI: 44.87 ± 9.9, p=0.001). However,
no significant difference between the mean values for the non-over-
lapping voxels was found for MI-EPI, indicating higher accuracy of the
registration as compared to the MP2RAGE workflow. There was no
statistically significant difference (t(8)=1.424, p=0.1922) in the num-
ber of GM voxels across subjects between the MI-EPI (16,090 ± 844
voxels) and the distorted-MP2RAGE (14,499 ± 731 voxels) ROIs used
in this analysis.

Functional data

For illustrative purposes, the activation map from a single subject
for the flicker condition from the MI-EPI workflow is shown in Fig. 4.
The static condition also activated the same spatial subset of voxels as
the flicker condition. An intersection of the thresholded z-statistic maps
of flicker and static conditions in the ROIs was used for the subsequent
depth-dependent analyses yielding an average of 160 ± 19 g voxels (in
the acquired resolution) per ROI. Robust activation clusters were
detected in both ROIs and stimulus conditions for all subjects.

Cortical depth-dependent analysis
Event-related average time-courses computed for both stimulus

conditions in the two workflows are shown in Fig. 5. The dynamic
range of the signal amplitude of depth-dependent response time-
courses is higher in the MI-EPI workflow (Fig. 5b) compared to the
Conventional workflow (Fig. 5a) for both conditions. The flicker
condition elicited a much stronger PSU than the static condition and
is visible in both workflows. In both workflows, the cortical-depth
profiles for the PB signal (Fig. 5c, left) show a signal increase towards
the more superficial cortical-depths (towards the GM-CSF boundary) in
both stimulus conditions, typical for GE fMRI acquisitions. The PB
profile from the MI-EPI workflow differs significantly from the
Conventional workflow in the two uppermost cortical-depths in both
stimulus conditions (flicker: F(1,81)=4.946, p=0.0289, mean difference

Table 1
Quantitative T1 values of grey and white matter estimated with MP2RAGE and MI-EPI
for all subjects. Note that T1 average was computed from Subjects 1–4 because the
Sa2RAGE could not be acquired in Subject 5.

Subject Grey matter T1 (in s) White matter T1 (in s)

MP2RAGE IR-EPI MP2RAGE IR-EPI

1 1.79 ± 0.27 1.37 ± 0.19 1.26 ± 0.11 0.94 ± 0.13
2 1.62 ± 0.15 1.56 ± 0.25 1.19 ± 0.09 1.04 ± 0.14
3 1.64 ± 0.25 1.52 ± 0.31 1.16 ± 0.09 0.93 ± 0.19
4 1.60 ± 0.21 1.39 ± 0.24 1.12 ± 0.07 0.96 ± 0.14
5 1.90 ± 0.19 1.46 ± 0.23 1.32 ± 0.11 0.98 ± 0.15
Average 1.66 ±0.22 1.46 ±0.25 1.18 ±0.09 0.97 ±0.15

Fig. 4. Activation map of a single subject for the flickering stimulus overlaid on four
slices of the mean EPI from the MI-EPI workflow.

Fig. 5. Cortical depth-dependent time-courses (five out of nine GM depths shown) for
the two stimulus conditions in the (a) Conventional and (b) MI-EPI workflows,
respectively (horizontal black bar indicates stimulus duration). Cortical depth profiles
for both conditions in two workflows for (c, left) PB and (c, right) PSU. Error bars
indicate SEM. Depths 1 to 9 indicate GM depths between the CSF and the WM
boundaries.
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at Depth 1=3.746%BOLD, p=0.0038, mean difference at Depth
2=3.108%BOLD, p=0.0279; static: F(1,81)=7.458, p=0.0077, mean
difference at Depth 1=3.494%BOLD, p=0.0002). In the case of the
PSU for the flicker condition (Fig. 5c, right), a trend similar to the PB
signal is observed with significant differences between workflows being
at the most superficial depths (F(1,81)=11.98, p=0.0009, mean differ-
ence at Depth 1=−0.9436%BOLD, p=0.0122). In the static condition,
however, the differences in the PSU between the two workflows was
most significant at the two cortical depths immediately below the most
superficial one (F(1,81)=5.205, p=0.0251, mean difference at Depth
2=−0.5899%BOLD, p=0.0074).

GM, vein and CSF time-courses
Fig. 6 shows the time-courses for mid-GM, venous and CSF voxels

for both stimulus conditions. The differences in the BOLD times-to-
peak are not statistically significant (F(2,27)=1.663, p=0.208). We found
a statistically significant difference in the magnitude of PSU between
the three time-courses (F(1.02,6.117) = 10.29, p = 0.017), with a stronger
undershoot in the mid-GM compared to the CSF (mean differ-
ence=−0.2174 ± 0.0851%BOLD, p=0.129) and a significantly stronger
mid-GM undershoot compared to the pial veins (mean differ-
ence=−0.3504 ± 0.1028%BOLD, p=0.043). Similar time-course char-
acteristics are present also during the static condition, albeit with a
much smaller undershoot response.

Relative ROI size analysis
Fig. 7 illustrates the effect of increasing ROI size on the sum of the

absolute depth-dependent differences of the PB signal between the MI-
EPI workflow and the Conventional workflow for the two stimulus
conditions. In the results presented above, the average ROI size used
was about 26% with respect to the scale shown in Fig. 7 (~160 voxels).
A decrease in the total difference between the two workflows is
observed with increasing ROI size for both stimulus conditions
(Fig. 7). Despite averaging over the largest ROI size, there is still a
4.52% BOLD (flicker) and 3.16% BOLD (static) difference between the
two workflows, which is about 13.57% and 10.68% (flicker and static,
respectively) of the total depth-dependent PB signal in the ROI.

Cortical-depth profile normalization
Due to the fact that the strong differences can be driven by division

of small BOLD signal changes in the deepest layers, we restricted our
ANOVA analysis to compare seven of the nine cortical depths, not
including the two GM depths near the WM boundary. In the first
normalization (see Fig. 8a), the ratio of the PB depth profiles of the
flicker relative to the static response in the Conventional workflow does
not reveal any significant depth-specific modulation (F(6,63)=0.208,

p=0.97). However, in the MI-EPI workflow, we observe that the PB is
proportionally larger in amplitude in the flicker compared to the static
condition towards the pial surface and this effect reverses with
increasing depth (F(6,63)=2.154, p=0.059). The ratio of depth profiles
from different portions of the hemodynamic response, i.e. PSU to the
PB (see Fig. 8b), shows no significant differences between MI-EPI and
Conventional workflows for the static condition. However, the two
workflows exhibit contrasting behavior for the flicker condition. In the
MI-EPI workflow, the PSU increases proportionally to the PB signal
with increasing depth. The Conventional workflow shows the opposite
pattern.

Discussion

In the present study, we compared the implications of the data
acquisition strategy on the subsequent processing and analysis of
depth-dependent fMRI data (Fig. 1) and, additionally, presented an
approach to reduce vascular bias in GE BOLD fMRI.

Anatomical data

The conventional data acquisition strategy involves differently-
distorted anatomical and functional data (in this case, MP2RAGE &
GE-EPI). We propose acquiring high-resolution anatomical data using
MI-EPI instead. This approach has the advantage of being distortion-
matched to the functional data. As a side result, the present study was
well-placed to compare the T1 values over the occipital cortex (see
Table 1). We observed shorter tissue T1 estimates with the MI-EPI than
with the Sa2RAGE-corrected MP2RAGE. This could be, on the one
hand, due to magnetization transfer (MT) effects from the fat satura-
tion pulse used in MI-EPI, but not in the MP2RAGE (van Gelderen
et al., 2016). In addition to MT-effects, imperfections in the excitation
slice profiles could also cause partial saturation of the consecutive slice
and, therefore, a potential bias in the T1 estimates. On the other hand,
the estimation of T1 in MP2RAGE on just two inversion times may be
prone to estimation errors. Clearly, more work has to be done to
determine the most reliable approach for quantitative T1 estimation,
which, however, is beyond the scope of the current study. Although
quantitative T1 determination may be a concern for myelin mapping
studies, for the purposes of yielding sufficiently high tissue contrast for
segmentation and cortical depth definition, the MI-EPI T1 map is
comparable to the Sa2RAGE-corrected MP2RAGE T1 map (Fig. 2).
Recently, MI-EPI has been shown to be of sufficient quality to perform
automated whole-brain segmentation and surface-based analysis
(Renvall et al., 2016). Lastly, the GRAPPA kernel used to reconstruct
the multiple TI contrasts can introduce mild ghosting, therefore, the

Fig. 7. The sum of absolute depth-dependent differences in BOLD signal between the
workflows (MI-EPI minus Conventional) is shown with respect to increasing ROI size for
the two stimulus conditions. Error bars indicate sum of squared errors.

Fig. 6. Normalized event-related time-courses from voxels in the CSF and veins in the
ROIs compared to the mid-GM time-course for the flicker (left) and static (right)
conditions from the MI-EPI workflow. Error bars indicate SEM.
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reconstruction must be optimized (as in the present study) and each
MI-EPI dataset must be carefully examined for the presence of such
artefacts around the ROI.

Co-registration quality
The conventional acquisition strategy, utilized in low-resolution

fMRI studies in particular, requires distortion-correcting the functional
data using post-processing tools such as FSL TOPUP (Andersson et al.,
2003), a preferred approach owing to some of the practical difficulties
of the fieldmap-based distortion-correction (Andersson et al., 2001;
Zeng and Constable, 2002). In distortion-correction approaches, the
increased sensitivity to field inhomogeneities and sub-voxel subject
motion limit the accuracy of estimating and correcting geometric
distortions. Therefore, suboptimal distortion-correction can result in
co-registration errors between the functional and anatomical data. We
demonstrate the use of a histogram-based approach to quantify
registration quality between anatomical and functional data. By
distorting the MP2RAGE to the EPI space, we could quantitatively
compare the registration of the mean EPI image with the MI-EPI T1

and the distorted-MP2RAGE. Note that we registered only partial FOV
centered on the ROIs. Full FOV registration is not advised in high-
resolution fMRI studies as the cost function used by the registration
algorithm takes irrelevant ROIs into account and thereby, increase
registration errors on the relevant ROIs. The non-overlapping voxels
were of interest in this analysis because they exclusively fall under the
distorted-MP2RAGE or the MI-EPI GM mask (Fig. 3a-d).

The probability density histograms in the distorted-MP2RAGE
shows that the non-overlapping voxels have significantly lower inten-
sity than the mean GM signal. As we calculated the histograms from the
same data (mean EPI in the native space), blurring due to sequence
differences does not play a major role but rather the differences in the
histograms indicate differences in the GM definition. Therefore, the
shift of the peak (dashed lines) to the left (more WM contamination,
lower signal) is an indicator of misregistration. In the MI-EPI work-
flow, the histogram of the non-overlapping and overlapping voxels
from the GM mask are not significantly different indicating smaller
degree of sampling CSF/WM signal and thus, demonstrates a high
accuracy of registration. The effects of partial voluming with WM and
CSF are region-dependent, the higher the underlying distortions are,
the more likely it is that the GM fMRI signals are contaminated with
those of WM and CSF, as illustrated in Fig. 3g.

Functional data

We successfully replicated an earlier study (Sadaghiani et al., 2009)
at 7 T using similarly designed stimuli and show that it is consistent
across both workflows. The goal of the stimulus was to evoke robust
activation with sufficient SNR at this sub-millimeter spatial resolution
and not to preferentially activate a certain visual area. The functional
ROI clusters for all subjects were approximately located in V1 and V2,
and the stimulus-evoked responses show robust depth-dependent
behavior. However, as the goal of this study was to compare different
processing and acquisition approaches for depth-dependent fMRI, the
conclusions of this study are independent of the exact location of the
activation.

The EPI readout was kept as short as possible to achieve our target
resolution and coverage. Here, it was on the order of twice the grey
matter's T2

* through the use of in-plane acceleration. It is important to
keep in mind that longer readout trains may result in increased T2

*

blurring (Goense and Logothetis, 2006; Huber et al., 2015b), which
may affect the depth-dependent signal of interest. Both conventional
and MI-EPI workflows resulted in robust activation maps for both
stimulus conditions. The activation clusters were similarly spatially
localized in both workflows. In contrast to most low- and high-
resolution fMRI studies, we co-register the anatomy to the mean
functional image to minimize the post-processing and transformations
done to the depth-dependent functional data. That is, this approach
may already reduce smoothing associated with both the distortion-
correction and subsequent registration of the functional data.

Cortical depth-dependent analysis
The cortical depth profiles exhibit signal increases towards the

uppermost depths, typical for GE-EPI shown previously (De Martino
et al., 2013; Goense and Logothetis, 2006; Harel et al., 2006; Polimeni
et al., 2010a; Uludag and Blinder, 2017; Zhao et al., 2006). A similar
trend was observed for the depth profiles of the PSU (Puckett et al.,
2016; Siero et al., 2015; Uludag and Blinder, 2017). The dynamic range
of the depth-dependent responses is lower in the Conventional work-
flow compared to the MI-EPI workflow (Fig. 5a, b). In addition, the
Conventional approach also results in a higher BOLD signal being
observed in the lower cortical depths. The cortical depth profiles exhibit
the differences between the two workflows in a more pronounced
manner (Fig. 5c). For the PB response, significant differences between
the workflows were found in the upper cortical depths (close to the CSF
boundary) and, given that changes in neural activity induced via feed-
back are assumed to differ mostly in the upper laminae (Muckli et al.,

Fig. 8. a) Ratio of the depth-dependent PB profiles of the two stimulus conditions (flicker to static) from the MI-EPI and Conventional workflows and b) the ratio of different time-
segments (PSU to PB) for the two workflows and stimulus conditions.
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2015), choosing the right acquisition and analysis approaches are
crucial for studying cognitive processes within the cortical laminae. Our
findings indicate that post-processing steps, such as distortion-correc-
tion, can indeed affect the depth-dependent signal of interest.
Registration errors can, in principle, add to the differences between
the two workflows. As we did not observe a systematic shift of the
registration between the GM masks of the two approaches (data not
shown), registration errors cannot account for these observations. The
lower dynamic range in the Conventional workflow, however, could be
a consequence of the recalculation of the voxel intensities and
smoothing during the distortion-correction step. Thus, both the
reduced BOLD signal amplitude in the upper cortical depths and
increased BOLD signal amplitude in the lower cortical depths for the
Conventional approach are most likely due to the smoothing intro-
duced by distortion-correction rather than registration errors. It is
important to note that the responses were measured from a subset of
voxels that was active for both stimuli. This ensured that there were no
differences in the underlying vasculature amongst the voxels being
averaged and compared across both conditions.

Mid-GM, CSF and venous time-courses
Given the high-resolution of our data, we were able to identify (see

Supplementary material Fig. 3) and extract the event-related hemody-
namic responses from veins and CSF voxels and compared them to the
response in mid-GM (Fig. 6). The CSF voxels with significant functional
activity in the present study most likely refers to voxels that contain
smaller pial veins which are embedded in the CSF but are not
resolvable given the spatial resolution utilized in this study. Although
the PB response appears to be faster in the mid-GM, which would be
consistent with the fact that the neuronally-driven hemodynamic
response in GM is expected to exhibit faster dynamics than the venous
response (Kennerley et al., 2010; Krings et al., 1999; Lee et al., 1995;
Silva and Koretsky, 2002; Tian et al., 2010; Uludag and Blinder, 2017),
we did not find a statistically significant difference in the times-to-peak
between the time-courses. Interestingly, a stronger PSU is observed in
the mid-GM (Huber et al., 2014) compared to the venous and CSF
responses having little or no undershoot. Our finding argues that the
PSU is better localized relative to the neuronal activity than the PB
response (Sirotin et al., 2009; Uludag, 2010; Zhao et al., 2007).
Importantly, the differences in the PSU for the two stimuli are best
visible in the GM rather than on the surface. Therefore, the fMRI signal
from the pial veins can smooth out the tissue fMRI response. Given
that surface fMRI signals are larger in amplitude, our finding indicates
that low-resolution fMRI studies may be less sensitive to true differ-
ences in neuronal activity, which are better represented by the tissue
fMRI signals, thus, further emphasizing the need for ultra-high field
high-resolution imaging. In the case of low-resolution GE fMRI studies,
however, excluding the highest activated voxels representing signal
from the pial veins may increase specificity for tissue specific signal
that could more closely represent neuronal processing (Gati et al.,
1997; Koopmans et al., 2010; Moon et al., 2007).

Relative ROI size analysis
Most depth-dependent fMRI studies rely on ROI-based analyses

making the acquisition strategy and the subsequent data processing
steps critical to investigate signal modulations across laminae. For
large ROIs, small errors in registration and signal blurring that result
in depth-dependent differences between the workflows can effectively
cancel out because of averaging over a large cortical region. However,
in most depth-dependent cognitive neuroscience studies, the investi-
gated effect of interest occurs in small patches along the cortex. To this
end, we investigated the depth-dependent differences between work-
flows by varying the sampled area, i.e. the ROI size (Fig. 7), for both
stimulus conditions. Because most depth-dependent fMRI studies are
interested in differences between tasks, the choice of the seed ROI was
based on the voxels having the largest difference between stimulus

conditions and not the highest activated voxels. The quantitative metric
for the comparison was the absolute sum of differences in signal
between the two workflows. We observed that the signal difference
between the workflows is largest for the smallest ROI as this region has
the highest signal change given our seed ROI criteria. By increasing the
ROI size, i.e. averaging more voxels around the seed ROI, the depth-
dependent difference between workflows steadily decreases.
Additionally, we bootstrapped the seed of our ROI, performed the
same analysis and observed that the effect of ROI size is very similar
(see Supplementary Material Fig. 5) to those seen in Fig. 7. This
supports the argument that, in studies mapping large brain regions, the
choice of workflow would not be critical. However, for depth-depen-
dent fMRI studies, wherein small patches of cortex are typically of
interest, the choice of analysis workflow has an impact on the depth-
dependent signal changes.

Depth profile normalization
The GE signal is largely biased by veins oriented parallel (pial) and,

to a smaller extent, perpendicular (ascending) to the cortical surface
(Gagnon et al., 2015; Gati et al., 1997; Menon et al., 1993; Uludag
et al., 2009)… The underlying depth-dependent BOLD signal is biased
mainly by a) draining of dHb from lower to upper layers of the cortex
via ascending veins and b) depth-dependent differences in baseline
CBV. Although the first bias is more pronounced with GE, the
ascending veins can contribute to the degradation of depth-dependent
specificity in SE as well. In this regard, initial steps towards model-
based removal of this bias have been carried out by Heinzle et al.
(2016) and Markuerkiaga et al. (2016). Here, we propose to reduce the
latter bias by dividing depth-dependent signals between conditions
and/or time points and motivate this approach with theoretical
considerations derived for one-vascular compartment models (Buxton
et al., 2004; Davis et al., 1998), which is appropriate for GE fMRI
(Uludag et al. (2009)).

By taking the ratio of PB profiles from the different stimulus
conditions with the MI-EPI workflow, the modulation of depth-
dependent signal could be observed (Fig. 8a), in contrast to the
Conventional workflow. In the second case, using the ratio of different
portions of the time-course, we were able to reveal depth-dependent
modulation of the PSU relative to the PB (Fig. 8b). The depth profile in
the MI-EPI workflow for the flicker condition shows that the PSU is
relatively stronger in the middle to the deeper cortical depths,
consistent with results obtained on animal models (Yacoub et al.,
2006; Zhao et al., 2007). However, this effect is not observed with the
Conventional workflow. For the flicker condition using the MI-EPI
workflow, we observe that the PB (Fig. 5c) is proportionally larger in
the uppermost depths whereas the PSU (Fig. 8b) is relatively (but not
absolutely) larger with increasing depth. The PSU and PB profiles
represent two distinct temporal stages in the processing of the stimulus
information and our data indicate that their ratio has different cortical
depth dependence than the PB.

Limitations and future considerations
Our implementation of MI-EPI was time intensive (~25 min)

because of the multiple inversions and repetitions acquired. In future
studies, the MI-EPI can be made more efficient and optimized (Renvall
et al., 2016) to significantly reduce the acquisition time. Alternative
approaches to acquire sub-millimeter distortion-matched anatomy at
7 T include the T1-2-3DEPI (van der Zwaag et al., 2016) and T1-EPI
(Huber et al., 2014). Despite the fact that the MI-EPI can help improve
co-registration accuracy and provide anatomical contrast to define
cortical depths, it is still an additional run to acquire. It would be ideal
to use the endogenous anatomical contrast of the functional data itself.
Recently, depth-dependent studies using VAscular Space Occupancy
(VASO) to measure functional CBV changes (Huber et al., 2016a) show
that it is possible to calculate anatomical contrast from the functional
VASO data, thereby, circumventing the need to co-register datasets and
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distortion-correct altogether. However, this is currently not possible for
standard BOLD fMRI studies and future work should explore whether
adding RF pulses or analyzing additional features of fMRI data, such as
the phase information or temporal standard deviation, might aid the
segmentation of the GM ribbon without the need for an additional run.
Until then, our workflow using the MI-EPI provides a good alternative
to conventional approaches to acquire and analyze high-resolution
depth-dependent fMRI at ultra-high fields. Additionally, it is possible
that the GM thickness following distortion-correction in the functional
data may be different than the MP2RAGE given the differences in
phase-encode and readouts between the functional and anatomical
datasets. This difference in GM thickness between the MP2RAGE and
the functional (EPI) data can cause inaccurate cortical depth defini-
tions even in the case of accurate co-registration and, therefore,
incorrect sampling of the depth-dependent signal. While we did not
test for this, it does not invalidate our conclusion that the MI-EPI
workflow would not only overcome the first limitation of having to
distortion-correct the data but also, given the quantitative nature of the
anatomical map, more accurately represent the GM in the native EPI
space.

Segmentation of GM, WM and CSF remains a challenge because
most available data analysis packages are limited to automated whole-
brain segmentation and need to be adapted for data with partial
coverage. Although the GM ribbon can be reliably delineated due to the
good anatomical contrast in both workflows, the sampled functional
signal is still dependent on the processing strategy applied and the
accuracy of co-registration. Additional analyses using GM segmenta-
tion from the distorted MP2RAGE and functional data in native EPI
space demonstrate that the differences between the two workflows are
mostly due to blurring induced by the distortion-correction in the
Conventional workflow, rather than misregistration (see
Supplementary Material Fig. 4), resulting in slightly higher BOLD
amplitude in the deeper cortical depths and lower in the upper cortical
depths in the Conventional approach compared to the MI-EPI
approach. Each study should be carefully examined for confounds in
the BOLD signal profiles resulting from both distortion-correction and
registration related effects. Although we did not systematically inves-
tigate this effect, it is important to note that distortions in the phase-
encoding direction can also introduce some blurring across layers and
must be considered when selecting the acquisition orientation. It is
important to carefully acquire the data such that the phase-encode
blurring is preferentially within, rather than across the layers in an ROI
that is activated by the stimulus (Huber et al., 2016b).

Despite the recent developments in high-resolution acquisition
using different functional neuroimaging modalities such as CBV
(Huber et al., 2015a) and CBF (Ivanov et al., 2016), GE BOLD fMRI
remains the workhorse for high-resolution depth-dependent neuroi-
maging. In general for GE BOLD fMRI studies, care must be taken in
interpreting depth-dependent signal changes in the upper layers in
terms of neural processing (Yen et al., 2017). In this study, we propose
a normalization approach based on existing BOLD signal models
(Buxton et al., 2004; Davis et al., 1998) to uncover depth-dependent
non-linearities of the GE BOLD signal. Note, however, the normal-
ization approach still does not fully account for all the complexities of
vascular biases in depth-dependent fMRI and, thus, we emphasize the
need for a more comprehensive BOLD signal model to remove those
biases in sub-millimeter depth-dependent fMRI studies. Thus, we
propose the normalization approach as a tool to remove baseline
parameter biases and detect non-linearities, most likely of neuronal
origin, rather than accounting for all vascular biases in the depth-
dependent fMRI signals. Interpretations of normalized profiles need to
be carefully considered because division by small numbers (for
example, reduced GE BOLD SNR towards the WM boundary) may
over-estimate the relative signal change in the deeper layers compared
to the superficial layers.

Another important aspect for ROI-based analysis is that the BOLD

signal is assumed to not vary tangentially within the analyzed segment
at each cortical depth. This assumption of invariance is why voxels are
averaged throughout the ROI in a depth-dependent manner. However,
future studies must consider studying the signal variation along the
cortical sheet for their significance in cortical processing and initial
attempts, such as the cortical laminagram (Havlicek and Uludag,
2016), show promise. Future studies can consider using a spatial
GLM to sample the depth-dependent fMRI signal (Havlicek and
Uludag, 2016; Kashyap et al., 2016; Polimeni et al., 2010b; van
Mourik et al., 2015) wherein the signal within each voxel is modeled
as a linear combination of signal contributions from different cortical
depths. The spatial GLM approach has been shown to have a higher
specificity compared to the commonly used resampling approach
(Havlicek and Uludag, 2016). However, more work needs to be done
in order to improve and validate the spatial GLM approach for high-
resolution depth-dependent fMRI.

Conclusions

In this study, we presented and evaluated a processing workflow for
depth-dependent analysis of submillimeter spatial resolution GE BOLD
fMRI data at 7 T using a distortion-matched T1 map from MI-EPI. We
show that minimally processed fMRI data can be analyzed in its native
EPI space and this is facilitated by acquiring distortion-matched
anatomical contrast using MI-EPI. We demonstrate that the distor-
tion-correction methods can reduce the specificity of the depth-
dependent fMRI signal. We confirm that the PSU is spatially better
localized in GM relative to the positive BOLD, and is proportionally
larger in the GM than the veins. In addition, we provide a theoretical
basis and demonstrate that the depth-dependent modulation of the
neuronal signal can be, at least partially, recovered from GE BOLD
signal by dividing the depth profiles from the different conditions or
portions of the time-course. In conclusion, the choices made for
acquisition strategy, processing and analysis in high-resolution
depth-dependent fMRI data can significantly impact the observed
depth-dependent effects and the possible outcome of studies. A
comprehensive modeling, acquisition and analysis approach is needed
to deconvolve the depth-dependent neuronal activation from BOLD
fMRI signals coupled to each other at various cortical depths.
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