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Abstract: Speech perception may be underpinned by a hierarchical cortical 

system, which attempts to match "external" incoming sensory inputs with 

"internal" top-down predictions. Prior knowledge modulates internal 

predictions of an upcoming stimulus and exerts its effects in temporal 

and inferior frontal cortex. Here, we used source-space 

magnetoencephalography (MEG) to study the spatiotemporal dynamics 

underpinning the integration of prior knowledge in the speech processing 

network. Prior knowledge was manipulated to i) increase the perceived 

intelligibility of speech sentences, and ii) dissociate the perceptual 

effects of changes in speech intelligibility from acoustical differences 

in speech stimuli. Cortical entrainment to the speech temporal envelope, 

which accounts for neural activity specifically related to sensory 

information, was affected by prior knowledge: This effect emerged early 

(~50 ms) in left inferior frontal gyrus (IFG) and then (~100 ms) in 

Heschl's gyrus (HG), and was sustained until latencies of ~250 ms. 

Directed transfer function (DTF) measures were used for estimating direct 

Granger causal relations between locations of interest. In line with the 

cortical entrainment result, this analysis indicated that prior knowledge 

enhanced top-down connections from left IFG to all the left temporal 

areas of interest - namely HG, superior temporal sulcus (STS), and middle 

temporal gyrus (MTG). In addition, intelligible speech increased top-down 

information flow between left STS and left HG, and increases bottom-up 

flow in higher-order temporal cortex, specifically between STS and MTG. 

Together these results provide a detailed view of how, where and when 

prior knowledge influences continuous speech perception and they are 

compatible with theories that explain this mechanism as a result of both 

ascending and descending cortical interactions, such as predictive 

coding. 
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Dear Editors, 

Would you please consider our revised manuscript for publication in NeuroImage? Our manuscript is entitled 

“Causal cortical dynamics of a predictive enhancement of speech intelligibility”. 

In our revised paper we have sought to address the concerns of the reviewers as diligently as possible. We are 

grateful to the reviewers for their efforts in critiquing our work, which we believe have helped us to greatly 

strengthen our manuscript. 

Some of the main points in the revised version include:  

1. The ‘interaction contrast’ cortical entrainment result (previously ‘normalized difference’) is now presented 

as a main figure, while the result for the individual conditions is now a supplementary information; 

2. an improved statistical analysis and a more in-depth explanation of the statistical methods; 

3. a more complete explanation of the weaker results for the connectivity analysis; 

4. additional discussion points, including comments on the drawbacks of the specific experimental paradigm. 

We have included a detailed point-by-point reply to the reviewers with our resubmission. Also, we highlighted in 

red the text that was modified. 

 

Thank you for your consideration of our work. 

Giovanni M. Di Liberto, Edmund C. Lalor & Rebecca E. Millman. 
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Scientific grounds for consideration: 

It is widely acknowledged that speech recognition is underpinned by a hierarchical cortical system. This system may 

be characterised by constant attempts to match incoming sensory input with top-down predictions. In real-world 

environments this active processing is particularly important as successful speech comprehension must contend with 

the enormous spectro-temporal variability of conversational speech and the various types of noise and speech 

degradation that characterize such environments. In these contexts, speech perception depends on both “external” 

sensory inputs and “internal” predictive mechanisms (Sohoglu et al., J Neurosci, 2012). A number of recent studies 

have measured increases and decreases in cortical activity in temporal and inferior frontal cortex while modulating 

these internal predictions by providing prior knowledge of an upcoming stimulus (Tuennerhoff & Noppeney, 

NeuroImage, 2016). Although these effects have been discussed in the context of the possible integration between 

prior information and sensory input, the precise dynamics that underpin this phenomenon remain unclear. 

Here, we use source-space magnetoencephalography (MEG) to study the spatiotemporal dynamics underpinning the 

integration of prior knowledge in the speech comprehension network. In particular, we examine how the online 

encoding of the speech envelope is affected when the intelligibility of degraded speech is enhanced by the provision 

of prior knowledge. Our results indicate that cortical entrainment to the speech temporal envelope, which accounts 

for neural activity specifically related to sensory information, is affected by prior knowledge: This effect emerged 

early in left inferior frontal gyrus, and then bottom-up propagated from primary auditory cortex to superior and 

middle temporal areas within the left hemisphere. A connectivity analyses demonstrated that intelligible speech 

increases top-down causality between low-order temporal areas and increases bottom-up causality in higher-order 

temporal cortex. Together these results are in line with previous work (Blank & Davis, PLoS Bio., 2016), but go 

beyond that work by showing how, where and when prior knowledge influences speech perception. We contend that 

this work will be of interest not only to speech researchers, but to a broader audience interested in how top-down 

information interacts with bottom-up sensory input during perception. As such, we feel that NeuroImage would be 

an excellent venue for publicising our findings. 

Thank you for your consideration of our work. 

Giovanni M. Di Liberto, Edmund C. Lalor & Rebecca E. Millman. 

  



Abstract 

Speech perception may be underpinned by a hierarchical cortical system, which attempts to match “external” 

incoming sensory inputs with “internal” top-down predictions. Prior knowledge modulates internal predictions of an 

upcoming stimulus and exerts its effects in temporal and inferior frontal cortex. Here, we used source-space 

magnetoencephalography (MEG) to study the spatiotemporal dynamics underpinning the integration of prior 

knowledge in the speech processing network. Prior knowledge was manipulated to i) increase the perceived 

intelligibility of speech sentences, and ii) dissociate the perceptual effects of changes in speech intelligibility from 

acoustical differences in speech stimuli. Cortical entrainment to the speech temporal envelope, which accounts for 

neural activity specifically related to sensory information, was affected by prior knowledge: This effect emerged 

early (~50 ms) in left inferior frontal gyrus (IFG) and then (~100 ms) in Heschl’s gyrus (HG), and was sustained 

until latencies of ~250 ms. Directed transfer function (DTF) measures were used for estimating direct Granger 

causal relations between locations of interest. In line with the cortical entrainment result, this analysis indicated that 

prior knowledge enhanced top-down connections from left IFG to all the left temporal areas of interest – namely 

HG, superior temporal sulcus (STS), and middle temporal gyrus (MTG). In addition, intelligible speech increased 

top-down information flow between left STS and left HG, and increases bottom-up flow in higher-order temporal 

cortex, specifically between STS and MTG. Together these results provide a detailed view of how, where and when 

prior knowledge influences continuous speech perception and they are compatible with theories that explain this 

mechanism as a result of both ascending and descending cortical interactions, such as predictive coding. 



Highlights 

• Cortical entrainment to the speech envelope is modulated by prior knowledge 

• Prior knowledge enhances delta-band entrainment 

• Envelope tracking in left IFG precedes the same effect in HG 

• Intelligible speech modulates causal cortico-cortical dynamics between temporal areas 

Highlights (for review)



We thank the editor and both reviewers for their insightful and helpful comments. We have endeav-

ored to respond to them as fully as possible and believe that the manuscript is improved as a result. 

The main changes in the revised version of the manuscript have been highlighted in red font. Please 

note that the figures have been re-ordered as it was suggested by both reviewers. We address indi-

vidual comments on a point-by-point basis below. 

 

Reviewer #1: Revision 

 

I thank the authors for their efforts. The manuscript has improved in clarity, and will, in my opin-

ion, ultimately be suitable for publication in NeuroImage. Nevertheless, I have a few concerns that 

the authors may want to address. 

 

We thank the reviewer for this new set of comments. We have done our best to address the various 

points and we believe that the manuscript is improved as a result. The main changes in the revised 

version of the manuscript have been highlighted in red font. Also, Figures 4, S3, and S4 have been 

re-ordered. We address individual comments on a point-by-point basis below. 

 

(1) 

Training and Figure 1: The authors improved the methods section. However, descriptions in the text 

regarding the training could still be extended and match what is shown in Figure 1. Figure 1 seems 

to indicate that training was also done on tone-vocoded sentences. This was not mentioned in the 

methods description. I recommend, the authors make figure and methods more consistent. Could the 

authors also more clearly indicate whether training consisted of passive listening? 

We agree with the reviewer that this section could match Figure 1 better. We have reworded parts 

of the ‘Experimental paradigm’ paragraph, which is now more precise and is a better description of 

the figure. The only difference that remains between the text and the figure is that the latter doesn’t 

show the ‘silent’ and the ‘intelligible’ conditions. This allows the simplification of an otherwise 

overcomplicated Figure 1, that focuses now on the conditions of interest for the analyses that fol-

low. 

 

(2) 

Line 283-289: The authors mention that they believe the reconstruction of speech envelopes based 

on MEG data should not be different for different speech stimuli. I believe this conclusion could be 

problematic, given that only one single stimulus was used for the unintelligible condition and only 

one single stimulus was used for the pop-out condition. The authors also write (line 195-196) that 

different field patterns are expected for different conditions. More critically, when using the nor-

malized difference which controls for potential acoustic differences (and which the authors use for 

the other analyses) some of their reported effects change. I recommend providing Figure S4 in the 

main manuscript as this reflects the analysis that controls for potential acoustic differences between 

sentences. This is particularly important here, because the study utilizes only two sentences. 

About lines 195-196, we agree that the text was not clear. We have reworded that sentence, which 

now clarifies that we conducted the beamforming procedure separately for different conditions to 

avoid bias at this analysis step, by avoiding making any assumptions on the similarity between dif-

ferent experimental conditions. 

 

About the main part of the comment: We believe that the reconstruction accuracies for the two 

stimuli should not change within block 1 because, despite the use of two stimuli only, the speech 

sentences had very similar properties (same speaker, duration, amplitude and phonemic rate). How-

ever, we understand the reviewer’s concern and we agree to show the result for the normalised dif-

ference as a main figure (previously Figure S4). Indeed, this does not change the main finding of 

this analysis (early enhancement of cortical tracking in IFG and afterwards in HG). We find this re-

organisation helpful because it highlights this main finding first, while the bottom-up flow meas-

Response to Reviews



ured only for block 2 is presented in a following paragraph as an additional finding. Although we 

still believe that the subtraction of block2-block1 introduces additional noise that is masking the 

otherwise significant effects in STS and MTG, we think that this change clarifies and highlights the 

main result. 

 

An additional consideration on this point is that the sensitivity to effects in STS and MTG may be 

weaker than in HG also because such cortical sites have been linked to higher-level properties of 

speech than the acoustic envelope, e.g., phonological features (Mesgarani et al., Science, 2014; Di 

Liberto et al., Curr Bio, 2015; Blank & Davis, PLOS Biology, 2016). 

 

We thank the reviewer for this comment that we believe improved the presentation of this main re-

sult. 

 

(3) 

Line 466ff: I was wondering whether the authors could briefly mention that positive values mean an 

enhancement from pre (block 1) to post (block 2) and that negative values mean a suppressive ef-

fect. This would help the reader to understand Figure 5. The authors focus in their description of the 

results on the pop-out conditions only. However, it is striking that most times where the pop-out 

conditions led to a significant effect, the unintelligible condition showed the opposite pattern. The 

authors may want to expand a little here. Furthermore, the top-down effects from left IFG to other 

regions are hardly noticeable and relatively small compared to some other effects the authors do not 

discuss. For example: rightHG to leftIFG, rightHG to rightMTG, rightMTG to rightIFG, etc. I rec-

ommend the authors find a more balanced description in this section. 

We thank the reviewer for this comment. We appreciate that the text focuses only on the effects that 

more directly link to our initial hypotheses, while other significant effects have been neglected. We 

expanded this section that presents now a more comprehensive description of this figure. 

 

It is difficult to comment on the occurrence of opposite patterns for the two conditions (pop-out and 

unint). One reason can be found in the multifaceted nature of these measures, which reflect effects 

such as stimulus repetition and perceptual enhancement within a single value. For this reason, statis-

tical analyses were conducted on the ‘interaction contrast’ measure (formerly called ‘normalized 

difference’), which isolates the effects of prior knowledge related to the perceptual enhancement 

from others like the stimulus repetition. That contrast is the measure that we describe in that para-

graph, while it is more difficult to interpret effects for the pop-out and unintelligible conditions sep-

arately, as they may reflect multiple effects. 

 

Minor: 

-       In the introduction (line 96ff), reference to the Millman et al. 2015 study does not provide the 

results of the study, but only what kind of approaches were chosen. A brief sentence about the re-

sults might better motivate why an entrainment analysis was conducted here, although Millman et 

al. already investigated entrainment. 

Thanks for this comment. We added a few words on the results of Millman et al. 2015. 

 

-       Line 195: I recommend the authors indicate whether they mean all 4 conditions or whether 

they collapsed across block 1 and block 2. Furthermore, it was not entirely clear why the authors 

would think that each condition would elicit a different field pattern. Maybe this could be extended. 

If so, could the region of interest approach then selectively miss relevant activity for some condi-

tions (spatially located differently)? Furthermore, if each condition elicits a different field pattern, 

wouldn't that make it all the more necessary to calculate the normalized difference for all analyses? 

Maybe the authors meant something else here. I recommend revisiting the text in this paragraph. 



As previously mentioned in the reply to comment 2, we have re-phrased the sentence that is now 

clearer about the procedure and the motivations for running the beamforming procedure on each 

individual condition. 

 

-       Line 235: The authors likely meant seconds. 

Well spotted, thanks for pointing this out! 

 

-       Figure 4 and S4: It seem that the authors removed outliers from their box-plots? There was no 

mention of this in the methods or figure caption. Did the authors not use those data points? 

Good point. The outliers were shown in the plot to allow for a clearer visualisation of the result dis-

tribution. Statistical analyses were conducted on all data points (including the outliers). We added 

this information in the figure captions. Thanks for pointing out this oversight. 

 

-       Line 412 and 425: The authors provide huge degrees of freedom for their ANOVAs which 

suggests they used a fixed-effects analysis here. A fixed-effects analysis would be rather unconven-

tional for these types of data. Shouldn't the factor block have N-1 degrees of freedom (i.e., 15 in-

stead of 1280)? 

We thank the reviewer for this comment. 

We understand the reviewer’s concern and we also run a repeated measures three-way ANOVA that 

may be more conventional in this type of analysis. This produced results with nSub-1 (15) degrees 

of freedom as mentioned by the reviewer. This analysis shows once again that there is a significant 

main effect of Block in delta-band. This instead is not true anymore for theta-band: 

 

Delta-band, repeated measures three-way ANOVA: 

F(1,15) = 7.45; p = 0.016; Partial Eta Squared = 0.332 

 

Theta-band, repeated measures three-way ANOVA: 

F(1,15) = 2.17; p = 0.162; Partial Eta Squared = 0.126. 

 

The revised version of the manuscript reports the results of this repeated measures ANOVA. Thank 

you for this comment. 

 

-       Line 472: MEG -> probably MTG 

That’s right, thanks. 

 

Reviewer #2: The authors were very responsive to my comments however I do have further com-

ments arising for the revised version of the manuscript. 

 

Re: response to comment 1. 

The authors state that previous studies provide no insight into which oscillatory bands are implicat-

ed in Granger causal connections but there is theoretical and limited experimental work from the 

predictive coding literature (e.g. Sedley et al. 2016 elife; Arnal et al. Nat Neuro 2011; Bastos et al. 

2012 Neuron). This literature makes experimental predictions about which oscillatory bands AND 

which inter-regional connections might be involved in prior knowledge effects on perception. I 

would not suggest that this is mentioned in the Introduction but it could be mentioned in the Discus-

sion section since it would seem to me to be highly relevant to the current work. 

We thank the reviewer for pointing out references that are highly relevant to the present study. We 

have added some considerations in the discussion session that we hope will help the reader to link 

our work to other findings in the context of the effects of prior knowledge on perception. 

 

Re: response to comment 2. 



I would like to see some discussion of this in the paper- what the authors see as the pros and cons of 

using massed repetition and also how this aspect of their study might explain differences between 

the current effects and those reported in previous studies. 

 

We have added some discussion of the pros and cons of using repeated presentation of the same 

sentence to generate the “pop-out” effect. We also provide a more detailed response below. 

 

Some previous work used “pop-out” to measure the effects of perceptual learning and/or prior 

knowledge on the perception of single words (Sohoglu et al., 2012, 2016; Blank et al., 2016). The 

use of single word speech stimuli helps to minimise the duration of an experiment employing a pop-

out paradigm but does not inform on the effects of prior knowledge on speech perception at the sen-

tence level. One of the limitations of the experimental design used by Millman et al. (2015) was the 

repeated presentations of the speech sentences used for the conditions of interest i.e. Pop-out and 

Unintelligible. This aspect of Millman et al.’s design was necessary to measure the effects of pop-

out on sentence-level speech perception while also keeping the duration of the MEG data acquisi-

tion within a reasonable limit (40 mins). Baltzell et al. (2017) noted that the design used by Millman 

et al. (2015) could have resulted in overlearning of these limited speech materials and were able to 

use the pop-out paradigm for sentence-level speech perception where unique sentences were pre-

sented on each trial in an EEG experiment. However, EEG offers some advantage over MEG for 

experiments that require long durations of data acquisition. For example, EEG sensors move with 

the participant’s head and therefore participants can move more freely during EEG recordings, 

which allows for longer experiments. 

Another interesting observations is that this paradigm did produce results mainly in delta- and, mar-

ginally, theta-bands, while prior studies in the literature measured strong effects also in, for exam-

ple, beta- and gamma-bands. The limited sensitivity to effects for high frequencies may be related 

to our experimental choice: While Arnal et al. (2011) used “valid” and “invalid” priors and showed 

an increase of oscillations in those bands for invalid prior, the present study used repeated stimuli 

with “valid” and “no” priors (pop-out and unintelligible conditions respectively). 

 

Re: response to comment 3. 

My understanding is that the new ANOVA was conducted on the interaction contrast ([Pop-

out_post-Unintelligble_post]- ([Pop-out_pre-Unintelligble_pre])? Could the authors confirm? If so, 

I think for clarity this can be made even more explicit as to what dependent measure the ANOVA 

was conducted on. In the current version of the manuscript, at the point of describing the ANOVA, 

the dependent measure isn't currently referred to so in my opinion this could be made clearer. 

I am still uneasy about presenting the separate Pop-out_pre-Unintelligble_pre and Pop-out_post-

Unintelligble_post contrasts in the main Figure 4. I still do not think it is justified to draw any con-

clusions from differences in these separate contrasts unless the interaction contrast is significant 

first. I suggest Figure S4 is used as the main Figure 4. The separate Pop-out_pre-Unintelligble_pre 

and Pop-out_post-Unintelligble_post contrasts can then be presented as follow-up tests in a sup-

plementary figure. 

I also find the authors' terminology a little confusing. Why 'normalized difference' measure? Tech-

nically the measure is a 'difference of differences'. Of course this is a rather inelegant term so better 

to say 'interaction contrast'. 

We clarified the information on the contrast measure used for the ANOVA analysis. Thanks for 

pointing this out. 

Secondly, we understand the reviewer’s concern and we now report the normalized difference (pre-

viously Figure S4) as the main result. Of course, we adapted the manuscript to match this re-

organisation of the figures. 

Finally, the term ‘normalized difference’ refers to the concept that the contrast of interest is the dif-

ference within block 2, while the contrast within block 1 is the baseline. We understand that this 

term may be confusing as we are not normalising the data in the mathematical sense, but rather cen-



tering it to a baseline. We were happy to change the contrast name to ‘interaction contrast’, which 

sounds more appropriate. We thank the reviewer for this comment. 

 

Other comments: 

Line 361. For clarity, specify that the effect in this sentence involves a suppressive effect of prior 

knowledge. I suggest revising to "A different pattern of results was measured in IFG, which showed 

early (~100-550 ms) left-lateralized effects suppression of cumulative power in <gamma>-band" 

Permutation tests. Please specify how clusters were defined. With the MaxSum method (default in 

FieldTrip)? What was the cluster forming threshold? And were the tests one-tailed or two-tailed? 

We clarified the first point in the manuscript. 

We have also added further details on the permutations tests in the ‘Statistical analysis’ section, 

thanks for pointing this out. Here, we adopted bespoke cluster-size statistics that identified the min-

imum cluster-size thresholds to consider a cluster significant (using Wilcoxon signed-rank tests; the 

cluster forming threshold was set to 0.05; furthermore, the result did not change when using a 

threshold of 0.01). The result was identical when running a cluster-mass statistics (MaxSum method 

that looks at the sum of t-values in each cluster), so we just reported one of the two tests (cluster-

size statistics). Finally, all tests were two-tailed. 
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Abstract 23 

 24 

Speech perception may be underpinned by a hierarchical cortical system, which attempts to match 25 

“external” incoming sensory inputs with “internal” top-down predictions. Prior knowledge 26 

modulates internal predictions of an upcoming stimulus and exerts its effects in temporal and 27 

inferior frontal cortex. Here, we used source-space magnetoencephalography (MEG) to study the 28 

spatiotemporal dynamics underpinning the integration of prior knowledge in the speech processing 29 

network. Prior knowledge was manipulated to i) increase the perceived intelligibility of speech 30 

sentences, and ii) dissociate the perceptual effects of changes in speech intelligibility from 31 

acoustical differences in speech stimuli. Cortical entrainment to the speech temporal envelope, 32 

which accounts for neural activity specifically related to sensory information, was affected by prior 33 

knowledge: This effect emerged early (~50 ms) in left inferior frontal gyrus (IFG) and then (~100 34 

ms) in Heschl’s gyrus (HG), and was sustained until latencies of ~250 ms. Directed transfer 35 

function (DTF) measures were used for estimating direct Granger causal relations between locations 36 

of interest. In line with the cortical entrainment result, this analysis indicated that prior knowledge 37 

enhanced top-down connections from left IFG to all the left temporal areas of interest – namely HG, 38 

superior temporal sulcus (STS), and middle temporal gyrus (MTG). In addition, intelligible speech 39 

increased top-down information flow between left STS and left HG, and increases bottom-up flow 40 

in higher-order temporal cortex, specifically between STS and MTG. Together these results provide 41 

a detailed view of how, where and when prior knowledge influences continuous speech perception 42 

and they are compatible with theories that explain this mechanism as a result of both ascending and 43 

descending cortical interactions, such as predictive coding.  44 



Introduction 45 

 46 

Humans have the ability to understand speech despite the various sources of noise and degradation 47 

that characterise real-world listening environments. Under perceptually adverse listening 48 

conditions, the perception of sensory information is aided by additional factors, such as the prior 49 

knowledge of the content of the upcoming speech (Obleser, 2014). A major challenge is to 50 

understand exactly how, where, and when those predictions influence speech perception (Norris et 51 

al., 2016). It is widely accepted that speech comprehension is underpinned by a hierarchical 52 

network that is characterized by both bottom-up and top-down signals (Hickok and Poeppel, 2007; 53 

Peelle et al., 2010; Gross et al., 2013; Bornkessel-Schlesewsky et al., 2015). In particular, top-down 54 

connections may constitute a neural basis for the integration of prior knowledge in the speech 55 

processing network (Davis and Johnsrude, 2007; Wild et al., 2012; Lewis and Bastiaansen, 2015). 56 

The ability to disentangle neural activity at distinct processing levels may be crucial to unveil how 57 

prior information affects the speech comprehension network. One way to achieve this goal is to 58 

focus on the cortical organization of speech processing using neuroimaging technologies with high 59 

spatial resolution, such as functional magnetic resonance imaging (fMRI) (Friederici et al., 2010; 60 

DeWitt and Rauschecker, 2012; Overath et al., 2015; Tuennerhoff and Noppeney, 2016). Such 61 

studies have contributed to the characterization of specific cortical areas in terms of their functional 62 

roles in speech comprehension. In particular, a hierarchical organization of temporal areas 63 

supporting the perceptual and lexical processing of speech has been identified: Key regions include 64 

the superior temporal gyrus (STG) (Humphries et al., 2014) and the superior temporal sulcus (STS) 65 

(Overath et al., 2015), which exhibit sensitivity to acoustic and phonetic features of speech. 66 

Furthermore, the middle temporal gyrus (MTG) has been implicated in higher-level lexical 67 

processing (Lau et al., 2008; Turken and Dronkers, 2011). 68 

The low temporal resolution of fMRI constitutes a major impediment when investigating the fast 69 

cortical dynamics of the speech processing network (Gow and Segawa, 2009; Wild et al., 2012). 70 

Complementary insights may be provided using electrocorticography (ECoG) and non-invasive 71 

electroencephalography (EEG) and magnetoencephalography (MEG), which are more suited to 72 

characterising the precise temporal dynamics required to integrate bottom-up and top-down 73 

information. In particular, ECoG studies have identified a role for STG in categorical perception 74 

and, specifically, in the processing of phonetic-level features (Chang et al., 2010; Mesgarani et al., 75 

2014). ECoG, EEG and MEG have all been used to show that prior knowledge elicits a top-down 76 

influence from inferior frontal gyrus (IFG) to STG (Sohoglu et al., 2012; Leonard et al., 2016; 77 

Sohoglu and Davis, 2016). Although these studies provide important insights into the mechanisms 78 

of key regions in the speech network, a number of fundamental questions remain unanswered, 79 

especially regarding the temporal dynamics and interactions between cortical areas. Previous 80 

studies either did not have the spatial resolution (Di Liberto et al., in review), the temporal 81 

resolution (Blank and Davis, 2016; Tuennerhoff and Noppeney, 2016) or the cortical coverage 82 

(Holdgraf et al., 2016) to characterize precise spatiotemporal dynamics between regions in the 83 

speech network. Studies with the requisite spatiotemporal resolution (Sohoglu et al., 2012; Sohoglu 84 

and Davis, 2016), focused on cortical (de)activation, rather than indexing the representational 85 

content that may underlie such responses, i.e., the neural encoding of speech features.  86 

Here, we sought a better understanding of the spatiotemporal cortical dynamics that underpin the 87 

integration of prior knowledge within the speech comprehension network. Importantly, this study 88 

aims to investigate these dynamics both in terms of changes in activity in key cortical areas and in 89 

terms of the neural encoding of the temporal envelope of speech. To this end, data from a perceptual 90 

“pop-out” experiment (Millman et al., 2015) were re-analyzed to isolate the effects of prior 91 

knowledge on cortical mechanisms supporting speech intelligibility. In Millman et al. (2015), 92 



perceptual “pop-out” (e.g. Davis et al., 2005) was used to change the percept of physically identical 93 

tone-carrier vocoded speech sentences (in short, tone-vocoded sentences) from unintelligible to 94 

intelligible during MEG data acquisition. The pop-out effect was obtained by preceding the 95 

presentation of some of the vocoded sentences with the original, unprocessed version of the 96 

stimulus. The pop-out approach dissociates the effects of (top-down) prior knowledge from 97 

(bottom-up) changes in sensory information (Sohoglu et al., 2012; Millman et al., 2015; Blank and 98 

Davis, 2016; Holdgraf et al., 2016; Sohoglu and Davis, 2016; Di Liberto et al., in review). 99 

In order to assess how prior knowledge affects speech processing within the speech comprehension 100 

network, bespoke MEG beamformer-based analyses were used to estimate neural sources in 101 

bilateral locations of interest (Millman et al., 2015), corresponding to Heschl’s gyrus (HG), STS, 102 

MTG, and IFG. These regions have been shown to provide distinct contributions to the speech 103 

recognition process and to represent progressively higher levels of the speech perception hierarchy 104 

(Davis and Johnsrude, 2003; Scott and Johnsrude, 2003; Hickok and Poeppel, 2007; Peelle et al., 105 

2010; Peelle et al., 2013; Mesgarani et al., 2014; Overath et al., 2015; Leonard et al., 2016; Sohoglu 106 

and Davis, 2016; Tuennerhoff and Noppeney, 2016). The neural encoding of speech was estimated 107 

using measures of cortical entrainment to the temporal envelope of speech sentences (Lalor et al., 108 

2009b; Crosse et al., 2016b). The functional roles and interpretations of the cortical entrainment 109 

phenomenon are still debated (Ding and Simon, 2014b) and, crucially, previous research (including 110 

an analysis of the same MEG dataset used in the present study) failed to reveal any significant 111 

effect of intelligibility on entrainment measures (Millman et al., 2015). Here, we investigated this 112 

mechanism by combining more sophisticated measures of the cortical tracking of speech (Lalor et 113 

al., 2009a; Crosse et al., 2016b), incorporating additional spatial, spectral, and temporal detail. 114 

Therefore, the primary goals of this study were to determine whether entrainment to the speech 115 

envelope i) is affected by perceptual pop-out, ii) entails sensitivity to the integration of prior 116 

knowledge with sensory information, iii) reflects the consequent change in perceived intelligibility. 117 

Secondly, we aimed to investigate the top-down/bottom-up dynamics of the pop-out effect by using 118 

measures of cortical entrainment, event-related power, and effective connectivity. 119 



Methods 120 

 121 

The present study is based on new analyses of a previously published MEG study on perceptual 122 

“pop-out” (Millman et al., 2015).  123 

Participants 124 

Sixteen right-handed native English speakers (10 males; mean age = 29.2 years +/- 7.8 years, age 125 

range = 20-48 years) took part in this experiment. 126 

Stimuli and procedure 127 

Speech stimuli 128 

Short-duration sentences spoken by an adult British English male (BKB/IHR corpus; e.g. Macleod 129 

and Summerfield, 1987; Foster et al., 1993) were used as the speech stimuli. The duration of each 130 

speech sentence was approximately 1.5-s, and the duration of each epoch was extended to 2.5-s 131 

through the addition of approximately 1-s of silence to the end of each sentence. Stimuli were 132 

delivered diotically to participants via Etymotic insert earphones (Etymotic Research ER30, Elk 133 

Grove Village, IL) at a comfortable sound level. 134 

The sentences were “The kettle boiled quickly” (always unintelligible), and “The floor was quite 135 

slippery” (the pop-out sentence), and “She ironed her skirt” (always intelligible). The intelligibility 136 

of all three speech sentences was degraded by using a tone-carrier vocoder (e.g. Dudley, 1939). A 137 

vocoder with only three carriers was used to produce tone-vocoded stimuli that were unintelligible 138 

prior to exposure to the original, unprocessed version of the same sentence. The carrier frequencies 139 

were 225, 1047, and 4861 Hz. The temporal envelopes at the output of each channel were extracted 140 

using half-wave rectification and smoothing. The cut-off frequency of the low-pass filter used to 141 

smooth the extracted temporal envelope varied depending on the carrier frequency. Specifically, the 142 

cut-off frequency was set to half the equivalent rectangular bandwidth (e.g. Moore and Glasberg, 143 

1983) of each channel (24, 68, and 274 Hz for each of the carrier frequencies, respectively). The 144 

temporal envelopes extracted from each band were then averaged to form the broadband speech 145 

temporal envelope for each sentence. 146 

Experimental paradigm 147 

The experiment was carried out in a single session for each subject and was composed of three 148 

parts. The main rationale was to present participants with unintelligible vocoded speech, which was 149 

perceived as unintelligible regardless of how many times it was repeated. Crucially, prior exposure 150 

to the original clear version of vocoded speech enhances perceived intelligibility when listening to 151 

the vocoded version (i.e., the “pop out” effect; Davis et al., 2005). In this experiment, participants 152 

were presented with paired repetitions of the original version of the Intelligible stimulus and its 153 

tone-vocoded counterpart at the beginning of the MEG session. During block 1, MEG data were 154 

recorded as participants listened to the three vocoded speech sentences and to silent trials (2.5-s 155 

duration). These auditory conditions were named Pop-out, Unintelligible, Intelligible, and Silent, 156 

and they were presented in random order for a total of 100, 100, 50, and 50 times respectively. In 157 

block 1, participants could comprehend only the Intelligible stimulus. At the end of block 1, 158 

participants were presented with repetitions of both the original and the tone-vocoded versions of 159 

the Pop-out stimulus (passive listening) during a training block with no neural recordings. Finally, 160 



MEG recordings were performed during block 2, which was physically the same as block 1, but 161 

with the crucial difference that both the Intelligible and the Pop-out stimuli were perceived as 162 

intelligible. Figure 1 shows the conditions of interest, i.e., Unintelligible and Pop-out, which are 163 

denoted as Pop-outpre and Unintelligiblepre when they were recorded before the training block, and 164 

are referred to as Pop-outpost and Unintelligiblepost when recorded after the training block. In 165 

addition, probe trials were presented during each block (2.5 seconds duration; 25 per block). During 166 

a probe trial, participants were played an auditory cue, which prompted them to respond, using a 167 

button box, and indicate a binary intelligibility rating (intelligible or unintelligible) for the last 168 

sound they heard. The resulting values were used to verify that the desired enhancement of 169 

perceived clarity from block 1 to block 2 occurred for the Pop-out trials but not for the 170 

Unintelligible trials. As reported in Millman et al. (2015), due to a technical issue, intelligibility 171 

ratings were only recorded for 15 of the 16 participants. 172 

----------------------------------------------- Figure 1 about here ----------------------------------------------- 173 

MEG recordings  174 

Data were collected at the University of York, UK, using a Magnes 3600 whole-head 248-channel 175 

magnetometer (formerly 4-D Neuroimaging, Inc., San Diego, CA). The signals were recorded at a 176 

sample rate of 678.17 Hz and were low-pass filtered online with a cutoff frequency of 200 Hz. 177 

Before recording, individual facial and scalp landmarks (left and right preauricular points, Cz, 178 

nasion, and inion) were spatially coregistered using a Polhemus Fastrak System. The landmark 179 

locations in relation to the sensor positions were derived on the basis of a precise localization signal 180 

provided by five spatially distributed head coils with a fixed spatial relation to the landmarks. These 181 

head coils provided a measurement of a participant head movement at the beginning and end of 182 

each data acquisition block. 183 

The raw data in each epoch were inspected visually. Epochs contaminated with either physiological 184 

or non-physiological artifacts were manually removed. 185 

 186 

Coregistration 187 

For the source-space analyses, the landmark locations were matched with the individual 188 

participants' anatomical magnetic resonance (MR) scans using a surface-matching technique 189 

adapted from Kozinska et al. (2001). T1-weighted MR images were acquired with a GE 3.0-T Signa 190 

Excite HDx system (General Electric, Milwaukee, WI) using an eight-channel head coil and a 3-D 191 

Fast Spoiled Gradient Recall sequence: repetition time/echo time/flip angle = 8.03 ms/3.07 ms/20°, 192 

spatial resolution of 1.13 mm × 1.13 mm × 1.0 mm, in-plane resolution of 256 × 256 × 176 193 

contiguous slices. The individuals' data were spatially normalized to the Montreal Neurological 194 

Institute (MNI) standard brain, based on the average of 152 individual T1-weighted structural 195 

images (Evans et al., 1993). The source-space grid for each participant was initially defined in MNI 196 

space and linearly transformed back to individual MRIs.  197 

Beamformer-based analyses 198 

For further details on the beamformer-based analysis framework used in this study, please refer to 199 

Millman et al. (2015). 200 

In brief, a vectorized, linearly constrained minimum-variance beamformer (Van Veen et al., 1997; 201 

Huang et al., 2004) was used to obtain the spatial filters with a multiple-spheres head model (Huang 202 



et al., 1999). Given that we expected different patterns of cortical activation in the two different 203 

experimental conditions of interest, this procedure was conducted separately for each condition. The 204 

beamformer grid size was 5 mm. The three orthogonal spatial filters were implemented as a single 205 

3-D system (see Johnson et al., 2011). In this beamformer framework, the orientation of each spatial 206 

filter is a crucial free parameter that should be specified for the metric of interest. In this study, an 207 

independent, unsupervised approach was chosen for the optimization of the spatial-filter orientation. 208 

In particular, a principal component analysis (PCA) was performed to extract one dominant signal 209 

from a space of 163 orientations with equal spatial distribution. This choice allowed for all analyses 210 

(power, envelope entrainment, and causality) to be performed using the same source-space data and 211 

avoided possible overfitting, due to the dependency between spatial-filter orientation and 212 

entrainment analysis parameters. 213 

Locations of interest 214 

The aim of this study was to characterize the effects of prior knowledge (and of the consequent 215 

enhancement in speech intelligibility) on the activity in, and interaction between, several bilateral 216 

key locations in the speech comprehension hierarchy (e.g. Hickok and Poeppel, 2007): These key 217 

locations included, as depicted in Figure 2, HG, STS, [MNI: ±61, -22, 0] (coordinates taken from 218 

Overath et al., 2015); posterior MTG, [MNI: ±55, -46, -4] (coordinates taken from Lau et al., 2008); 219 

IFG, [MNI: ±54, 18, 20] (coordinates taken from Sohoglu et al., 2012). As in the work from 220 

Millman and colleagues (Millman et al., 2013; Millman et al., 2015), left and right HG were 221 

manually seeded because the anatomy of HG varies considerably among individuals (e.g. 222 

Rademacher et al., 2001). 223 

----------------------------------------------- Figure 2 about here ----------------------------------------------- 224 

Frequency bands of interest 225 

Spatial filters from the LOIs were generated using a time window of 2000 ms, including 500 ms 226 

prior to stimulus presentation. Broadband (1-45 Hz) data (obtained using 4
th 

order Butterworth 227 

filters) from the conditions of interest (Pop-out, Unintelligible) were projected through the spatial 228 

filters in the first instance so that all analyses (i.e., power envelope, entrainment and causality) 229 

could be carried out using the same spatial filter orientation. Contributions from more specific brain 230 

rhythms were assessed by spectrally filtering the broadband source-space signal in the frequency 231 

bands Δ (1-4 Hz), θ (4-8 Hz), α (8-15 Hz), β (15-30 Hz), and γ (30-45 Hz) using Chebyshev Type 2 232 

digital filters in both a forwards and backwards direction to remove phase-distortion. 233 

Event-related power analyses 234 

Event-related fields time-locked to stimulus onset were derived for Pop-outpre, Pop-outpost, 235 

Unintelligiblepre, and Unintelligiblepost. Whilst fMRI studies are limited to overall measures of 236 

cortical activity over relatively long time windows, the current analysis also investigated the 237 

temporal dynamics of the cortical responses to speech. This information is conveyed by means of 238 

the cumulative event-related power, where cumulative power at time t is calculated as the sum of 239 

the squares for the time window [0, t]. The use of this measure allowed for a clearer visualization of 240 

overall trends across the duration of a sentence compared to the more common point-by-point 241 

power analysis. Baseline correction was applied using the pre-stimulus time interval from -0.5 to -242 

0.2 s. 243 

After calculating the cumulative power measures for each individual condition, a combined 244 



measure was derived for each location and frequency band using the same contrast as for the 245 

‘interaction contrast’ used by Millman et al. (2015): [(Pop-outpost – Pop-outpre) – (Unintelligiblepost – 246 

Unintelligiblepre)]. The reasoning behind the use of this specific contrast is that Unintelligiblepost – 247 

Unintelligiblepre accounts for MEG differences due to repetition, while Pop-outpost – Pop-outpre also 248 

reveals the effects of prior knowledge and its effects on speech intelligibility. This overall measure 249 

reflects the changes in source-space MEG responses due to the perceptual pop-out. On a similar 250 

note, the same contrast could be re-written as [(Pop-outpost – Unintelligiblepost) – (Pop-outpre – 251 

Unintelligiblepre)], where Pop-outpre – Unintelligiblepre accounts for MEG variation due to low-level 252 

physical differences between the two vocoded sentences, while Pop-outpost – Unintelligiblepost also 253 

reflects the effects of prior knowledge and its effects on speech intelligibility. 254 

Cortical entrainment analyses 255 

The mapping between stimulus and cortical activity was estimated using a system identification 256 

approach based on ridge-regression. In particular, the procedure involved identifying a mapping 257 

from source-space MEG signal to the speech envelope that optimized the following linear model: 258 

                            

          

    

  

where          is the estimated speech envelope using the MEG signal from a location of interest loc, 259 

           is the MEG response time lag τi and location loc, and          is the linear decoder 260 

for the corresponding time lag and location. The objective was to reconstruct the underlying speech 261 

envelope and to compare the quality of such reconstructions across experimental conditions and 262 

cortical locations of interest. The decoder          was optimized for each condition using leave-263 

one-out cross-validation while maximizing the correlation between          and      (Crosse et al., 264 

2016b; mTRF Toolbox: http://sourceforge.net/projects/aespa/). At the cross-validation step i, data 265 

from all trials but triali were used to fit a model and to reconstruct an estimate of the envelope for 266 

triali. The procedure was then repeated for all trials, which allowed us to derive such an estimate for 267 

every trial. Ridge-regression provides us with a regularization parameter λ to prevent overfitting to 268 

the training data. Here, we conducted a parameter search to select the optimal λ value, i.e., the λ that 269 

produces the highest mean correlation between envelope and its estimates across all trials and all 270 

subjects. This mean correlation, which was measured by calculating Pearson’s correlation (r), 271 

represents a quantitative measure of cortical entrainment to the envelope of speech. Note that the 272 

optimization procedure was run separately for each condition and that the resulting optimal values 273 

of λ were the same for each condition. 274 

This approach, called the Temporal Response Function (TRF), allowed for the estimation of 275 

mappings from the MEG signal to the envelope of the stimulus (backward modeling approach) for 276 

each location and frequency band of interest. A window of time lags with a duration of 200 ms 277 

(Crosse et al., 2016b) was shifted from shorter to longer latencies with steps of 50 ms (from -50 – 278 

150 ms to 200 – 400 ms), which allowed investigation of the spatiotemporal dynamics of the effect 279 

of interest. Note that models are fit on the whole duration of a sentence (1.5 s), while the time-lag 280 

window-size refers to how many data-points of the MEG signal are used to reconstruct one single 281 

point of the speech envelope. See (Puvvada and Simon, 2017) for a similar use of different time-282 

windows in the context of selective attention to speech. 283 

Here, the contrast used for the power analysis [(Pop-outpost – Unintelligiblepost) – (Pop-outpre – 284 

Unintelligiblepre)] was decomposed into Pop-outpost – Unintelligiblepost and Pop-outpre – 285 

Unintelligiblepre. Only the Pop-outpost – Unintelligiblepost contrast involves the perceptual pop-out 286 



effect, while Pop-outpre – Unintelligiblepre may only reflect differences in cortical entrainment due 287 

to low-level physical differences between the two vocoded sentences. The choice of within-block 288 

contrast measures ensures that the resulting effects are neither due to repetition suppression nor 289 

perceptual learning. In fact such factors could emerge here only when the number of prior 290 

presentations of the stimuli differs between conditions, i.e., for contrasts between different blocks. 291 

These within-block contrasts could not be used in the event-related power analysis, as the 292 

subtraction of MEG power would be dominated by low-level physical differences between the two 293 

sentences. This is not the case for the entrainment analysis, which is based on Pearson’s correlations 294 

between speech envelopes and their reconstructions that were averaged across all trials for one 295 

given experimental condition. In fact, given input stimuli with similar spectro-temporal properties 296 

(e.g. same speaker and speech rate), the average ability to reconstruct their envelope was not 297 

expected to vary for different stimuli.  298 

Network effective connectivity analysis 299 

Brain connectivity measures are used to infer neuronal spatiotemporal interactions which index and 300 

predict task-relevant changes in cognitive states and behavior. Whilst methods such as dynamic 301 

causal modeling (DCM) require a set of possible hypotheses for the neurobiological system of 302 

interest (Stephan et al., 2007), there exist approaches that do not impose such a constraint and that 303 

rely on data-driven analyses (Granger, 1969; Ding et al., 2006). Here, an exploratory dynamical 304 

framework for neuronal system identification was used to assess the effect of prior information on 305 

the effective connectivity between cortical areas of interest in temporal and frontal lobes (effective 306 

connectivity denotes asymmetric causal dependences between brain regions). To this end, the source 307 

information flow toolbox (SIFT, Delorme et al., 2011) was used to investigate such causal effects in 308 

the context of bottom-up/top-down cortical information flow. 309 

SIFT was used to fit Vieira-Morf models on the source-space MEG data. A direct directed transfer 310 

function (dDTF; Korzeniewska et al., 2003) measure was used to estimate the direct causality 311 

between pairs of cortical locations of interest (‘directed’ indicates that nodes are connected by 312 

directional edges; ‘direct’ clarifies that direct information flow is isolated from indirect/spurious 313 

edges). dDTF can be interpreted as a frequency-domain conditional Granger causality (GC) 314 

measure and is effective in removing spurious indirect causal influence between brain sources (Kus 315 

et al., 2004). In other words, one benefit of this approach is that it disentangles direct influence 316 

between nodes from spurious effects. For example, given a network with three interconnected nodes 317 

A  B  C, a non-conditional approach could also report a spurious significant link A  C, even 318 

though such a connection is indirect. For each connection, this analysis looks for significant causal 319 

interactions in the time-frequency domain. The SIFT toolbox was provided with the broad-band 320 

source-space data (1-45 Hz). Data preprocessing consisted of constant detrending, and time and 321 

ensemble normalization with the following model parameters: model order = 18, window size = 300 322 

ms, step size = 30 ms. Furthermore, SIFT performs a frequency analysis by means of a 323 

segmentation-based linear vector autoregressive model (similar to a short-time Fourier transform) 324 

(Ding et al., 2000). Model validation was performed by checking for its stability and the whiteness 325 

of the residuals by means of the autocorrelation function (ACF) test (Lütkepohl, 2007; Delorme et 326 

al., 2011). The smallest model order that led to stability and whiteness for all experimental 327 

conditions was selected.  328 

As for the event-related power analysis, the contrasts between (Pop-outpost – Pop-outpre) and 329 

(Unintelligiblepost – Unintelligiblepre) were used to investigate the effect of prior knowledge in the 330 

spatio-spectral MEG domain. Because the time domain was involved, the connectivity analysis was 331 

conducted first on the contrasts Pop-outpost – Pop-outpre and Unintelligiblepost – Unintelligiblepre 332 



(Figure S5), as they involved the same physical stimulus and, therefore, the time dimension could 333 

be preserved. By collapsing the dDTF measure along the time domain, it was possible to compare 334 

the results for Pop-out and Unintelligible stimuli (Figure 5). Paired Wilcoxon tests were used to 335 

identify significant effects for the difference of the results for the two stimuli, which corresponds to 336 

the normalized contrast measure. 337 

Statistical analysis 338 

All statistical analyses were conducted using Wilcoxon signed rank tests (paired if possible), except 339 

where otherwise stated. All numerical values are reported as mean ± SD. In the cortical power and 340 

in the entrainment analyses, permutation-based cluster-size statistics (Groppe et al., 2011; Maris, 341 

2012) with 1000 repetitions were used to correct for multiple comparisons while keeping in 342 

consideration that results for neighboring time points or time windows are not independent. The 343 

primary threshold of the cluster statistics was set to p = 0.05 and all tests were two-tailed. Note that 344 

identical results were obtained using cluster-mass statistics (Ing & Schwarzbauer, 2014). In the 345 

connectivity analysis, Bonferroni correction was applied by taking into consideration both the 346 

number of frequency bins and the number of nodes. 347 



Results 348 

 349 

Behavioral intelligibility ratings 350 

The responses made during the probe trials were analyzed to confirm that the Pop-out sentences 351 

were perceived as more intelligible in block 2, i.e., after exposure to the unprocessed speech. The 352 

low intelligibility ratings for the Pop-outpre (mean = 15.7%, SD = 34%), Unintelligiblepre (mean = 353 

11.1%, SD = 17.3%), and Unintelligiblepost (mean = 17.8%, SD = 28.9%) sentences indicate that 354 

they were perceived as unintelligible. The intelligibility ratings for Pop-outpost (mean = 93.5%, SD 355 

= 15.2%) were significantly greater than the ones for Pop-outpre (Wilcoxon signed rank test, N = 15 356 

subjects, p = 0.001) and Unintelligiblepost (Wilcoxon signed rank test, N = 15 subjects, p = 0.001), 357 

indicating that prior knowledge induced perceptual pop-out in the Pop-out condition only. In the 358 

Unintelligible control condition, the ratings for Unintelligiblepre were not significantly different than 359 

those for Unintelligiblepost, (Wilcoxon signed rank test, N = 15 subjects, p = 0.15), indicating that 360 

the Unintelligible condition was an adequate control for temporal order effects. In block 1, there 361 

were no significant differences in the rating for Pop-outpre and Unintelligiblepre (Wilcoxon signed 362 

rank test, N = 15 subjects, p = 0.95), indicating that both conditions were perceived as similarly 363 

unintelligible. 364 

Distinct patterns of neurophysiological power changes as a result of perceptual pop-out 365 

Event-related power enhancement showed significant effects for STS, MTG, and IFG (Wilcoxon 366 

signed rank test, N = 16 subjects, p < 0.05; cluster statistics were used to correct for multiple 367 

comparisons for all the tests in this section). Figure 3 shows how this measure varies across the 368 

whole sentence duration (1.5 s) across all locations and frequency bands of interest. Sustained Δ-369 

band power enhancement was measured in left STS (p < 0.05) and left MTG (p < 0.05). MTG 370 

showed significant left lateralization of such enhancement (paired Wilcoxon signed rank test, N = 371 

16, p < 0.05). Importantly, these sustained effects did not emerge for other frequency bands. A 372 

different pattern of results was measured in IFG, which showed early (~100–550 ms) left-lateralized 373 

suppression of cumulative power in γ-band (p < 0.05; significant left lateralization, paired Wilcoxon 374 

signed rank test, N = 16, p < 0.05) and right-biased enhancements for longer latencies for broadband 375 

power (~600-1300 ms respectively; p < 0.05; significant right lateralization emerged for the 376 

broadband signal: paired Wilcoxon signed rank test, N = 16, p < 0.05). 377 

This pattern of enhancement and suppression of cortical activity, as depicted in Figure 3, is based 378 

on the ‘interaction contrast’ measure [(Pop-outpost - Pop-outpre) - (Unintelligiblepost - 379 

Unintelligiblepre)], which isolates the effects of perceptual pop-out (Millman et al., 2015). 380 

Therefore, the present experiment successfully elicited an increase in perceived intelligibility that 381 

was reflected in the source-space MEG signal. In particular, the sustained effects in left STS and left 382 

MTG suggest that the perceptual change in speech intelligibility is underpinned by enhanced Δ-383 

band activity in those cortical locations. Shorter suppressive effects also emerged in HG and IFG. 384 

Although this result indicates that the MEG data reflects some effects of prior knowledge, this 385 

specific measure was insufficient to assess top-down/bottom-up cortical interactions and, 386 

importantly, it did not show overwhelming suppressive effects due to prior knowledge that would 387 

have supported other studies based on similar pop-out paradigms (Sohoglu et al., 2012; Blank and 388 

Davis, 2016; Sohoglu and Davis, 2016; Di Liberto et al., in review). One reason may lie in the 389 

event-related approach itself, which is ill-suited for the relatively long sentences used in this 390 

experiment (Crosse et al., 2016b): The fast dynamics of conversational speech hamper the 391 

investigation of long latency responses, as they overlap with the early responses to subsequent 392 

sounds. This is not the case when short isolated stimuli are used such as single words (Sohoglu et 393 

al., 2012; Sohoglu and Davis, 2016). For this reason, additional analyses were used that aimed at 394 

eliciting more targeted indices of cortical activity with the goal of determining the precise 395 



spatiotemporal dynamics due to the effect of prior knowledge.  396 

----------------------------------------------- Figure 3 about here ----------------------------------------------- 397 

Prior knowledge modulates top-down and bottom-up envelope entrainment 398 

Cortical entrainment was used to determine how accurately the broadband envelope of speech could 399 

be reconstructed from the source-space MEG signals of individual participants, as measured by 400 

correlation (Pearson’s r; Figures S1 and S2 report the results for individual conditions in Δ- and θ-401 

bands respectively). A change in this correlation when Unintelligiblepost was compared with Pop-402 

outpost (block 2) was used to quantify changes in cortical entrainment due to perceptual pop-out (see 403 

Figures S3 and S4). In addition, the potential contribution of physical differences between stimuli 404 

was derived by calculating the change in correlation between Unintelligiblepre and Pop-outpre (block 405 

1) (see Figures S3 and S4). A repeated measures three-way ANOVA (with factors block, cortical 406 

location, and time-lag window) indicated a main effect of block in the Δ-band (F(1,15) = 7.45; p = 407 

0.016; η
2
 = 0.33) but not for θ-band (F(1,15) = 2.17; p = 0.162; η

2
 = 0.13). In addition, the 408 

enhancements in cortical tracking due to prior knowledge was studied explicitly at every location of 409 

interest and time-lag window by subtracting the contrasts for the two blocks (block 2 - block 1), 410 

namely the ‘interaction contrast’ measure (Figure 4). A significant enhancement in cortical tracking 411 

involving both temporal and frontal sites emerged for the Δ-band (1–4 Hz) at different latencies. 412 

Specifically, an early sustained enhancement of left IFG cortical areas arose from the interval -50–413 

150 ms, followed by a sustained enhancement of left HG beginning for the interval 0–200 ms 414 

(Wilcoxon signed rank test, N = 16, p < 0.05; correction for multiple comparisons was performed 415 

using cluster statistics that takes into account dependencies across the time dimension). The 416 

enhancement in both IFG and HG areas was sustained until the lag-window 150–350 ms. No 417 

significant effects emerged for the ‘interaction contrast’ measure in the θ-band. These results 418 

establish a link between perceptual pop-out and increased cortical tracking of the speech envelope 419 

and, crucially, suggests that Δ-band cortical activity in left IFG may initiate the early enhancement 420 

of envelope tracking enhancement in left HG. 421 

The link between these results and the perceptual pop-out effect was controlled for by using the 422 

‘interaction contrast’ measure, which isolates the effect of prior knowledge by controlling for the 423 

potential effect of physical differences between stimuli. Nevertheless, further insights can be drawn 424 

by considering the results in the Δ-band (Figure S3) and θ-band (Figure S4) for the two blocks 425 

separately. In block 1, any differences in the reconstruction accuracies between Unintelligiblepre and 426 

Pop-outpre represent a baseline that accounts for physical differences between the two vocoded 427 

sentences that do not involve the pop-out effect. Because the stimuli have similar spectro-temporal 428 

properties and were both perceived as unintelligible, it was predicted that no differences would have 429 

arisen for the contrast within block 1. As expected, no significant change in cortical entrainment 430 

emerged for any time-lag window in both Δ- and θ-bands. 431 

As no effects were predicted for block 1, we expected block 2 to produce the same pattern of results 432 

that emerged for the ‘interaction contrast’. The result partially confirmed our expectation for Δ-band  433 

(Figure S3): A significant increase in cortical tracking emerged in block 2 for almost all the cortical 434 

areas of interest for the Δ-band at different latencies, including the significance patterns that 435 

emerged for the ‘interaction contrast’ measure. Specifically, an early sustained enhancement of left 436 

cortical areas arose, starting from consecutive time-lag windows for, in this order, IFG, HG, STS, 437 

and MTG, from -50–150 ms, 0–200 ms, 50–250 ms, 100–300 ms respectively (Wilcoxon signed-438 

rank test, N = 16, p < 0.05; correction for multiple comparisons was performed using cluster 439 

statistics that takes into account dependencies across the time dimension). This suggests that the 440 

early activation of left IFG may initiate the early propagation of envelope entrainment within the 441 



left-hemisphere in a bottom-up direction from HG, to STS, and finally to MTG. A different pattern 442 

emerged for the envelope entrainment in the θ-band (4–8 Hz), which showed an early suppression 443 

with perceptual enhancement in all cortical areas of interest. However, statistical significance 444 

emerged only for the suppressive effect in right IFG (Figure S4). 445 

These findings provide detailed information on the effects of prior knowledge on the early cortical 446 

dynamics underlying continuous speech processing. In particular, they indicate that the availability 447 

of higher-level information in the upcoming stimulus, which enhances the perceived intelligibility 448 

of the speech sentences, increases the early Δ-band tracking of the envelope of speech in left IFG. 449 

Enhanced Δ-band entrainment was also measured in other areas in left temporal cortex at 450 

progressively longer latencies, suggesting that information flow initiated by left IFG then 451 

propagates to primary auditory cortex. The analysis of block 2 in isolation suggested that this might 452 

also be followed by effects in superior temporal and posterior middle temporal areas within the left 453 

hemisphere.  454 

----------------------------------------------- Figure 4 about here ----------------------------------------------- 455 

Effects of prior knowledge on cortico-cortical dynamics 456 

The cortical entrainment analysis provided insights on how perceptual pop-out affects the encoding 457 

of the speech sentences measured with MEG. However, this approach is constrained to the speech 458 

features chosen for the analysis, which in this case consist of the speech envelope. Furthermore, 459 

while both the entrainment and power analyses study the effects of perceived intelligibility in each 460 

individual cortical area separately from the others, there are approaches that allow the explicit 461 

investigation of the causal interaction between cortical areas. Importantly, these approaches enable 462 

the study of how the pop-out effect modifies the spatiotemporal dynamics of the speech 463 

comprehension network, without biasing the analysis to specific features of speech (e.g. speech 464 

envelope). Therefore, further analysis was conducted with the goal of obtaining complementary 465 

insights on the cortical mechanisms of integration of prior information during speech 466 

comprehension. 467 

 468 

Here, this was achieved by estimating effective connectivity within the eight-node network of 469 

locations of interest (bilateral HG, STS, MTG, and IFG) using a dDTF measure, which can be 470 

considered a conditional Granger causality measure that quantifies the influence of one time series 471 

on another time series, even in the presence of a third time series. In the context of a hierarchical 472 

structure of the speech processing network, we hypothesized that this measure would have shown 473 

interactions primarily between functionally neighboring stages, such as HG-STS and STS-MTG 474 

(e.g. Hickok and Poeppel, 2007), while based on previous studies, we had less defined predictions 475 

from the literature on what causal links might exist between IFG and temporal areas. Specifically, 476 

the dDTF analyses explicitly tested the following predictions based on previous work that used 477 

prior knowledge to modulate speech intelligibility: i) The emergence of top-down connections from 478 

IFG to STG/STS and of bottom-up connections from STG/STS to IFG (Sohoglu and Davis, 2016) 479 

and ii) top-down effects from STG to HG (Tuennerhoff and Noppeney, 2016). Furthermore, a broad 480 

literature suggests that hemispheric differences exist in the processing of sounds and speech 481 

(Poeppel, 2003; Gross et al., 2013; Peelle et al., 2013; Zoefel and VanRullen, 2016). For this reason, 482 

we predicted that most interactions would have emerged within, rather than between, hemispheres. 483 

 484 

These hypotheses are partially reflected by the results in Figure 5. The space-frequency grid shows 485 

significant changes in bottom-up and top-down connectivity between cortical locations of interest 486 

due to perceptual pop-out. Positive values indicate a connectivity enhancement due to prior 487 

knowledge (from block 1 to block 2), while negative values reflect a connectivity suppression. 488 



Strong effects of prior information emerged as a suppression of the bottom-up link between left 489 

HG-left STS and as enhancement of the bottom-up link between left STS-left MTG. Opposite 490 

dynamics emerged for the corresponding top-down links, which exhibited a strong enhancement 491 

between left STS-left HG and a less prominent suppression between left MTG-left STS. Both these 492 

bottom-up and top-down effects involved most of the cortical frequencies of interest. Consistent but 493 

less prominent effects emerged for links originating from left IFG, which showed enhanced top-494 

down connections with all the left temporal areas of interest: Granger causal links with left HG 495 

involved cortical frequencies above 15 Hz while links with left STS and left MTG involved slower 496 

cortical rhythms (< 15 Hz). Furthermore, a strong inter-hemispheric interaction emerged for the 497 

connection from right HG to left HG across a large set of frequencies (~4–35 Hz). In contrast, less 498 

consistent and prominent results emerged for connections within the right hemisphere, which 499 

exhibited effects of prior knowledge almost exclusively for bottom-up connections and slow 500 

cortical rhythms (< 15 Hz). Prior knowledge strengthened connectivity between areas in the right 501 

temporal areas. Specifically, increased connectivity was measured between right HG and right STS 502 

(in both directions) and from right HG to right MTG. Secondly, the perceptual pop-out reduced 503 

Granger causal connections from various cortical areas (i.e., right HG, left and right MTG) to right 504 

IFG, with the only exception being the link from right STS to right IFG, which became stronger as 505 

an effect of the perceptual pop-out. 506 

 507 

----------------------------------------------- Figure 5 about here ----------------------------------------------- 508 



Discussion 509 

 510 

The cortical mechanisms underpinning the integration of prior knowledge with sensory input during 511 

continuous speech comprehension are poorly understood. Here, we demonstrated that non-invasive 512 

MEG measures are sensitive to the predictive effects of prior knowledge on perceived speech 513 

intelligibility. Furthermore, we provided insight into the cortical spatiotemporal dynamics that 514 

underlie this process, and the implications for current views of the cortical underpinnings of speech 515 

comprehension. 516 

 517 

Low-frequency envelope entrainment reflects perceived speech intelligibility 518 

Measures of cortical entrainment to speech features, in particular to the speech envelope, are 519 

powerful tools to investigate the cortical mechanisms of continuous speech processing (Ahissar et 520 

al., 2001; Aiken and Picton, 2008; Nourski et al., 2009; O'Sullivan et al., 2014; Crosse et al., 521 

2016a). However, it remains unclear to what extent envelope entrainment reflects the encoding of 522 

sensory information that is specific to speech (Ding and Simon, 2014b; Ding and Simon, 2014a; Di 523 

Liberto et al., 2015; Zoefel and VanRullen, 2016) and how entrainment is affected by higher-order 524 

processes such as the integration of prior knowledge (Holdgraf et al., 2016). It has been argued that 525 

speech intelligibility impacts on the phase of ongoing neural oscillations in (left) temporal cortex, 526 

which was interpreted as suggesting that linguistic information affects neural oscillations (Peelle et 527 

al., 2013; Park et al., 2015). Yet, those studies did not disentangle the effects of perception from 528 

physical (acoustic) differences, as the intelligibility was modulated using physical manipulations of 529 

the speech stimuli (e.g. noise-vocoding, time-reversing). A previous analysis of the same MEG 530 

dataset used in the present study did not reveal any significant effect of prior knowledge on phase-531 

locking to the speech envelope (Millman et al., 2015), quantified using θ-band coherence and cross-532 

correlation measures between stimulus envelope and source-space neural signals. The reason may 533 

have been methodological as cross-correlation is sub-optimal when studying responses to stimuli 534 

with speech-like statistics (Crosse et al., 2016b) and did not allow for an exploration of the temporal 535 

dynamics of the pop-out effect. A recent study that used an analysis framework aimed at relating 536 

ongoing EEG to particular features of a speech stimulus found a positive correlation between Δ-537 

band entrainment to phoneme-level features and perceived speech intelligibility using a pop-out 538 

paradigm similar to the one employed here (Di Liberto et al., in review). However, no significant 539 

effect of prior knowledge emerged specifically for envelope entrainment. It may be the case that the 540 

effect of prior knowledge on cortical entrainment is so subtle – relative to the entrainment to the 541 

acoustic energy of the stimulus itself – that the use of an imaging modality with higher spatial 542 

resolution than sensor-space EEG, combined with a stronger focus on time-domain analyses, is 543 

required to reveal this effect. 544 

 545 

In contrast to our previous work (Millman et al., 2015) the results shown in Figure 4 clearly 546 

indicate that low-frequency envelope entrainment is affected by perceptual pop-out. Importantly, 547 

this effect was related specifically to the increase in perceived speech intelligibility and not to an 548 

effect of stimulus repetition or perceptual learning, as previously shown by Sohoglu and Davis 549 

(2016). Furthermore, the result was not a consequence of physical differences between the two 550 

stimuli as no effects on envelope entrainment were observed for block 1, in which both stimuli 551 

(Pop-out, Unintelligible) were unintelligible. Indeed, this finding is in line with the notion that 552 

cortical entrainment to the envelope of speech is prominent in the Δ- and θ-bands (Ahissar et al., 553 

2001; Aiken and Picton, 2008; Giraud and Poeppel, 2012; Gross et al., 2013; Keitel et al., 2017). 554 

Importantly, our results are in line with recent view suggesting that slow cortical activity reflects the 555 

effect of perceptual expectation (Arnal et al., 2011). In particular, low-frequency oscillations have 556 

been suggested to reflect multiple aspects of speech processing that previous research could not 557 

disambiguate. One possible solution to disentangling these myriad processes may be to investigate 558 



the time-locking to such low rhythms (Sedley et al., 2016). Here, we demonstrated the link between 559 

slow cortical oscillations and perceptual expectation specifically in the context of the envelope 560 

entrainment mechanism. Our results indicate that Δ-band entrainment is strongly linked with speech 561 

intelligibility (Ding and Simon, 2013; Ding et al., 2014; Ding and Simon, 2014a) and with the 562 

formation of temporal predictions (Arnal et al., 2015), while θ-band entrainment has been 563 

associated with the acoustic properties of the speech envelope (Ding and Simon, 2013; Peelle et al., 564 

2013). Our results suggest a main role of Δ-band entrainment in the predictive mechanisms that 565 

support an increase in the perceived intelligibility of speech. 566 

 567 

Although these considerations confirm that envelope entrainment is modulated by perceptual pop-568 

out, the specific underlying neural processes remains unclear. A recent fMRI study (Blank and 569 

Davis, 2016) reported that an increase in perceived speech clarity enhanced the encoding of speech-570 

specific information in left STS, whilst the overall activation of left STS was suppressed. Such 571 

effects might be linked to the results presented in the current study, namely the Δ-band enhancement 572 

(which showed spatiotemporal variability over time-lag windows from -50 to 400 ms) and θ-band 573 

suppression. In particular, the Δ-band enhancement measured for STS could reflect the more 574 

detailed cortical encoding of speech-specific information described by Blank and Davis (2016). 575 

This hypothesis finds further support in the recent finding that prior knowledge, rather than simply 576 

producing increases or decreases in activation in specific cortical areas, enhances high γ-band 577 

entrainment specifically to speech-like spectrotemporal features in temporal cortex (Holdgraf et al., 578 

2016). In line with the work from Blank and Davis (2016), and from Holdgraf et al. (2016), we 579 

contend that the Δ-band enhancement measured in the present study may reflect similar sharpening 580 

mechanisms that enhance the cortical encoding of speech-like information. Similarly, the 581 

suppression in θ-band may indicate an early reduced encoding of lower-level predictable acoustic 582 

features. Thus, a potential interpretation of these results in the context of predictive coding is that 583 

low-frequency envelope entrainment may reflect activity from both representational and error units 584 

(Friston and Kiebel, 2009; Clark, 2013).  585 

 586 

Top-down and bottom-up effects of prior knowledge during speech perception 587 

Speech comprehension is thought to involve the active integration of prior knowledge with sensory 588 

input through predictive top-down cortical mechanisms (Davis and Johnsrude, 2007; Wild et al., 589 

2012; Blank and Davis, 2016; Leonard et al., 2016; Tuennerhoff and Noppeney, 2016; Di Liberto et 590 

al., in review), however the exact spatiotemporal dynamics of this process remain unclear. In 591 

particular, there is strong evidence that such effects occur in a broad network of cortical areas, 592 

including regions in temporal cortex and frontal areas such as IFG (Sohoglu et al., 2012; Park et al., 593 

2015; Sohoglu and Davis, 2016). Our results advance the current understanding of this cortical 594 

network by providing new insights on the precise spatiotemporal dynamics of this process. 595 

 596 

Here, we show that Δ-band cortical entrainment to the envelope of speech is affected by prior 597 

knowledge, and that this effect rapidly propagates in a top-down manner, from left IFG to left HG 598 

(time windows [-50, 150] ms and [0, 200] ms respectively; Figure 4), and only subsequently 599 

reaches STS and then MTG (Figure S3). Interestingly, such a top-down phenomenon did not 600 

emerge for θ-band (Figure S4), which instead showed suppressed envelope entrainment. This 601 

finding supports the notion that neural oscillations at different rates may contribute in distinct ways 602 

to predictive mechanisms in speech comprehension (Gross et al., 2013; Ding and Simon, 2014b; 603 

Fontolan et al., 2014; Kösem and van Wassenhove, 2016). In line with previous studies on speech 604 

comprehension, the early cortical entrainment measured in IFG indicates the involvement of a 605 

broader network that includes temporal and frontal sites (Hickok and Poeppel, 2007; Obleser and 606 

Kotz, 2009; Park et al., 2015; Sohoglu and Davis, 2016). Additionally, our results demonstrate that 607 

IFG exerts influence on regions in temporal cortex, supporting speech intelligibility through 608 



entrainment to the envelope of speech. 609 

 610 

The cortical entrainment analysis indicated that the effects of prior knowledge entailed a rapid top-611 

down propagation that affected all left cortical areas of interest between the time windows [-50, 612 

150] ms and [100, 300] ms. This result suggests that the effects of prior knowledge occur on a much 613 

shorter temporal scale than previously reported by similar pop-out studies (Sohoglu et al., 2012; 614 

Sohoglu and Davis, 2016). One explanation may be found in the use of short sentences in the 615 

present experiment. In contrast to isolated words, our stimuli are suitable for deriving entrainment 616 

measures in addition to event-related responses. Moreover, meaningful sentences enable the study 617 

of cortical responses to linguistic features. For these reasons, the present work highlights the 618 

importance of investigating both the cortical responses to isolated speech units and to continuous 619 

speech stimuli. Despite these advantages, it is possible that the use of the specific popout paradigm 620 

used by Millman et al. (2015) may explain some discrepancies with prior literature. One of the 621 

limitations of the experimental design used by Millman et al. (2015) was the repeated presentations 622 

of the speech sentences used for the conditions of interest i.e., Pop-out and Unintelligible. It is 623 

possible that repeated presentations of the same speech sentences could explain why the results of 624 

interest emerged mainly in Δ-band: Previous work (Arnal et al., 2011) suggested that predictable 625 

speech stimuli result in distributed Δ-band activity. Arnal et al. (2011) also found that β and γ 626 

oscillations index prediction error and its resolution. For this reason, the design of the specific pop-627 

out paradigm used in the present study may be ill-suited to identifying neural representations of 628 

prediction error. 629 

 630 

The cortical entrainment analysis provided a detailed picture of the top-down/bottom-up effects of 631 

prior knowledge in the speech comprehension network. However, the quantitative measures were 632 

biased toward a specific feature of speech: the temporal envelope. Furthermore, the order in which 633 

cortical entrainment emerges in different areas does not imply causality. This motivated further 634 

analysis of the MEG responses to unveil causal dynamics to which linear mapping between 635 

stimulus and neural recording would be insensitive. A connectivity analysis was performed on the 636 

source-space MEG signals to determine effective (directional) direct causality between the cortical 637 

regions of interest (Figure 5). It is important to clarify that our estimate of causality is constrained 638 

by two factors: 1) It is specific to dDTF measures, which can be thought as in the same domain of 639 

Granger causality (Blinowska, 2011) and 2) it is limited to the 8 cortical sites of interest. This 640 

analysis showed that perceptual pop-out increases the top-down (and suppresses the bottom-up) 641 

information flow between left HG and left STS, which is in line with the recent fMRI work 642 

(Tuennerhoff and Noppeney, 2016). Furthermore, the results in Figures 4, 5, and S3 provide new 643 

insights on the top-down link between IFG and STG that was previously reported by Blank and 644 

Davis (2016). Specifically, the effect of prior knowledge on the envelope entrainment that initiates 645 

in IFG propagates firstly to HG, and only subsequently to STS and MTG. In addition, direct 646 

Granger causal top-down links emerged between left IFG and all the left temporal sites of interest, 647 

indicating the direct influence of left IFG onto each of those temporal areas. Taken together, these 648 

results are compatible with theories of predictive coding which would explain such effects as an 649 

early top-down modulation, which increases the readiness of HG to process the upcoming stimulus, 650 

and the subsequent reduction of the bottom-up prediction error (Friston and Kiebel, 2009; Clark, 651 

2013). A second effect was the enhancement of the bottom-up directional link from left STS to left 652 

posterior MTG. The use of short meaningful sentence stimuli (rather than isolated words) may be 653 

crucial for the interpretation of this result; in fact, such stimuli enable processing at the syntactic 654 

and semantic levels. In this context, previous research suggested the emergence of both activity 655 

suppression, at hierarchical levels where speech information is predictable, and activity 656 

enhancement, at levels that were previously not (or less) active (George et al., 1999; Tuennerhoff 657 

and Noppeney, 2016). Hence, our results indicate that posterior MTG is strongly involved in the 658 

processing of higher-level features of speech related to intelligibility (Lau et al., 2008; Turken and 659 

Dronkers, 2011; Henseler et al., 2014; Zhang et al., 2015; Tuennerhoff and Noppeney, 2016). The 660 



focus on local interactions was essential to reveal the various pattern of this “vertical” information 661 

flow. 662 

 663 

Finally, our results suggest the involvement of a broader network of cortical areas than previously 664 

modeled (Sohoglu and Davis, 2016; Tuennerhoff and Noppeney, 2016) for the predictive effect of 665 

prior information, including left frontal and temporal cortices. In line with previous studies, we 666 

contend that early integration of prior knowledge in IFG enhances the readiness of the network to 667 

the expected incoming stimulus in lower-order temporal areas (Friston, 2005; Sohoglu and Davis, 668 

2016). Hence, frontal areas constitute a crucial part of such a cortical network (c.f. Tuennerhoff and 669 

Noppeney, 2016). Furthermore, our results indicate that multiple temporal sites should be included 670 

when modeling the interactions between frontal and temporal cortex during perceptual prediction. 671 

In fact, IFG may interact differently with distinct temporal areas, which could not be captured by a 672 

simpler two-node model (Sohoglu and Davis, 2016). 673 

 674 
In summary, we provided detailed spatiotemporal evidence of the top-down and bottom-up 675 

dynamics of prior knowledge on speech intelligibility using a pop-out paradigm. First, our results 676 

indicate that non-invasive measures of envelope entrainment are sensitive to the predictive effect of 677 

prior knowledge. Second, prior knowledge induces rapid information flow in Δ-band cortical 678 

signals that initiates in left IFG and subsequently propagates from HG to STS and finally to MTG in 679 

the left hemisphere. This indicates that left IFG may induce rapid (< 50 ms) top-down modulation 680 

of lower levels of the speech processing hierarchy. In line with the notion of predictive coding, an 681 

effective connectivity analysis revealed that perception of intelligible speech sentences increased 682 

top-down information flow from left STS to left HG and enhanced the bottom-up flow from left 683 

STS to left MTG, suggesting the involvement of left posterior MTG in the processing of intelligible 684 

speech features. 685 
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Figure 1: A “pop-out” experiment to isolate predictive perceptual enhancement of speech 897 
(adapted from Millman et al., 2015). MEG data were recorded while participants listened to 898 

speech sentences that were degraded using 3-channel tone-carrier vocoded speech (Pop-outpre and 899 

Unintelligiblepre conditions). In block 1 (~20 minutes) both vocoded sentences of interest were 900 

perceived as unintelligible. A training block followed (~3 minutes in which MEG data was not 901 

recorded) in which participants listened to the vocoded and the original versions of only one of the 902 

two sentences. Finally, both vocoded sentences of interest were presented in block 2 (~20 minutes). 903 

In the latter case, the “pop-out” sentence (Pop-outpost condition) became intelligible after training, 904 

whereas the other sentence of interest remained unintelligible (Unintelligiblepost condition) because 905 

participants were not exposed to the corresponding original version. 906 

Figure 2: Schematic of the cortical locations of interest. A standard MNI brain is used to display 907 

the 4 bilateral cortical areas selected for this study. 908 

Figure 3: Perceptual “pop-out” determines changes in source-space MEG power. Event-related 909 

fields time-locked to sentence onsets were derived and power measures were calculated for each 910 

time sample from a latency of zero. Baseline correction was applied using the time interval from -911 

0.5 to -0.2 ms. The cumulative difference in power (‘interaction contrast’: (Pop-outpost - Pop-outpre) 912 

- (Unintelligiblepost - Unintelligiblepre) ) is reported here for all frequency bands and cortical sources 913 

of interest (left and right hemispheres are directly compared to investigate possible asymmetries; 914 

values on the y-axis are reported in arbitrary units). Significant power changes and hemispheric 915 

asymmetries are marked with horizontal lines (Wilcoxon signed rank tests, N = 16, p < 0.05; cluster 916 

statistics across the time dimension were used to correct for multiple comparisons). Note that IFG 917 

and results for broadband signals are shown on different ordinate scales as they exhibited event-918 

related power within a different range of magnitudes, compared with the other locations and 919 

frequency bands of interest. 920 

 921 

Figure 4: Prior information induces top-down dynamics of Δ-band entrainment to the speech 922 
envelope. TRFs were evaluated from the cortical responses to the envelope of the stimulus for a 923 

number of time-lag windows at progressively longer latencies (backward modeling approach; 924 

window size: 200ms). The quality of fit was estimated by calculating correlations between the 925 

speech envelope and its reconstructions using cross-validation. The perceptual pop-out effect is here 926 

shown by means of the ‘interaction contrast’ [(Pop-outpost – Pop-outpre) – (Unintelligiblepost – 927 

Unintelligiblepre)], where only the Pop-outpost stimulus was perceived as intelligible. Results are 928 

reported for Δ- and θ-bands and for each cortical location of interest. Significant effects represent 929 

cortical entrainment enhancement induced by prior information between Pop-out and Unintelligible 930 

sentences. Significant effects emerged for Δ-band (Wilcoxon signed rank test, N = 16, *p < 0.05; 931 

cluster statistics across the time dimension were used to correct for multiple comparisons). Note 932 

that outlier values are reported separately from the correspondent distribution to improve the clarity 933 

of the figure, however they were included in the statistical analysis. 934 

 935 

Figure 5: A source-space connectivity analysis: Low-level top-down and higher-level bottom-936 

up connections are enhanced when prior information is available. 937 
Frequency grid showing the event-related grand-average (N = 16) change in brain dynamics 938 

induced by prior information across frequency, and cortical locations (SIFT; Delorme et al., 2011). 939 

dDTF (Korzeniewska et al., 2003) were calculated for an 8 node model, including all locations of 940 

interest. These can be interpreted as frequency-domain conditional Granger causality measures. 941 

Frequency grids show the dDTF contrast from block 1 to block 2, for Unintelligible (green) and 942 

Pop-out (orange) stimuli. Significant differences between stimulus type (i.e., the ‘interaction 943 

contrast’) are highlighted with the grey shaded area (paired Wilcoxon signed rank test, N = 16, p < 944 

0.05; Bonferroni correction was applied). 945 

  946 



Figure S1: Envelope reconstruction correlations for individual conditions in Δ-band. TRFs 947 

were evaluated from the Δ-band cortical responses to the envelope of the stimulus (backward 948 

modeling approach; window size: 200ms). The quality of fit was estimated by calculating 949 

correlations between the speech envelope and its reconstructions using cross-validation. This figure 950 

shows these correlation values for individual conditions. 951 

 952 

Figure S2: Envelope reconstruction correlations for individual conditions in θ-band. TRFs 953 

were evaluated from the θ-band cortical responses to the envelope of the stimulus (backward 954 

modeling approach; window size: 200ms). The quality of fit was estimated by calculating 955 

correlations between the speech envelope and its reconstructions using cross-validation. This figure 956 

shows these correlation values for individual conditions. 957 

 958 

Figure S3: Effects of prior information on the Δ-band entrainment to the speech envelope.  959 
TRFs were evaluated from the cortical responses to the envelope of the stimulus (backward 960 

modeling approach; window size: 200ms). The quality of fit was estimated by calculating 961 

correlations between the speech envelope and its reconstructions using cross-validation. Differences 962 

between Pop-out and Unintelligible sentences were calculated for both blocks 1 and 2 (before and 963 

after exposure to the original sentence in the Pop-out condition). This procedure was repeated for 964 

each cortical location of interest. Significant effects emerged for Δ-band (Wilcoxon signed rank test, 965 

N = 16, *p < 0.05; cluster statistics across the time dimension were used to correct for multiple 966 

comparisons). Differences between Pop-out and Unintelligible stimuli for each of the blocks are 967 

shown, where only the Pop-out stimulus was perceived as intelligible. Significant effects in block 2 968 

represent cortical entrainment enhancement induced by prior information and physical differences 969 

between Pop-out and Unintelligible sentences. Significant contrasts in block 1 are caused by 970 

differences in entrainment brought about by physical differences between the stimuli. Note that 971 

outlier values are reported separately from the correspondent distribution to improve the clarity of 972 

the figure, however they were included in the statistical analysis. 973 

 974 

Figure S4: Effects of prior information on the θ-band entrainment to the speech envelope. 975 
TRFs were evaluated from the cortical responses to the envelope of the stimulus (backward 976 

modeling approach; window size: 200ms). The quality of fit was estimated by calculating 977 

correlations between the speech envelope and its reconstructions using cross-validation. Differences 978 

between Pop-out and Unintelligible sentences were calculated for both blocks 1 and 2 (before and 979 

after exposure to the original sentence in the Pop-out condition). This procedure was repeated for 980 

each cortical location of interest. Some significant effects were identified for θ-bands (Wilcoxon 981 

signed rank test, N = 16, *p < 0.05; cluster statistics across the time dimension was used to correct 982 

for multiple comparisons). Note that outlier values are reported separately from the correspondent 983 

distribution to improve the clarity of the figure, however they were included in the statistical 984 

analysis. 985 

 986 

Figure S5: Source-space connectivity analyses reveal that low-level top-down and higher-level 987 

bottom-up connections are enhanced when prior information is available.  988 
Time-frequency grid showing the event-related grand-average (N = 16) change in brain dynamics 989 

induced by prior knowledge across time, frequency, and cortical locations (SIFT; Delorme et al., 990 

2011). Direct Directed Transfer Function measures (dDTF; Korzeniewska et al., 2003) were 991 

calculated for an 8-node model, including all locations of interest. These can be interpreted as 992 

frequency-domain conditional Granger causality measures. Time-frequency grids show the dDTF 993 

contrast from block 1 to block 2 for A) Unintelligible and B) Pop-out stimuli. The baseline is -100 994 

to -10 ms and the vertical red dashed lines indicates latency of the beginning of a sentence (t = 0 995 

ms). The dDTF contrast measures were thresholded for statistical significance using the 95
th

 996 

percentile of all measured values. 997 
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