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A B S T R A C T

Electroencephalography (EEG) recordings performed in magnetic resonance imaging (MRI) scanners are affected
by complex artifacts caused by heart function, often termed pulse artifacts (PAs). PAs can strongly compromise
EEG data quality, and remain an open problem for EEG-fMRI. This study investigated the properties and mech-
anisms of PA variability across heartbeats, which has remained largely unaddressed to date, and evaluated its
impact on PA correction approaches. Simultaneous EEG-fMRI was performed at 7T on healthy participants at rest
or under visual stimulation, with concurrent recordings of breathing and cardiac activity. PA variability was found
to contribute to EEG variance with more than 500 μV2 at 7T, which extrapolates to 92 μV2 at 3T. Clustering
analyses revealed that PA variability not only is linked to variations in head position/orientation, as previously
hypothesized, but also, and more importantly, to the respiratory cycle and to heart rate fluctuations. The latter
mechanisms are associated to short-timescale variability (even across consecutive heartbeats), and their impor-
tance varied across EEG channels. In light of this PA variability, three PA correction techniques were compared:
average artifact subtraction (AAS), optimal basis sets (OBS), and an approach based on K-means clustering. All
methods allowed the recovery of visual evoked potentials from the EEG data; nonetheless, OBS and K-means
tended to outperform AAS, likely due to the inability of the latter in modeling short-timescale variability. Alto-
gether, these results offer novel insights into the dynamics and underlying mechanisms of the pulse artifact, with
important consequences for its correction, relevant to most EEG-fMRI applications.
1. Introduction

Scalp electroencephalography (EEG) and functional magnetic reso-
nance imaging (fMRI) can be combined to achieve rich descriptions of
the electrical and hemodynamic processes underlying brain function,
non-invasively and with high spatiotemporal resolution (Mulert and
Lemieux, 2010; Ullsperger and Debener, 2010; Jorge et al., 2014). Un-
fortunately, however, when acquired together, EEG and fMRI can inter-
fere with each other through electromagnetic interactions that can
strongly compromise data quality (Mullinger and Bowtell, 2011).
Namely, the ongoing function of the heart in the static magnetic field of
MRI scanners (B0) produces a major contribution to EEG degradation,
hereafter termed pulse artifact (PA) – also often named “ballistocardio-
gram artifact”. In the spectral domain, PA contributions can span a
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frequency range up to 30 Hz, overlapping with an important part of the
EEG spectrum. Even at moderate field strengths of 1.5T, PAs can often
reach amplitudes of 50 μV (Debener et al., 2008; Neuner et al., 2013),
easily surpassing most contributions from neuronal activity. At higher
fields this becomes even more problematic, as PA amplitude increases
approximately linearly with B0 strength (Debener et al., 2008). For these
reasons, PAs are a crucial nuisance for simultaneous EEG-fMRI, and have
been given considerable attention (Ullsperger and Debener, 2010).

Several mechanisms have been shown to contribute to the generation
of PAs, including bulk head motion in B0 due to blood ejection from the
heart, electric fields generated by ion separation in the moving blood
(Hall effect), and local electrode movements due to scalp expansion (Yan
et al., 2010; Mullinger et al., 2013). Unfortunately, being a consequence
of heart function and vascular physiology in the MR environment, these
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contributions cannot be avoided at their origin, and post-acquisition PA
correction methods have become ubiquitous steps in EEG data
processing.

The cyclic character of cardiac function motivated early on the
development of average artifact subtraction (AAS), a technique which
segments the EEG signal into epochs corresponding to the cardiac cycles,
estimates the artifact in each epoch as an average over several nearby
epochs, and subtracts it from the signal (Allen et al., 1998). Despite its
simplicity, AAS has proved effective, and remains arguably the most
widely used correction approach in EEG-fMRI, along with variants
building upon the same principle (Goldman et al., 2000; Sijbers et al.,
2000; Ellingson et al., 2004). AAS typically employs local
windowed-averaging, where each epoch is corrected by an average over
a number of its closest epochs in time. This is intended to account for
Fig. 1. Examples of short-timescale pulse artifact variability observed in EEG traces re
to channel Oz, referenced to the average reference. Top row: uncorrected signal; mid
bottom row: PA correction with AAS, short window (4 epochs); the uncorrected sign
between two distinct forms roughly every two epochs, resulting in clear residual peak
(blue), or immediately before the first positive peak (green). Example 2: roughly ever
results in residual peaks coincident with the (absent) undershoot, after correction. Ex
coinciding deflection after AAS correction. Because they occur from one heartbeat to
averaging window.
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changes in the artifact shape and amplitude over time, presumably
caused by drifts in head position and orientation (Allen et al., 1998;
Moosmann et al., 2009). However, as reported by various groups (Allen
et al., 1998; Debener et al., 2007; Grouiller et al., 2016) and shown in this
work as well (Fig. 1), important PA residuals are often found after AAS
correction, which appear to be caused by rapid variations in the artifact
across epochs, and even across consecutive epochs. This type of
beat-to-beat variability cannot be addressed by AAS, even with very
small averaging windows (Fig. 1).

While considerable attention has been devoted to understanding the
mechanisms that generate PAs, the sources of their inter-epoch vari-
ability remain, to our knowledge, largely unaddressed. This is, however,
a crucial aspect for EEG analysis, given the impact that it can have on the
performance of correction techniques such as the widely-used AAS
corded in-scanner from three different healthy subjects. All examples correspond
dle row: PA correction with AAS, using a large averaging window (100 epochs);
al is also shown in gray, for comparison. Example 1: the PA appears to alternate
s after AAS correction, appearing either coincident with the main artifact peaks
y 4 epochs, a different PA shape is observed, lacking an initial undershoot, which
ample 3: the main PA peak is noticeably larger every 1–2 epochs, resulting in a
the next, these variations cannot be fully captured by AAS, even with a 4-epoch
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approach. A deeper understanding of PA variability could prove
extremely valuable to better discern the extent of artifact residuals
following EEG data correction, and to guide new improvements in
correction techniques.

Considering human anatomy and physiology, and their interactions
with magnetic fields, a number of sources could be hypothesized to
contribute to PA variability. As often discussed in the literature, changes
in head position and orientation will change the projection of the EEG
wire loops along B0, and can also affect the dynamics of pulsatile head
motion, scalp expansion and vessel orientation in B0, leading to changes
in PA amplitude and shape (Yan et al., 2010). Far less often taken into
consideration, respiration may also contribute to PA variability (Allen
et al., 1998). From a physiology standpoint, it is known that, even at rest,
systolic blood pressure exhibits a cyclic variation that is coupled to the
breathing cycle, with inspiratory periods being associated to a lower
pressure compared to expiratory periods – a mechanism known as “res-
piratory waves in arterial pressure” (Guyton and Hall, 2006). Such
pressure variations, affecting the blood ejected by the heart, could likely
have an impact in all three putative PA sources, inducing beat-to-beat
variability on the relatively short timescale of the breathing cycle.
Additionally, it is known that respiration affects the local magnetic sus-
ceptibility, leading to cyclic fluctuations in the B0 field distribution, and
can also induce small cyclic movements of the head (van Gelderen et al.,
2007). While the former effect is likely too small to play a relevant role
(B0 variations of only a few parts-per-million (Jorge et al., 2018)), the
induced cyclic changes in head position/orientation could potentially
have a measurable influence on the ongoing PAs (Gretsch et al., 2018).

Another element that may play a relevant role in PA variability is
heart rate itself. Fluctuations in heart rate can cause measurable fMRI
signal changes in the brain, especially near regions with cerebrospinal
fluid or blood vessels (Chang et al., 2009), suggesting an influence of
heart rate on vascular properties. Moreover, in EEG-fMRI, PAs can extend
for at least 600ms following each QRS event (Debener et al., 2008;
Mullinger et al., 2013), and potentially even affect subsequent artifact
epochs (de Munck et al., 2013; Vincent et al., 2007), suggesting that the
observed PA shape may change with variations in heart rate. Another
(non-causal) link may arise from the fact that sympathetic and para-
sympathetic mechanisms that can regulate heart rate also act upon the
cardiac contractile strength (and therefore the systolic pressure) simul-
taneously (Guyton and Hall, 2006).

Therefore, the aim of the present study was to investigate the prop-
erties and mechanisms of pulse artifact variability in concurrent EEG-
fMRI, and to evaluate its impact on various PA correction approaches.
Considering the mechanisms discussed above, we hypothesized that
respiration, heart rate, and head motion may be linked to PA variability.
Simultaneous EEG-fMRI was performed on healthy human participants at
rest or undergoing visual stimulation, with concurrent recordings of
breathing and cardiac activity. The acquisitions were performed at 7T,
where the PA has a larger signal-to-noise ratio than in more conventional
studies. The contributions of PA variability to the recorded EEG signals
were first assessed by comparison to additional datasets that do not
contain PAs, including: off-scanner human EEG, expected to contain only
real EEG activity and EEG-specific artifacts (e.g. eye-blinks, muscle ac-
tivity), and phantom EEG-fMRI, expected to contain only MR
environment-related artifacts (e.g. He coldheads, which can be important
at higher fields (Mullinger et al., 2008), and gradient artifact residuals).
In a subsequent part, the human EEG-fMRI resting-state data were
analyzed with clustering techniques, to determine potential relationships
between the variability across different PA epochs and the ongoing res-
piratory amplitude, cardiac period, head position and orientation. Po-
tential confounds, such as gradient artifact residuals or ongoing EEG
activity, were also considered. PA correction was then studied on the
visual stimulation data with three distinct approaches, each with specific
strengths and limitations in accounting for PA variability: AAS, optimal
basis sets (OBS), and a K-means clustering-based method.
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2. Materials and methods

This study was approved by the local ethics committee (CER-VD), and
involved the participation of 12 healthy volunteers (23� 3 years old, 6
male/6 female), who provided written informed consent. All collected
data are available upon request, in coded form to preserve anonymity.
2.1. Data acquisition

2.1.1. Human EEG-fMRI
Simultaneous EEG-fMRI acquisitions were performed on an actively-

shielded Magnetom 7T/68-cm head scanner (Siemens, Erlangen, Ger-
many), equipped with an 8-channel head RF array (Rapid Biomedical,
Rimpar, Germany). Whole-brain functional data were acquired using a
2D simultaneous multi-slice (SMS) gradient-echo EPI sequence, with
TR¼ 1s, 2.2-mm isotropic resolution, 69 sagittal slices with 3� SMS
acceleration, and 2� in-plane GRAPPA acceleration.

EEG data were recorded using a previously-described compact setup
(Jorge et al., 2015b), comprising two 32-channel BrainAmp MR Plus
amplifiers (Brain Products, Munich, Germany) and a BrainCapMRmodel
(EasyCap, Herrsching, Germany), connected by 12-cm bundled cables.
The 64 cap electrodes were arranged in an extended 10–20 system
(referenced to channel FCz), with one electrode dedicated to ECG
recording and placed on the back of the subject. Abralyte gel (EasyCap)
was used to reduce electrode impedances. After bandpass filtering
(0.016–250Hz) and digitization (0.5-μV resolution, 5-kHz sampling), the
EEG signals were optically transmitted to the control room. Scanner
triggers marking the onset of each fMRI volume were also recorded.

Respiratory traces were recorded in synchrony with the EEG-fMRI
acquisitions, at 50 Hz, using a respiratory belt from the physiological
monitoring unit of the MRI system (Siemens).

Each subject underwent two functional acquisitions while lying in the
MRI scanner: an 8-min eyes-open resting-state run, and a 5-min visual
stimulation run. Visual stimuli were delivered with an MR-compatible
LCD screen (Cambridge Research Systems, Rochester, UK) at 120
frames/s, viewed through a mirror placed on the RF coil. For the resting-
state run, the subjects were asked to lie still and focus on a small red cross
presented on the screen, to minimize head and eye movements. The vi-
sual stimulation run comprised 10 blocks of 10s stimulation followed by
20s fixation periods; the stimuli consisted of grey-scale checkerboards
(50% contrast) inverting at 7.5 Hz, with the total luminance kept equal to
fixation periods. The timings of each checkerboard reversal were recor-
ded in synchrony with the EEG. A central red cross was also shown, with
slight changes in color occurring at random instants; the subjects were
instructed to focus on the cross throughout the run and report color
changes via a button press, to ensure their attention.

2.1.2. Off-scanner human EEG
These resting-state EEG recordings were performed outside the

scanner room, in a sitting position fixating on a cross, for 4 of the 12
subjects.

2.1.3. Phantom EEG-fMRI
This consisted of an 8-min EEG-fMRI acquisition using a head-shaped

agar phantom covered with a layer of electrolyte gel, with similar EEG
and fMRI sequence parameters.
2.2. Data analysis

All data processing was performed offline in Matlab (MathWorks,
Natick MA, USA), using routines developed in-house. Initially, both
resting-state and visual stimulation datasets were prepared via a similar
pre-processing stage. Subsequently, the former dataset underwent PA
variability analysis, while the latter was utilized for PA correction
analysis.
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2.2.1. Pre-processing
EEG gradient artifacts were corrected slice-by-slice via AAS (Allen

et al., 2000) as described in previous work (Jorge et al., 2015a), using a
window size of 100 slice epochs, with jittered steps of 8–10 slices sepa-
rating the selected epochs. After gradient artifact correction, bad chan-
nels were identified by visual inspection (1–4 per subject) and replaced
by interpolation using 3–6 neighbors. The data then underwent temporal
bandpass filtering at 0.5–35 Hz, to remove slow drifts and
higher-frequency spurious contributions (including gradient artifact re-
siduals, muscle activity), while preserving the spectral domain of the PA.
Subsequently, cardiac triggers were estimated from the ECG channel
(Niazy et al., 2005), and fine-tuned with a correlation-maximization
approach, using a combination of EEG channels where PAs were most
prominent (see Supp. Fig. 1 for further details). For each run, a fixed
offset was then added to all triggers, to center the epoch window so as to
fully contain the dominant oscillations of the PA (Supp. Fig. 1). The same
EEG channels were then used to mark PA outliers, i.e. epochs that were
notably distinct from the overall sample in each dataset, likely coinciding
with spontaneous motion occurrences. For this purpose, the Euclidean
distance between every pair of EEG PA epochs was calculated (i.e.
considering each epoch timecourse as a vector, and computing the
Euclidian norm of the difference between vectors). Epochs with abnor-
mally large average distances to the others were marked as outliers
(Supp. Fig. 1). Relatively strict thresholds were applied, resulting in
7–14% marked outliers per run, to ensure minimal confounds for the
subsequent variability analysis. No channel re-referencing was per-
formed at this point.

2.2.2. Pulse artifact variability assessment
For an initial evaluation of the magnitude and distribution of PA

variability, after pre-processing, three EEG data groups were considered,
differing in their artifact contributions: (i) the 12-subject in-scanner
resting-state data (SubIn), expected to contain PA contributions, real
Fig. 2. Illustration of the PA labeling process employed in this work to investigate
marked with a temporal trigger at the center of the epoch window (gray vertical line
seconds, relative to the start of the recording (2nd row); respiratory amplitude, nor
cardiac period, in seconds (4th row); head position/orientation, comprising three
volume. Additional variables were obtained for a number of potential confounds, incl
as well as the ongoing EEG alpha activity of each subject.

24
EEG activity, EEG-specific artifacts and MR environment-related arti-
facts; (ii) the 4-subject off-scanner data (SubOut), containing only EEG
activity and EEG-specific artifacts; (iii) the phantom in-scanner data
(PhanIn), containing only MR environment-related artifacts. For each
subject and EEG channel, the mean PA power was estimated by taking the
average PA across all epochs (excluding outliers), and then computing its
power across the PAwindow. PA variability was quantified by computing
the variance across epochs for each timepoint of the PA window, and
then averaging across the window. For the PhanIn case, which lacked
cardiac activity, an analogous approach was simulated by copying the
trigger timings from one of the human subjects.

2.2.3. Pulse artifact variability mechanisms – variable-based clustering
This analysis stage focused on investigating possible mechanisms

linked to PA variability, following the hypotheses stated in section 1.
First, each PA epoch was attributed a set of variables describing its
associated: time of occurrence, respiratory amplitude, cardiac period,
head position and orientation, and potential confounds (Fig. 2). These
putative PA-linked variables are hereafter termed “PA variables”. The
time of PA occurrence was simply the PA trigger time; this was not hy-
pothesized to be directly linked to PA variability, but was included in the
analysis as it effectively corresponds to the criterion used by AAS for PA
template estimation. The respiratory amplitude associated to each PA
epoch was extracted from the respiratory signal; this signal was
normalized to an amplitude range between �1 (expiratory peak) and þ1
(inspiratory peak), as proposed by Glover et al. (2000), and then linearly
interpolated to the PA trigger timings. The cardiac period was obtained
directly from the time differences between PA triggers. The head position
and orientation were obtained from the fMRI data; rigid-body motion
estimation (Jenkinson et al., 2002) was performed relative to the middle
volume of each series, and subsequently re-referenced to the first volume.
Linear interpolation was again applied to estimate values for the 6 mo-
tion parameters at the PA timings. The confounds included in the analysis
mechanisms linked to PA variability. Each segmented PA epoch (1st row) was
s), and then attributed a set of variables describing its: time of PA occurrence, in
malized to a range of �1 (peak expiration) to þ1 (peak inspiration) (3rd row);
translations (5th row) and three rotations (6th row), relative to the first fMRI
uding the timing relative to the fMRI acquisition, both at volume and slice scale,
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comprised the phase of occurrence within the fMRI volume acquisition
sequence (set to 0 at the first volume trigger, and then increasing linearly
to multiples of 2π at each following trigger), and analogously for the slice
acquisition sequence; these indices were intended to control for potential
variability contributions from gradient artifact residuals, and not the PA
itself. Other confounds were added to control for the influence of ongoing
EEG activity, namely alpha activity; alpha wave timecourses were
extracted from each EEG run by ICA, selected as components with a clear
isolated peak in the alpha band, and occipito/parietal scalp distributions;
up to 3 reliable alpha components were selected from each run,
depending on the subject; from these signals, alpha power and phase
timecourses were obtained by windowed Fourier analysis, and used as
indices of alpha activity for each PA epoch.

Having associated the PA epochs to the above-described variables,
each of those variables was then considered independently from the
others, and underwent K-means clustering (MacKay, 2003) (see Supp.
Fig. 2 for a schematic illustration). The number of clusters K was varied
from 1 to 10; cluster centroids were initialized at random samples, and
the clustering was repeated for 7 trials with different initializations, after
which the solution with the lowest value of the K-means cost function
was chosen. The squared Euclidean distance was adopted as distance
metric for clustering the time of PA occurrence, respiratory amplitude,
cardiac period, head motion (treated as a 6-dimensional vector) or alpha
power; to cluster the fMRI volume phase, slice phase, or the alpha phase,
the cosine distance was employed instead (defined as 1�
cosðphase differenceÞ). An additional series of 1000 clustering runs per
subject was performed using a random variable, and another clustering
run was performed directly with the EEG PA signals. Subsequently, for
each clustering solution of each variable and K value, the EEG PA epochs
of each channel (excluding outliers) were grouped following that same
clustering scheme, and a measure of intra-cluster variability was ob-
tained as the mean of Euclidean distances between each PA epoch and
the mean PA (i.e. centroid) of their cluster (Supp. Fig. 2). Intuitively, it is
expected that if a particular variable is linked to PA variability, then the
grouping of PA epochs based on a clustering of that variable should yield
significantly more homogeneous PA clusters (lower intra-cluster vari-
ability), than when they are grouped at random. The use of this clustering
approach avoids the need to make a priori assumptions as to which
particular features of PA variability (e.g. peak amplitudes, shape) might
be linked to any putative variables, and is well suited to treat multidi-
mensional variables like head motion. The testing of different values of K
allowed to evaluate how finely the tested variables could potentially
discriminate PA variability.

2.2.4. Pulse artifact variability mechanisms – PA-based clustering
This last stage of the variability analysis employed a somewhat

reciprocal approach to the previous stage: for a given EEG channel, the
PA epochs (excluding outliers) were clustered with K-means directly
based on their amplitudes (squared Euclidean distancemetric), with K set
to 1, 2, 4 or 8. The clustering results were then used to group the PA
variables accordingly (see Supp. Fig. 3 for a schematic illustration). This
analysis sought to obtain a more detailed picture of the links between PA
variability, including PA shape and amplitude, and each of the variables,
as well as inter-dependencies between variables.

2.2.5. Pulse artifact correction
Here, three distinct PA correction approaches were compared, each

with specific characteristics and adaptiveness regarding PA variability:
AAS, OBS, and a technique based on K-means clustering (hereafter
referred to as “K-means”). The AAS approach was similar to that of Allen
et al. (1998), implemented as a subtraction of the mean PA over the Na

closest neighbors (Na/2 from preceding epochs and Na/2 from the
following, excluding outliers). Particular to this work, the PA window
size was made adaptive, and set as the minimum cardiac period of the Na
epochs used in each particular template. The tests spanned a range of Na

values from 2 to 100 epochs. OBS was based on the work of Niazy et al.
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(2005): for a given EEG channel, all PA epochs were segmented
(excluding outliers, and using the mean cardiac period as window size),
and underwent principal component analysis across the epochs. Each
epoch (including outliers) was then subtracted of a linear combination of
the No most important principal components. No was varied from 1
(simply the grand-average across all epochs) to 50. The K-means
approach was motivated by the results of the variability analyses, as well
as previous works on PA correction (Goncalves et al., 2007). Here, for a
given EEG channel, the PA epochs were segmented (as in OBS), and
clustered with K-means (squared Euclidean distance, K clusters); the
cluster-average PAs (i.e. centroids) were then subtracted from each of the
epochs belonging to the respective cluster; outliers were assigned to their
closest cluster and corrected as well. K was varied from 1 (grand-average
across epochs) to 50. The case of K¼ 1 was also given attention for
corresponding to a completely non-adaptive subtraction approach.

The performance of the correction approaches was assessed on the
visual stimulation dataset. The employed stimulus frequency (7.5 Hz) is
known to elicit so-called steady-state visual evoked potentials (ssVEPs) –
stationary oscillatory responses with a fundamental frequency matching
the stimulus frequency, which can be used as a reference to assess
functional sensitivity. For each subject, the EEG data were first re-
referenced to the average reference, and the channel displaying the
strongest ssVEPs was selected for analysis (Oz in most cases). This
channel was then PA-corrected with each of the different approaches and
parameter values.

Correction performance was assessed based on: (i) the impact on EEG
signal root-mean-square (RMS), serving as a general measure of signal
variability reduction; and (ii) the quality of the retrieved ssVEPs, namely
their average amplitude, serving as a measure of true EEG signal pres-
ervation, and their inter-trial variability, as a more specific measure of
artifact reduction (or conversely, of accuracy in ssVEP estimation).

To pursue more detailed insights into the impact of PA correction, the
RMS estimates were performed not across the full timecourse, but on two
distinct temporal subsets: (i) the segments at the periphery of each PA
epoch, comprising the outermost 2% of each PA window, and (ii) seg-
ments at the center of each PA epoch, comprising the innermost 98%.
Given that the largest PA fluctuations occur at the center segments, their
RMS is expected to be more strongly reduced by correction than in pe-
riphery segments (where artifact fluctuations are much weaker, or even
absent) – and ideally, the two cases should achieve a similar RMS.
Additionally, the average RMS in the pre-processed, 4-subject off-scanner
resting-state data was also estimated, to serve as a PA-free reference.

To assess response amplitude and variability, the ssVEP trials (i.e.
each checkerboard reversal) were segmented, and the mean ssVEP
amplitude was estimated by computing the mean ssVEP across trials and
then obtaining its RMS across the trial window. The ssVEP inter-trial
variability was quantified as the standard deviation across trials for
every timepoint of the window, subsequently averaged across time-
points. An effective correction approach is expected to preserve the RMS
of the mean ssVEP while decreasing its inter-trial variability, which
should be dominated by artifact contributions. For both the mean ssVEP
and the inter-trial variability, an analogous estimate was made by shift-
ing the ssVEP triggers by 15s to the fixation periods, to serve as a baseline
reference; the triggers were also copied to the off-scanner data, to obtain
a baseline PA-free (and also ssVEP-free) reference of the same measures.

3. Results

Across the 12 participants of this study, an average of 461� 1 PA
epochs (range: 409–529) were recorded per subject during the 8-min
EEG-fMRI resting-state run, with an average cardiac period of
1.06� 0.03 s (0.92–1.18 s).

3.1. Pulse artifact variability assessment

This initial assessment relied on a comparison of the mean PA power
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and PA variability between different recording conditions, including
human and phantom data, in-scanner and off-scanner. Overall, the sub-
ject in-scanner data (SubIn) showed by far the strongest mean PA power,
surpassing the subject off-scanner data (SubOut) by roughly four orders
of magnitude, and the phantom in-scanner data (PhanIn) by five (Fig. 3).
The fairly low power values in SubOut and PhanIn (below 1 μV2) are
consistent with the absence of measurable PAs in these recordings. The
variance across PA epochs was strongest for SubIn, although the differ-
ence relative to SubOut was less accentuated (one order of magnitude).
Across the scalp, in the SubIn case, the mean PA power was strongest in
occipital and lateral regions; the PA variance distribution was similar,
with a slight relative increase for frontal electrodes. In SubOut data, both
the PA power and variance estimates were strongest at frontal electrodes
(likely related to eye-blink contributions), followed by occipital regions.
In the PhanIn case, both the PA power and variance lacked a clear dis-
tribution, apart from a “checkerboard” pattern that matched the division
of channels between the two EEG amplifiers. The channel-averaged es-
timates for PA power and variance across PA epochs essentially reflected
the above-described variations across conditions (Fig. 3, right). Assuming
that the signal contributions from PAs, real EEG activity, EEG-specific
artifacts and MR-related artifacts are uncorrelated to each other, the
variance across PA epochs seen in the SubIn case should then match the
sum of the variances from SubOut and PhanIn, plus any inter-epoch
variance from the actual PAs. Given the measured variances, this PA-
specific variability is indeed highly likely to be present (p< 0.05, two-
sample t-test), and substantial, on the order of 529 μV2.

3.2. Pulse artifact variability mechanisms

A preliminary correlation analysis revealed a number of inter-
dependencies between some of the PA variables (Supp. Fig. 4). Consid-
ering their (absolute) correlations, on average across subjects, the 6 rigid-
body head motion indices were highly correlated to each other
Fig. 3. Pulse artifact variability in three distinct conditions: 12 human subjects in-s
phantom in-scanner (PhanIn). Left: group-average scalp distributions of the power o
independently to account for the markedly different amplitude ranges; numerical va
more straight-forward comparison. Right: channel and subject-averaged values for t
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(r¼ 0.41–0.84), and to the time of PA occurrence (r¼ 0.56–0.79).
Neither the respiratory amplitude nor the cardiac period were substan-
tially correlated to the other variables (r� 0.23), or to each other
(r¼ 0.16). Nonetheless, the correlation between the two was negative in
8 of the 12 subjects (significantly in 6, p< 0.05) – reflecting a (healthy)
physiological coupling known as respiratory sinus arrhythmia (Hirsch
and Bishop, 1981).

The presence of links between PA variability and the PA variables was
investigated with clustering analyses. The first analysis consisted of
clustering each of the PA variables independently, and grouping the
respective PA epochs in the same scheme, to then determine their intra-
cluster variability (section 2.2.3, Supp. Fig. 2). For all tested variables,
the resulting intra-cluster PA variability was generally found to decrease
with the number of clusters, K (Fig. 4, top). This decrease was strongest
when using the respiratory amplitude or cardiac period as clustering
variables, followed by head motion and the time of PA occurrence. For
these four variables, the resulting intra-cluster variability was well below
the 95%-range of outcomes found with random clustering, in every
subject. In contrast, the variability obtained with the confound variables
was generally within the 95%-range of random clustering, in all subjects.
On average across channels and subjects, the intra-cluster variability
reduction relative to random clustering became stronger with increasing
K, and stabilized after K� 10, except for the direct PA signal-based
clustering (Fig. 4, bottom-right). At K¼ 10, the respiratory amplitude
and cardiac period produced the largest variability reductions, followed
by head motion and time of PA occurrence (Table 1); all these reductions
were statistically significant (p< 0.01). The confound variables showed
only marginal, non-significant reductions. Finally, the PA signal-based
clustering achieved markedly stronger reductions than any of the
tested variables.

As observed for individual channel curves (Fig. 4), the intra-cluster
PA variability reductions achieved by each variable varied across the
scalp (Fig. 5). The respiratory amplitude and cardiac period both had
canner (SubIn in the bar graphs), 4 human subjects off-scanner (SubOut), and
f the mean PA and the variance across PA epochs. Each color map was scaled
lues are also shown for some of the channels, superimposed on the maps, for a
he same measures; the error bars represent the standard error across subjects.



Fig. 4. Intra-cluster variability of pulse artifacts when clustered according to each of their attributed variables (time of PA occurrence, respiratory amplitude, cardiac
period, head position/orientation, or potential confounds). The variability curves obtained when clustering the PA epochs directly based on their EEG signals are also
shown in black for comparison (due to their much lower variability, parts of these curves are excluded from view). Results are shown for channels Oz and FT9, as well
as for all channels averaged (bottom-right). In the example subject (top panels), the grey area represents the 95%-range of outcomes obtained with random clustering
for that subject (5th to 95th percentile of the 1000 trials). In the subject group average (bottom panels), the curves were normalized as the change in variability
relative to the mean outcome of random clustering, prior to averaging across channels and subjects; the curves represent the mean variability across subjects, and the
colored margins their standard error.

Table 1
Intra-cluster PA variability decrease with variable-based clustering (K¼ 10).

PA variable Intra-cluster PA variability decrease (%)

Respiratory amplitude 4.8� 0.8
Cardiac period 4.2� 0.9
Head motion 1.6� 0.4
Time of PA occurrence 1.5� 0.3
fMRI volume-phase 0.12� 0.03
fMRI slice-phase 0.12� 0.02
Alpha activity 0.18� 0.04
PA signala 18.9� 0.9

Notes. The values shown correspond to averages across channels and subjects,
and the error margins to the standard error across subjects.

a Clustering performed directly based on the EEG PA signals, instead of one of
the variables.
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their strongest reductions in posterior areas; additionally for the respi-
ratory amplitude, but not the cardiac period, these reductions also
extended to more lateral electrodes. The distributions for the time of PA
occurrence and head motion were fairly similar to each other, with the
peak reductions occurring in central electrodes, followed by posterior
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regions. The distributions for confounds were generally less well defined,
with a tendency to peak at central electrodes closest to the reference
(FCz). The reductions achieved with PA signal clustering were also
roughly homogeneous, with a slight increase for regions radially farther
from the reference, particularly in occipital and frontal electrodes
(Fig. 5).

In the following stage of the analysis, the PA epochs were clustered
directly based on their EEG signal, for a given channel, and this clustering
scheme was then used to group their attributed variables (section 2.2.4,
Supp. Fig. 3). The results were analyzed on a subject-by-subject basis.
Considering the previously obtained scalp distributions (Fig. 5), the tests
were focused on channel Oz (more occipital) and FT9 (more lateral). For
Oz, clustering the PA epochs with K¼ 2 yielded clusters that were
generally very well differentiated in terms of respiratory amplitude, or
cardiac period, or both, in all subjects (e.g. Fig. 6, top). The same was
found with K¼ 4; notably, some clusters that showed similar distribu-
tions in respiratory amplitude were well differentiated in cardiac period
(e.g. Fig. 6 bottom, clusters 1,4), and others vice-versa (clusters 2,4),
while other clusters differed in both variables simultaneously; this was
observed both in subjects with a clear anti-correlation between respira-
tory amplitude and cardiac period (Supp. Fig. 5) as well as without (Supp.



Fig. 5. Group-averaged scalp distributions of the intra-cluster variability of pulse artifacts when clustered according to each of their attributed variables (time of PA
occurrence, respiratory amplitude, cardiac period, head position/orientation, or potential confounds), for K¼ 10. The results are presented as the decrease in vari-
ability relative to random clustering, averaged across subjects for each EEG channel. The variability reduction obtained when clustering the PA epochs directly based
on their EEG signals is also shown for comparison. Each color map is scaled independently.
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Fig. 6); 4 subjects also showed clusters that could only be differentiated
from the others when considering their head position and/or orientation
distributions.

With K¼ 8, the presence of motion-differentiated clusters was now
apparent in 11 subjects (e.g. Fig. 7 top, clusters 3,7); some clusters were
also found, in 4 subjects, that did not appear well differentiated from the
others in any variable (e.g. Fig. 7 bottom, clusters 4,8). The results ob-
tained at channel FT9 were generally similar to those of Oz, with subtle
differences: respiratory amplitude was more prevalent in cluster differ-
entiation than cardiac period; motion-differentiated clusters were
slightly more frequent than with Oz (typically 1 more subject, for the
same K). The confound variables were also inspected throughout the
analysis, but could not explain any cluster assignments in any of the tests
performed.

An effort to understand the links between the dominant PA variables
and the shape of the cluster-average PAs (centroids) was made by
inspecting specific cases of clusters differing in respiratory amplitude but
not in cardiac period, and vice-versa (e.g. Fig. 6 bottom). The PA cen-
troids differed most frequently in the amplitude of specific peaks, and/or
in temporal scale, i.e. a dilation or contraction of the PA shape (Supp.
Fig. 7). However, across the full dataset, no systematic associations could
be solidly established between each of these two specific effects and each
of the two dominant variables.

3.3. Pulse artifact correction

The three PA correction approaches under comparison exhibited
important performance differences across the range of tested parameters.
On average across subjects, before PA correction, the (in-scanner) EEG
signals had higher RMS values for PA center segments than for PA pe-
riphery segments, and both were considerably stronger than in off-
scanner data (Table 2). The non-adaptive PA correction (i.e. K-means
with K¼ 1) mainly reduced the RMS of center segments, bringing it
closer to that of periphery segments – although still higher than off-
scanner. AAS yielded similar values to the non-adaptive approach
when using Na larger than ~8 epochs, and was relatively insensitive to
Na; below 8, both segments showed sharp increases in RMS (Fig. 8a).
With OBS, the RMS of both segment types was steadily reduced when
increasing the number of components No. Despite starting above the PA
periphery segments, the center RMS decreased faster, becoming smaller
than the periphery for No> 4. K-means also showed steady decreases in
RMS when increasing the number of clusters K, yet less accentuated than
for OBS; the PA center RMS remained stronger than the periphery, but
the two became progressively closer with increasing K.

Regarding visual responses, before PA correction, the trial-average
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ssVEP RMS showed fairly similar values for either the stimulation or
fixation periods, which were considerably higher than off-scanner
(Table 2). Non-adaptive correction reduced both values, yet the result-
ing ssVEP RMS for the stimulation periods was substantially stronger
than for fixation, consistent with the expected activity. The trends found
for each correction technique were generally consistent with those of
signal RMS (Fig. 8b). The curves for fixation were always lower than
those of stimulation, but also remained substantially higher than in off-
scanner fixation (except with OBS at very high No). Of note, the K-
means curve in stimulation was fairly stable for K< 8, only decreasing
thereafter.

The ssVEP inter-trial variability also showed similar values for either
the stimulation or fixation periods, both approximately 10� higher than
off-scanner (Table 2). Non-adaptive PA correction substantially reduced
both values, yet remaining 4� higher than off-scanner. For all correction
techniques, the stimulation and fixation curves were generally similar to
each other, with similar trends to the ssVEP RMS (Fig. 8c). K-means
showed slightly more accentuated reductions in variability for K< 10,
followed by milder decreases. In fact, a closer inspection of the individual
subject curves for K-means revealed that both the PA center RMS and the
ssVEP inter-trial variability often showed a sharper drop at smaller K
followed by a smoother decrease thereafter; the “transition” value of K
varied across subjects (roughly around 9–16 for RMS, 12–18 for ssVEP
variability), which diluted this effect on the group-average curves.

Based on direct inspection of the ssVEPs recovered for each subject,
the optimal PA correction parameters were found to be, across subjects,
Na¼ 30–36 for AAS, No¼ 5–8 for OBS, and K¼ 10–17 for K-means.
These yielded clear ssVEP curves in occipital areas for most subjects,
which were generally indiscernible without PA correction (Fig. 9, Supp.
Fig. 8). Based on the performance measures obtained with these opti-
mized parameters (summarized in Table 2), a number of observations can
be drawn: (i) the three adaptive methods were generally superior to non-
adaptive correction (i.e. lower EEG RMS, similar trial-average ssVEP
RMS, lower ssVEP inter-trial variability), with AAS being the closest to
the non-adaptive case; (ii) OBS achieved the strongest EEG denoising
(lowest ssVEP variability), but appeared to reduce visual responses to a
greater extent as well (lowest ssVEP RMS); (iii) K-means yielded an in-
termediate outcome relative to OBS and AAS. Overall, these differences
across correction methods were fairly moderate (Table 2), and the out-
comes remained substantially different from off-scanner data (e.g. both
the EEG RMS and ssVEP variability measures after OBS remained
approximately 3� higher than off-scanner). Nevertheless, the described
differences in performance were generally directly visible on the recov-
ered ssVEPs of individual subjects (Fig. 9).



Fig. 6. Cluster-wise distribution of the PA-attributed variables (time of PA occurrence, respiratory amplitude, cardiac period and head motion) when clustering the PA
epochs directly based on their EEG signal amplitudes, for channel Oz. The distributions are shown for an example subject, with 2 and 4 clusters. a) Cluster centroids,
corresponding to the mean of all PA epochs assigned to each cluster. b–e) Cluster-wise distributions of different PA variables. The clusters are shown ordered according
to their median time of PA occurrence, in ascending order (this was arbitrarily adopted as a common criterion for systematically ordering all clustering outputs, for
visualization purposes). The distribution of each variable in each cluster is shown by its individual epochs, each represented by a dot, and also summarized as a box-
plot (the central mark corresponding to the median of the distribution, the box edges to the 25th and 75th percentiles, and the whiskers to the 5th and 95th per-
centiles). Head motion (c) is shown for only one of its six parameters (X-rotation, i.e. nodding motion), to simplify the plots. f) 2D plot combining the respiration and
cardiac period distributions. The 2D cluster distributions are summarized by ellipses delineating the 25th to the 75th percentiles in either dimension, with a central
cross marking the median.
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Fig. 7. Cluster-wise distribution of the PA-attributed variables (time of PA occurrence, respiratory amplitude, cardiac period and head motion) when clustering the PA
epochs directly based on their EEG signal amplitudes, for channel Oz. The distributions are shown for two example subjects (subject A being the same as in Fig. 6), with
8 clusters. a) Cluster centroids, corresponding to the mean of all PA epochs assigned to each cluster. b–e) Cluster-wise distributions of different PA variables. The
clusters are shown ordered according to their median time of PA occurrence, in ascending order (this was arbitrarily adopted as a common criterion for systematically
ordering all clustering outputs, for visualization purposes). The distribution of each variable in each cluster is shown by its individual epochs, each represented by a
dot, and also summarized as a box-plot (the central mark corresponding to the median of the distribution, the box edges to the 25th and 75th percentiles, and the
whiskers to the 5th and 95th percentiles). Head motion (c) is shown for only one of its six parameters (X-rotation, i.e. nodding motion), to simplify the plots. f) 2D plot
combining the respiration and cardiac period distributions. The 2D cluster distributions are summarized by ellipses delineating the 25th to the 75th percentiles in
either dimension, with a central cross marking the median.

J. Jorge et al. NeuroImage 191 (2019) 21–35

30



Table 2
PA correction performance with different correction techniques.

EEG RMS (μV) ssVEP RMS (μV) ssVEP trial variability (μV)

PA center PA periphery Stimulation Fixation Stimulation Fixation

Off-scanner (fixation only) 5.9� 0.6 0.2� 0.1 4.8� 0.4
Uncorrected 58� 4 22� 3 2.9� 0.3 3.3� 0.5 48� 3 50� 4
Non-adaptivea 24� 3 22� 3 1.7� 0.2 0.7� 0.1 21� 2 23� 3
AAS (opt)

b 24� 3 22� 3 1.6� 0.2 0.6� 0.1 20� 2 22� 3
OBS (opt)

b 17� 3 20� 3 1.4� 0.2 0.7� 0.1 15� 2 16� 3
K-means (opt)

b 21� 3 20� 3 1.6� 0.2 0.7� 0.1 18� 2 20� 3

Notes. The values shown correspond to averages across subjects, and the error margins to their standard error.
a Non-adaptive average PA subtraction (equivalent to K-means with K¼ 1).
b Adaptive correction approaches employed with optimal parameters (Na, No, K), which were obtained by direct inspection of the ssVEPs recovered for each subject.

Fig. 8. Pulse artifact correction performance of three different approaches: AAS, OBS and K-means clustering, tested for a range of different values of their adaptability
parameters. The curves shown correspond to averages across subjects, and the colored margins to their standard error. For clearer visualization, only the parameter
sub-ranges where relevant performance variations were observed are shown. a) EEG signal RMS, averaged within temporal intervals located at the periphery of the PA
epochs, comprising the outermost 2% of each epoch window (blue), or their center, comprising the innermost 98% of each epoch window (green); the red curve
corresponds to the average RMS in subject off-scanner resting-state data. b) RMS of the trial-averaged ssVEP, obtained from the actual checkerboard stimulation
periods (full lines) or from the same triggers after being time-shifted by 15s to the fixation periods (dotted lines), to serve as control; the red curve corresponds to the
same estimate in off-scanner (resting-state fixation) data. c) ssVEP inter-trial variability, estimated as the standard deviation across trials; this curve was also obtained
from the actual stimulation periods (full lines) or from triggers that were time-shifted to the fixation periods (dotted lines), as well as in the off-scanner (resting-state
fixation) data (red).
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4. Discussion

This study investigated the variability of EEG pulse artifacts across
heartbeats, in simultaneous EEG-fMRI. While previous reports have
pointed to the existence of PA variability, presumably caused by changes
in head position and orientation throughout the recordings (Allen et al.,
1998; Bonmassar et al., 2002), the present study is, to our knowledge, the
first to objectively assess the magnitude and properties of PA variability,
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and to investigate its underlying mechanisms, including, but not
restricted to, head motion. PA variability was found to contribute to EEG
variance significantly and substantially, with over 500 μV2 at 7T. Clus-
tering analyses revealed that PA variability not only is linked to varia-
tions in head position/orientation, but also, and more importantly, to the
respiratory cycle and to heart rate fluctuations. The study also investi-
gated the impact of such variability on PA correction, an essential pro-
cessing step in EEG-fMRI analysis. Overall, techniques capable of



Fig. 9. Block-averaged ssVEPs captured by channel Oz of an example subject, as obtained before and after PA correction using each of the three tested approaches, at
their optimal parameters. The results obtained with grand-average PA subtraction (i.e. non-adaptive approach) are also shown for comparison (2nd row). Each block-
averaged response corresponds to an average over 75 ssVEP trials. For easier visualization, the block-averaged ssVEPs are shown from only five of the ten paradigm
blocks (labelled I–V for stimulation, I*–V* for fixation periods) – the chosen blocks are the same for all correction approaches, and were selected as those with the
lowest RMS after non-adaptive correction. The curves shown were obtained from the actual stimulation periods (blue, left column) as well as from the same triggers
after being time-shifted by 15s to the fixation periods (green, right column), serving as control. The error margins represent the standard deviation across trials (i.e.
checkerboard reversals).
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accounting for short-term beat-to-beat variability, such as OBS and
K-means clustering, tended to outperform AAS, and especially
non-adaptive (grand-average) PA subtraction.

4.1. Pulse artifact variability assessment

The results obtained in this work provide evidence that PA variability
across heartbeats is significant, and on average can contribute to EEG
signal variance with more than 500 μV2, at 7T. This was far larger than
the variability associated to the He coldheads, for instance, which has
previously been found important at 7T (Mullinger et al., 2008), yet was
close to negligible in the present setup (Fig. 3), possibly helped by pre-
vious improvements in signal transmission (Jorge et al., 2015b).
Assuming that, like its amplitude, PA variability scales linearly with B0
(Debener et al., 2008), this 7T estimate translates into more than 92 μV2

for the more conventional case of 3T systems. Such variability can easily
overshadow various contributions from neuronal activity, thus posing an
important confound for EEG analysis. Across the scalp, the distribution
found for the mean PA power was consistent with previous reports
(Mullinger et al., 2013), with occipital and lateral channels being the
most affected (Fig. 3). The PA variability showed a fairly similar distri-
bution, supporting the notion that channels with larger PAs are also
affected by larger variance across PAs.

4.2. Pulse artifact variability mechanisms

The results of the clustering analyses demonstrate that beyond head
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motion, as hypothesized, both respiration and heart rate (here analyzed
in terms of cardiac period) are significantly linked to PA variability, and
in fact to a greater extent than head motion per se. This is, to our
knowledge, the first study that has investigated and identified these re-
lationships. It is important to note that the respiratory amplitude and
cardiac period are not themselves fully independent, given physiological
mechanisms such as respiratory sinus arrhythmia (Hirsch and Bishop,
1981), which can couple the two. Indeed, in various subjects, a strong
correlation between the two variables could be observed (e.g. Fig. 6),
which hinders the determination of their individual contributions to PA
variability, and could even question whether one variable might be
linked only indirectly to PA variability, through its correlation with the
other. Nevertheless, on the group level, the correlation between the two
indices was fairly low, and various instances were found where vari-
ability could be clearly linked to one, but not the other (e.g. Fig. 6,
bottom). Moreover, on the scalp maps obtained for intra-cluster vari-
ability reduction (Fig. 5), there were evident differences between the
cardiac period (more concentrated in occipital channels) and respiratory
amplitude (both occipital and lateral channels). These observations show
that respiration and heart rate are both linked to PA variability, and these
links are, at least to some extent, independent. This notion is also
consistent with the existence of various distinct mechanisms by which
the two processes may be able to affect the PA, as discussed in section 1.

Although at a lower degree of importance, changes in head position/
orientation across time were nonetheless found to contribute signifi-
cantly to PA variability, supporting the main assumptions of most pre-
vious studies addressing PA correction (Allen et al., 1998). Crucially, a
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strong correlation was found between the head motion parameters and
the time of PA occurrence, which was due to the fact that most motion
patterns found in this study were dominated by slow, close-to-linear
drifts across time. Slow head drifts are indeed a very commonly
observed motion pattern in compliant volunteers during MRI (Gallichan
et al., 2016), which explains that observation and supports that the
present results should apply fairly well to studies in healthy volunteers in
general. On the other hand, in more specific subject groups, such as
children, head motion could acquire a more dominant role in PA
variability.

Beyond the variables included in this study, it is likely that additional
mechanisms may contribute to PA variability as well. For instance, the
reduction in intra-cluster variability obtained when clustering the PA
epochs directly based on their EEG signals (18.9%) was substantially
larger than those achieved with any of the individual variables, or even
their sum (Fig. 4, Table 1). Moreover, in various cases, the signal-based
clustering yielded some clusters that were not clearly differentiated
with respect to any of the variables (e.g. Fig. 7 bottom). This suggests that
additional sources of variability are likely at play, which remain un-
identified. Potential candidates would include arterial CO2, for example,
which is a strong vasodilator and can vary over periods of a few seconds
in humans at rest (Wise et al., 2004). More generally, the numerous
mechanisms involved in the reflex and humoral controls of circulation
can affect heart function, as well as vascular tone throughout the body
(Guyton and Hall, 2006), which could lead to changes in the PA across
time. Given the complexity of these mechanisms, it appears unlikely that
PA variability can be modelled and predicted to its full extent.

Another relevant question regarding variability mechanisms is how
the different sources of the PA may be involved in its variability. One
potentially useful test would be to include concurrent information from
optical motion tracking systems. Some of these methods have been found
sensitive enough to directly observe the small bulk head movements that
are induced by cardiac pulsation (Maclaren et al., 2012), which are
thought to be one of the main sources of the PA (Mullinger et al., 2013). It
would therefore be valuable to investigate whether the pulsation-related
bulk motion itself also exhibits substantial variability across heartbeats,
and whether that variability is also linked to the PA variables under
study, such as respiratory amplitude. Such insights could potentially offer
further clues into how these mechanisms cause PA variability, and spe-
cifically on its different contributing sources.

4.3. Potential confounds

As PA variability was investigated directly on real EEG measure-
ments, in the MRI scanner with concurrent fMRI acquisition, the analyses
here performed were naturally susceptible to a number of confounds that
could pose as apparent variability across PA epochs, while not being PA-
related. Important examples are gradient artifact residuals and real EEG
activity. The former confound was necessary to allow monitoring head
motion; the latter could have been avoided by acquiring EEG with an
insulating layer between the electrodes and the scalp (e.g. a swimming
cap), but this would remove Hall effect contributions as well, which are
an important component of the PA (Mullinger et al., 2013). Given these
trade-offs, we opted instead to include “confound variables” for these
putative contributions throughout the analysis, and they were found to
have negligible effects on the observed PAs. Another potentially impor-
tant confound is the presence of artifacts from spontaneous sudden
subject motion, which at 7T can be comparable in power to real EEG
activity (Jorge et al., 2015a); these contributions were in principle
minimized by the fairly restrictive PA outlier exclusion step. The pres-
ence of other artifacts related to the MRI environment (e.g. He cold-
heads) is also expected to have had a negligible impact on the analysis,
given their minute contributions for the in-scanner phantom data
(Fig. 3). Finally, eye blinks can often create important artifacts in frontal
electrodes, and may have possibly contributed to the slightly enhanced
variability reductions observed in frontal areas when direct PA
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signal-based clustering was applied (Fig. 5 bottom-right). Nevertheless,
these did not noticeably affect the scalp distributions observed for the
other variables, and most of the more detailed analyses were focused on
channels Oz and TP9, which are relatively far from the frontal areas.

On the processing side, an important aspect that could contribute to
apparent PA variability is the actual triggering of PA epochs (Iannotti
et al., 2015; Marino et al., 2018). Namely, our ECG recordings were
performed with a single channel (as is common in EEG-fMRI setups), and
at 7T the conventional ECG features become “hidden” by a larger, slower
oscillation (similar to those shown by Debener et al. (2008)), likely caused
by Hall effects. This artifact waveform repeats cyclically with every
heartbeat, allowing for beat detection, but is substantially inaccurate for
PA triggering. Even small timing mismatches can then yield large ampli-
tude differences across the EEG PA epochs, and influence their clustering,
as previously reported (Goncalves et al., 2007). In the present work, this
issue was overcome by fine-tuning the ECG-derived triggers with an
EEG-based moving-window correlation-maximization step, which effec-
tively adjusts the triggers so as to minimize the variability across PA
epochs (as exemplified in Supp. Fig. 1). In agreement with this, in all tests
that used direct signal-based clustering (e.g. Figs. 6 and 7, Supp. Fig. 5–7),
no cluster centroids were found that differed from each other by a simple
constant offset – the prevalent differences, as described, occurred in peak
amplitudes and temporal scaling (“dilation/contraction”).

Altogether, the results here obtained constitute a novel and relevant
contribution to the current body of work investigating the PA, which has
so far been more focused on spatiotemporal dynamics (Debener et al.,
2008) and generating mechanisms (Yan et al., 2010; Mullinger et al.,
2013), but mostly not addressing inter-epoch variability. It is important
to note, nonetheless, that these results only establish correlational, not
causal, links between the different variables and PA variability. Future
steps to investigate causality could explore tasks of respiratory modula-
tion, for example, or controlled changes in head position/orientation.
Nevertheless, the complexity of the underlying physiological mecha-
nisms, and their interdependencies, would remain a challenge for
asserting direct causal relationships.

4.4. Pulse artifact correction techniques

Given the spatiotemporal properties of PAs, their correction is
essential to the vast majority of EEG-fMRI applications (Mullinger and
Bowtell, 2011). Beyond the techniques explored in this work, other
relatively popular approaches include independent component analysis
(Benar et al., 2003; Mantini et al., 2007; Abreu et al., 2016) and methods
based on independent reference signals (Bonmassar et al., 2002; LeVan
et al., 2013; Chowdhury et al., 2014), for example. These more recent
techniques are often used in combination with AAS, and generally found
to produce superior results, but all have their own limitations as well,
including suboptimal assumptions regarding the spatiotemporal prop-
erties of the PA, and/or the underlying EEG activity (Debener et al., 2008;
Mullinger et al., 2013), or the need for additional hardware, for example.
The problem of PA modeling and correction is therefore not fully solved,
and remains a focus of active research efforts. Understanding the
mechanisms underlying PA variability could prove highly valuable to this
challenge.

Exploiting the cyclic nature of cardiac activity, AAS remains one of
the most widely used techniques for PA correction. Crucially, AAS as-
sumes that the PA is stationary over periods of at least a few consecutive
epochs, varying on a slower timescale putatively related to drifts in head
position and orientation. The findings of this work confirm that motion-
related variations are indeed present, and tend to be slow. On the other
hand, PA variations due to respiration and heart rate were found to be
more important, and as these variations can occur across consecutive PA
epochs, AAS is bound to perform sub-optimally (e.g. Fig. 1). This is
further demonstrated by the results observed with PA-based clustering,
where the resulting clusters often led to the separation of epochs that
occurred very close to each other in time (e.g. see time of PA occurrence
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plots in Fig. 6, Supp. Fig. 5,6), while their differences in terms of respi-
ratory amplitude and/or cardiac period were markedly clear. Consistent
with this, in the data acquired in this work, AAS was found to improve
data quality to some extent, but not substantially different from a non-
adaptive (grand-average) subtraction, when using AAS averaging win-
dow sizes (Na) larger than approximately 8 epochs. Moreover, for smaller
windows, AAS was actually found to increase signal variability (Fig. 8).
This is likely associated to the faster-timescale PA variability, which
cannot be sufficiently averaged out when using too small windows, and
could in fact contaminate neighboring epochs.

In principle, OBS and K-means can account for short-timescale PA
variability, and indeed, both approaches were found more capable of
reducing data variability than AAS (Fig. 8a,c, Table 2). Tying these re-
sults to those of the PA variability analysis, it is clear that K-means, for
instance, can effectively account for breathing and heart rate-related
variability, since the observed clusters were consistently associated
with differences in respiratory amplitude and cardiac period (Figs. 6 and
7, Supp. Fig. 5–7). On the other hand, the increased flexibility of OBS and
K-means carried increased risks of overcorrection, i.e. removing real EEG
information. OBS, especially, was found to reduce ssVEP amplitudes
fairly aggressively when increasing No (Fig. 8b – considering that the
difference between the stimulation and fixation curves should corre-
spond to the contribution of the actual ssVEPs); this was also observed
with K-means, albeit to a smaller extent. The risk of overcorrection has
been previously identified for OBS (Grouiller et al., 2007). At subject
level, the optimal number of OBS components for ssVEP detection ranged
from 5 to 8, although in at least 4 subjects there was no clear threshold
marking a transition to overcorrection – thus making this risk harder to
identify and avoid.

Overall, the performance of K-means can be considered an interme-
diate between AAS and OBS, both in terms of PA reduction and EEG
signal preservation (Table 2). As in OBS, increasing the adaptability of K-
means produced steady decreases in signal RMS and ssVEP variability,
while the concomitant decreases in ssVEP amplitude were more
restrained, and even close to stationary for K< 8. At the subject level, the
optimal K tended to be higher (10–17), but generally yielded relatively
marginal improvements beyond K� 10. Overall, in agreement with
previous reports (Goncalves et al., 2007; de Munck et al., 2013), the
performance exhibited by K-means suggests that this may be a rather
favorable option for PA correction. Moreover, as with AAS, the approach
can be combined with other correction methods such as ICA and refer-
ence sensor-based techniques. The fact that the epoch window can be
adapted for each cluster according to its specific population is also a
relevant advantage compared to OBS, especially given the observed
importance of heart rate for PA variability. A limitation of K-means is
that, conceptually, it describes PA variability within a “discrete domain”
(defined by the number of clusters), while the evidence points to a more
continuous domain of PA variations, for which OBS may be better fitting
– assuming that a linear combination model can effectively capture that
continuum.

One other important aspect is the suitability of these techniques for
online (on-the-fly) PA correction, which is essential for real-time appli-
cations such as neurofeedback and epileptic activity monitoring (Allen
et al., 1998; Zotev et al., 2014). AAS can be applied online in a rather
straightforward manner, by using averaging windows containing only
past epochs. OBS has recently been adapted for online correction as well,
by estimating the basis (PCA decomposition) on a “buffer” set of past
epochs, and then regressing out the most important principal compo-
nents from the current epoch (Wu et al., 2016). To our knowledge,
K-means has not been reported in such a manner to date, yet it is likely
that the same principle could be applied, i.e. performing the clustering
analysis on a set of past epochs, and then assigning the current epoch to
the closest cluster, and subtracting its centroid. As with OBS, the
complexity of the algorithm (e.g. number of past epochs in the “buffer”,
number of clusters K) would have to be carefully considered with regards
to processing speed.
34
4.5. Correction performance measures

Overall, the adopted performance measures were found suitable to
describe the differences between correction methods and their impact on
EEG data, particularly in light of the problem of PA variability. Never-
theless, they did reveal a number of limitations. For instance, the esti-
mation of the signal RMS in PA center vs. periphery segments was
designed taking into account the properties of the PA, and the periphery
measure did yield reasonable estimates for baseline (PA-free) EEG RMS
in individuals with longer cardiac periods, where PA fluctuations prac-
tically ceased in-between epochs (e.g. Supp. Fig. 1). In other cases,
however, the periphery segments could not be deemed PA-free, and their
RMS was reduced in PA correction as well. The ssVEP trial-average RMS
in fixation, expected to comprise only artifactual contributions, was
substantially higher in-scanner than off-scanner (Fig. 8b), suggesting that
residual artifacts did not fully average out across the visual trials. As a
result, even for the stimulation periods, this measure does not fully
correspond to the ssVEP amplitude alone, and its reductions are not
necessarily a symptom of overcorrection. The difference between the (in-
scanner) curves of stimulation vs. fixation, however, should contain a fair
indication of the actual ssVEP amplitude.

The ssVEP inter-trial variability was not significantly different be-
tween in-scanner stimulation and fixation periods (Fig. 8c), confirming
that its dominant component is not the natural variability across
neuronal responses, but rather ongoing artifacts. Notably, while sub-
stantially reduced by PA correction, this variability remained fairly high
compared to off-scanner data, for the majority of parameters tested
(except for OBS with high No – most likely a regime of heavy over-
correction). It is likely that at least part of the remaining variability may
be due to other artifact contributions, separate from the PA. Gradient
artifact residuals and environment artifacts are expected to play a fairly
minor role, given the band-pass filtering range used, the results from
variable-based analyses (Fig. 4), and from the phantom data (Fig. 3). In
contrast, spontaneous motion remained unaccounted for, and has pre-
viously been found to cause important artifacts at 7T (Jorge et al.,
2015a), thereby constituting a likely source of variability. Future work
would be valuable to clarify the interplay between pulse and spontaneous
motion artifacts, possibly relying on motion artifact information given by
additional reference sensors.

The limitations of the adopted performance measures, discussed in
the previous two paragraphs, reflect the complexity of the PA itself, in its
spatiotemporal and spectral dynamics, substantial overlap with EEG ac-
tivity of interest, subject specificity, and interplay with other artifacts. As
seen here, as well as in previous studies (Vanderperren et al., 2010; Abreu
et al., 2018), the combined use of multiple measures appears to be crucial
to attain a more comprehensive picture of PA correction performance, to
capture both the effects of denoising (artifact reduction), as well as
preservation of the underlying EEG signals. Such comprehensive mea-
sures can then be valuable to the task of parameter optimization (e.g.
choosing the averaging window size for AAS), to quantitatively indicate
the most effective correction parameters among a tested range (Abreu
et al., 2016). While the choice of performance measures remains an
unsettled question in the field, the measures adopted in this work did
succeed in providing useful insights on the performance of AAS, OBS and
K-means, particularly in light of the problem of PA variability, which
should prove valuable to most EEG-fMRI users.

5. Conclusion

We conclude that the variability of pulse artifacts across heartbeats
has an important impact on EEG data quality acquired in the MRI envi-
ronment. PA variability is linked to changes in head position and
orientation, as previously hypothesized, but also, and more importantly,
to respiration and to heart rate. The latter mechanisms are associated
with short-timescale variability that cannot be fully captured by PA
correction techniques based on windowed averaging, such as AAS, which
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tended to be outperformed by more flexible approaches such as OBS and
K-means clustering-based subtraction. Overall, these results offer fully
novel insights into the dynamics of pulse artifacts, with important con-
sequences for their correction, which should be taken into consideration
for most EEG-fMRI applications.
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