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In a multi- and inter-cultural world, we daily encounter new words. Adult learners often rely on a situational
context to learn and understand a new word's meaning. Here, we explored whether interactive learning facilitates
word learning by directing the learner's attention to a correct new word referent when a situational context is non-
informative. We predicted larger involvement of inferior parietal, frontal, and visual cortices involved in visuo-
spatial attention during interactive learning. We scanned participants while they played a visual word learning
game with and without a social partner. As hypothesized, interactive learning enhanced activity in the right
Supramarginal Gyrus when the situational context provided little information. Activity in the right Inferior
Frontal Gyrus during interactive learning correlated with post-scanning behavioral test scores, while these scores
correlated with activity in the Fusiform Gyrus in the non-interactive group. These results indicate that attention is
involved in interactive learning when the situational context is minimal and suggest that individual learning
processes may be largely different from interactive ones. As such, they challenge the ecological validity of what
we know about individual learning and advocate the exploration of interactive learning in naturalistic settings.

1. Introduction

Language learning, either in classrooms or by immersion, is typically
a social activity and so is language use. Yet, language learning is often
studied at the individual level, and only one previous study explored the
neural underpinnings of social word learning in adults (Jeong et al.,
2010). The authors reported activation of the right Supramarginal Gyrus
(rSMG) during the retrieval of words learned while watching video clips
of non-interactive social learning situations (Jeong et al., 2010). This
finding aligns with results in social neuroscience studies where social
stimuli activate areas inside and around the right Temporo-Parietal
Junction (TPJ), a brain region at the boundary of the temporo-parietal
cortex (Jeong et al., 2010; Carter and Huettel, 2013).

While social neuroscience studies consistently report TPJ activation,
this region also engages in visuo-spatial attention (Decety and Lamm,
2007) where the re-directing of attention toward a new target plays a
central role (Corbetta et al., 2000). This, in turn, facilitates the activation
of task-relevant visual cortices via top-down connections from the infe-
rior parietal cortex (Supramarginal and Angular Gyrus) and superior
visual cortices (including the Lingual Gyrus) to the striate cortex

(Horwitz et al., 1998; Chambers et al., 2004; Verghese et al., 2014) and
ultimately results in facilitated stimulus processing at attended locations
(Bressler et al., 2008; Thiel et al., 2004). Based on this evidence, we
hypothesized that the role of TPJ in social interaction relates to a mod-
ulation of visuo-spatial attention. Consistent with this hypothesis, first
language (L1) learning studies proposed that sharing visual attention
with a caregiver is essential in successful verbal learning (Kuhl et al.,
2003; Waxman and Gelman, 2009), as a social partner directs the
learner's attention toward the correct referent among possible targets
(Tomasello, 2000; Dominey and Dodane, 2004; Verga and Kotz, 2013).
However, adult learners typically use different strategies than children
during word learning; for example, most often a situational context (i.e.,
the context a novel item is presented in) is sufficient to extract the correct
meaning of a new word (Mestres-Misse et al., 2007, 2008). Yet, a situa-
tional context is not always informative. Does interactive learning help in
this scenario? (Verga and Kotz, 2013, 2017)

To test this hypothesis, we used fMRI in a previously validated
contextual learning game (Verga et al., 2015; Verga and Kotz, 2017) to
investigate adult word learning in a simulated interactive context. Par-
ticipants performed a visual interactive learning game, in which new
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words were repeated in different sentence contexts. Participants were
originally divided into two groups to perform a behavioral training ses-
sion: The “interactive” group played with a partner; they were also told
that the same interactive set-up was going to be employed during the
fMRI learning phase, but that the social partner would control the game
from the console room because of technical constraints (cover story). The
“non-interactive” group performed the task alone on a computer. Unbe-
knownst to participants, during the fMRI learning session the game was
controlled by a computer program in both groups. To strengthen the
cover story, the timing of the stimulus presentation was jittered to mimic
the behavior of a human partner as observed in previous studies (Verga
et al., 2015; Verga and Kotz, 2017; see the Methods section for details).

We hypothesized that the presence of a social partner may help the
learner by directing her/his attention toward the correct target referent
when contextual information is too minimal to learn and understand a
new word's meaning (Tomasello, 2000; Dominey and Dodane, 2004;
Verga and Kotz, 2013). Consequently, we expected activation in brain
areas involved in orienting attention, such as the inferior posterior pa-
rietal cortex (Angular and Supramarginal Gyrus) and visual associative
areas (e.g., Lingual Gyrus) whenever the learner “uses” a social partner to
learn a new word's referent. Furthermore, if visuo-spatial attention rep-
resents an alternative learning strategy employed by learners (as
compared to contextual learning), not only should different brain regions
be recruited during learning, but also the outcome of learning (i.e., the
accuracy to generalize learned words to novel contexts) should correlate
with the activation of different brain areas.

2. Methods
2.1. Participants

45 participants took part in the experiment. 4 participants were dis-
carded due to excessive movement during scanning. Hence, 41 partici-
pants (20F, mean age 26.98 + 3.35 years) were included in the final
analyses. All were native speakers of German, right-handed according to
the Edinburgh Handedness Inventory (Oldfield, 1971), reported normal
or corrected-to-normal vision, and none of them had any history of
hearing or neurological disorders. All participants gave written informed
consent, were paid for their participation, and were debriefed at the end
of the experiment about its real purpose (for further details see Task and
Procedure). The experiment was conducted in accordance with the
Declaration of Helsinki and approved by the Ethics Committee of the
University of Leipzig.

2.2. Material

The stimulus material and task employed in the current experiment
have been described in detail elsewhere (Kotz et al., 2010; Verga et al.,
2015; Verga and Kotz, 2017). In brief, the task required participants to
find an object correctly completing a plausible German sentence con-
sisting of a subject and a transitive verb (Sentence Context, SC) among
several possible referents. All elements of the sentence as well as the
possible referents were represented by pictures inserted in a visual
checkerboard. For example, the SC “The boy eats” (“Der Junge isst”)
could be correctly completed by a picture representing an egg (“das Ei”),
but not by pictures representing a map, a baby, a letter, or the actions to
peel, to water, to pick (Table 1 and Fig. 1). SCs could either change from
sentence to sentence, thus being differently informative each time
(different Sentence Context, dSC) or stay consistent, thus being maxi-
mally informative (same Sentence Context, sSC). Importantly, while the
amount of information provided in sSC and dSC sentences differed, the
sentence structure and the control of linguistic parameters did not. We
opted for this variation in sentence context to mimic immersive learning
where learners are exposed to different objects in different sentence
contexts (e.g., a piece of bread can be eaten, sliced, etc.) while others may
appear in similar contexts (e.g., a knife should always be positioned on
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Table 1
Examples of sentences presented during the experiment. Abbreviations:
sSC = same Sentence Context, dSC = different Sentence Context.

Repetition  sSC dsc
Sentence Target Sentence Context Target
Context Object Object

1 Die Fuchs beifit ...dasHuhn  Der Junge isst ... ... das Ei
.. the The boy eats ... ... the egg
The fox bites ... chicken

2 Die Fuchs beifit Der Kellner schalt

The waiter peels ...
3 Die Fuchs beifit Die Frau kocht ...

The woman cooks

the right side of a plate during each meal).

The pictures (330 x 245 pixels, 72 dpi) included 49 black drawings of
objects, humans, animals, or actions (Bates et al., 2003; Székely et al.,
2003, 2004, 2005; http://crl.ucsd.edu/experiments/ipnp/), inserted in a
visual checkerboard. We selected pictures with high naming frequency
(CELEX database) representing humans, animals, food, clothes, artifacts,
and transitive actions. Pictures representing natural phenomena, multi-
ple objects, objects with a compound name, general categories, and
impersonal or intransitive verbs were not used. Objects appearing in the
action pictures were modified when possible to avoid priming or inter-
ference effects (i.e., the human leg in the image representing the verb “to
bite” was modified to avoid participants being primed or confused by
it—see Fig. 1). Modifications were warped with the deformation option
implemented in the graphic suite GIMP 2.6.8 (www.gimp.org; defor-
mation radius = 15 mm, deformation amount =100 mm). The pictures
selected at this stage were combined to create all possible plausible
German sentences, excluding those with the same subject and object (for
example, “Der Hund verfolgt den Hund”, the dog follows the dog) or an
inanimate subject (for example, “Der Wind biegt den Baum”, the wind
bends the tree). The pictures representing nouns and used as subjects or
objects of a sentence were balanced for naming frequency, gender, and
animacy. The “objects” were divided in two balanced groups: Objects for
sentences whose context was the same with each repetition (same Sen-
tence Context, sSC) and objects for sentences whose context was different
for each repetition (Different Sentence Context, dSC). The sentences were
validated in two norming studies. In the first study, 20 native German
speakers (9F, mean age 24.50 & 2.74 years) were presented with 564
plausible transitive sentences, intermixed with 188 implausible fillers.
They were asked to judge, on a scale from 1 to 5, sentence plausibility
and how well the object completed a sentence. In a second study, par-
ticipants were presented with three pictures (subject, verb, object)
forming each sentence. 20 native German speakers (11F, mean age
24.10 £ 2.94 years) were presented with 376 sentences judged as plau-
sible in the first validation study. Participants were required to write each
sentence as they intended it and to evaluate its plausibility on a 1-5 scale.
The agreement between the meaning of the picture and the participant's
answer was calculated and images with plausibility scores below 3 or
with an agreement rate below 50% were excluded.

The components of each sentence (i.e., pictures representing subject,
verb, and object) were inserted in cells that touched each other at least
corner to corner. This arrangement enforced that only one sentence led to
the correct target object. Care was taken to ensure that each of the ele-
ments in the sentence appeared in each position of the grid a comparable
number of times; similarly, all possible combinations of positions on the
grid were employed a comparable number of times. The remaining six
“distractor” pictures on each checkerboard were chosen from an initial
image pool and were balanced between pictures representing nouns
(either animals, humans, or objects) and actions. These distractors were
selected to ensure that none of them could be considered as an additional
plausible object for a sentence context; given the constraint that the
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elements of the sentence needed to be positioned close to each other, only
one object on each checkerboard could represent the correct target ob-
ject. The checkerboards were further balanced in terms of the mean
naming frequency of the items depicted by the 9 pictures both within and
between checkerboards.

All images were presented on a light gray background to avoid
excessive luminance contrast inside the scanner. In total 180 checker-
boards (20 target objects x 9 repetitions) were presented, each containing
nine images (3 x 3).

Each target object (N =20, each repeated 9 times) was associated
with an Italian pseudo-word (Kotz et al., 2010). All pseudo-words were
disyllabic strings (4-6 characters) balanced across conditions for syllabic
complexity, initial, and final letter (either “a” or “0” to avoid confusion
with the typical plural form of Italian words—usually “i” or “e”, since all
of the pictures depicted nouns in the singular form). Five German native
speakers evaluated the pseudo-words to ensure that they were not

Behavioral Training
(pre-scanning)

fMRI Learning Phase
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Fig. 1. Examples of pictorial sentences presented
during the learning part of the experiment. In the
same Sentence Context (sSC) condition, the target
object (“the chicken™) was presented each time
when the same sentence was repeated (“the fox
bites”). In the different Sentence Context (dSC)
condition, the target object followed a different
sentence context for each repetition (from top to
bottom: “the boy eats”, “the waiter peels”, “the
woman cooks”). 10 target objects were presented
in each condition. Abbreviations: sSC=same
Sentence Context; dSC=different Sentence
Context; R = repetition.

cognates of existing German words and that they “sounded Italian”. In
addition, the plausibility of the pseudo-words was evaluated by 15 Italian
native speakers. All the pseudo-words were rated above 3 on a Likert
scale from 1 to 5.

2.3. Experimental design

We employed a 3 x 2 x 2 mixed design, with Run (Runl, Run2,
Run3), Social Interaction (simulated, absent), and Sentence Context
(same, different).

Social interaction was evaluated between-subjects: Participants of
comparable age [U = 136.5, z = —1.93, p > .05] were pseudo-randomly
assigned to a Simulated Social Interaction group (S+, N = 21, 10F, mean
age 25.86 + 2.87 years) or Non-Social Interaction group (S-, N = 20,
10M, 9F, mean age 27.95 + 3.68 years).

SC was evaluated within-subjects: For the same participant, half of the
objects (N=10) occurred in the sSC condition (e.g., the image

Behavioral Testing
(post-scanning)

RASUO GOBLIO TASNA

Fig. 2. Schematic representation of the experiment and trial characteristics. Upon their arrival at the scanner, participants were assigned to either one of two groups:
S+ participants performed a behavioral training (10 trials; pre-scanning) with the experimenter as social partner; S- participants performed the same task alone.
Participants then progressed into the fMRI learning phase. Lastly, participants performed a Behavioral Testing (post-scanning) outside the scanner.
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representing “the chicken” always completed the SC “the fox bites”). The
other half (N = 10) occurred in the dSC condition (e.g., the image for “the
egg” followed at each occurrence a different SC, such as “the boy eats”,
“the waiter peels”, “the woman cooks”, etc.—see Table 1 and Fig. 1). The

alternation between sSC and dSC checkerboards was randomized.
2.4. Task and Procedure

2.4.1. Behavioral training (pre-scanning) and task description

Participants received detailed instructions and were pseudo-
randomly assigned to either the S+ or the S- group to initially perform
a 10 practice trials training outside the scanner (Fig. 2). The participants’
task was to find the correct ending (i.e., object) for a given SC amongst
the checkerboard images. Each trial began with the presentation of a
fixation cross (500 ms), followed by a checkerboard.

In the S- condition, after a jittered delay (range: 2.63-4.65s, Mge.
lay=3.595+0.565) a red frame appeared around the image corre-
sponding to the SC subject, followed after 500 ms by a second red frame
surrounding the SC verb. Both frames remained on the screen until the
object of the sentence was selected by the participant.

In the S+ condition, the selection of subject and verb was done
manually by a social partner-the experimenter—sitting side by side with
the participant in front of the computer. The rationale for having the
experimenter as social partner instead of a confederate has been
described elsewhere (Verga et al., 2015; Verga and Kotz, 2017).

Participants of both groups had to choose the correct target object
from the remaining images. No time limit was imposed in this phase. In
case of a correct response, a pseudo-word appeared immediately after the
picture selection, in black capital letters (font Arial, size 40 points) over a
light grey background in the selected object cell for 1000 ms. In case on
incorrect response no pseudo-word was displayed, and the following trial
began immediately.

2.4.2. fMRI learning phase

The learning phase took place in the fMRI scanner. S+ participants
were told as a cover story that the experimenter's computer was located
in the scanner's console room due to technical constraints. To further
strengthen the cover story in between functional runs the experimenter
asked S+ participants whether her pace while playing the game together
was adequate, or if it had to be adjusted. However, for both groups the
game was controlled by the same computer program following the pro-
cedure described for the S- training. In this phase participants had a
maximum response time of 4 s; if they did not answer in this timeframe
the next trial began.

Total scanning time was about 48 min, divided into 3 functional runs
each containing 60 stimuli (3 repetitions for each of the 20 target objects)
alternating with 20 null events (~length 12s). Visual stimuli were pre-
sented via back-projection (projector SANYO PLC-XP50L) onto a screen
positioned at the rear-end of the bore and were visible to the participant
via a mirror mounted on the head-coil.

Participants selected the correct object on the checkerboard with an
fmri-compatible in-house touch pad positioned under the right hand and
confirmed their choice by pressing a response-button with their left
thumb. Since we were interested in cognitive processes occurring before
the motor response (i.e., exploration of the visual stimulus and target
identification), response hand was not counterbalanced.

2.4.3. Behavioral testing (post-scanning)

After learning, participants were behaviorally tested outside the
scanner in a separate room. The test consisted in selecting the correct
pseudo-word matching a SC that had not been presented during the
learning phase in the scanner (Fig. 2).

Lastly, participants filled in a paper-and-pencil questionnaire with 12
questions to verify that S+ participants believed the cover story (e.g.,
“Was your partner in the game too slow?”, “Were you sure your partner in
the game was a real person?”). S- participants filled in a similar 12-

Neurolmage 195 (2019) 165-173

questions questionnaire in which “the partner” was substituted with
“the computer” (see Inline Supplementary Material).

All stimuli were presented using a desktop computer running Pre-
sentation 16.0 (Neurobehavioral Systems, Albany, USA). Two standard
wheel mice (Logitech Premium Optical Wheel Mouse) were connected to
the same Windows laptop and used as response devices for the S+
training. In all other test conditions only one standard wheel mouse
(Logitech Premium Optical Wheel Mouse) was employed. At the end of
the experiment, participants were debriefed about the real set-up and aim
of the study. A new participant was admitted to the training room only
after the previous one left, to avoid him/her hearing the debriefing. All
S+ participants confirmed that they believed the cover story.

2.5. fMRI data acquisition

Brain images were acquired using a 3T whole-body Siemens TRIO
scanner (Siemens Healthcare, Erlangen, Germany) at the Max Planck
Institute for Human Cognitive and Brain Sciences in Leipzig, Germany.
Functional whole-brain images were collected using a T2*-weighted
gradient echo, echo-planar (EPI) pulse sequence, using the Blood
Oxygenation Level Dependent (BOLD) contrast. Each functional volume
consisted of 30 axial slices parallel to the AC-PC line with a slice thickness
of 3 mm and a 33% inter-slice gap (TR = 2000 ms, TE = 30 ms, flip angle
90°, FOV 192.2 cm, matrix size 64 x 64, 116 kHz acquisition band-
width). The first 2 volumes in each run were discarded to account for
saturation effects.

A field map (short TE=4.92ms, long TE=7.38ms, echo
spacing = 0.69 ms) was acquired for each participant at the beginning of
the session to provide an estimate of local field inhomogeneity and later
used in the spatial pre-processing of functional images.

Previously acquired high-resolution anatomical images were used for
co-registration of the functional data. These images were T1 weighted 3D
MP-RAGE structural scans with a sagittal orientation and a spatial reso-
lution of 1x1x1.5mm (TR=1300ms, TE=3.93ms, FOV
256 x 240 mm, 67 kHz acquisition bandwidth).

2.6. Behavioral data analysis

Statistical analyses of behavioral data were performed using MATLAB
R2013a (The Mathworks Inc., Natick, USA) and IBM SPSS Statistics 18
(IBM Corporation, New York, USA).

Behavioral data were corrected for outliers (Response Times
[RTs] + 2 Standard Deviations [SDs]; mean of rejected trials across par-
ticipants = 6%). Dependent variables were accuracy (proportion of cor-
rect responses), RTs of correct responses, and their SDs. In addition, a
temporal coordination index was computed as correlation coefficients
between participants' and experimenter/computer's RTs (Verga et al.,
2015; Verga and Kotz, 2017). Unless otherwise specified, separate
ANCOVAs were conducted on these variables with SC as a within-subject
factor, and SDs of the SC presentation times as covariate. For the testing
phase, separate ANCOVAs were conducted on accuracy scores and RTs
with the mean number of pseudo-words repetitions for each object dur-
ing the learning phase as a covariate.

When the assumption of sphericity was not met, a Greenhouse-
Geisser correction was applied to the degrees of freedom. Two-tailed t-
tests and simple-effect analyses were employed to compare individual
experimental conditions, with an alpha level of p < .05 to ascertain sig-
nificance. Bonferroni correction was applied when required to account
for multiple comparisons.

2.7. fMRI data analyses

Data pre-processing and statistical analysis were conducted using
SPMB8 (Statistical Parametric Mapping, Wellcome Trust Centre for Neu-
rolmaging, London, UK) running on MATLAB 7.11 (The Mathworks Inc.,
Natick, USA). For each participant, slices were corrected for differences
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in acquisition time, realigned to the first image of the first session, and
unwarped to correct for field inhomogeneity. Images were then
normalized to the Montreal Neurological Institute (MNI) standard space
and smoothed with an 8 mm full-width at half-maximum Gaussian
isotropic kernel.

Data were statistically analyzed with a standard general linear model
procedure in two stages. At the first level, regressors for the experimental
conditions were convolved with a canonical hemodynamic response
function. The design matrix included single regressors for the experi-
mental conditions (sSC, dSC) in each specific moment of the learning task
(i.e., onset of the checkerboards, SC identification). Error trials
(including wrong responses as well as responses exceeding the maximum
response time) were modeled as an additional regressor of no interest and
functional run (1, 2 and 3) were included as constant regressors. Tem-
poral series for each participant were filtered with a 100 Hz high-pass
filter to remove slow signal drifts, and first-level Student's t-tests for
each experimental condition were calculated (checkerboard [sSC],
checkerboard [dSC], sentence context [sSC], sentence context [dSC]).
Contrasts directly comparing the single conditions were also calculated at
the first level (for example, sSC > dSC). At the second level, t-contrasts
defined at the first level were fed into one-sample (within-subject com-
parisons) and paired-sample (between-subject comparisons) t-tests.

Correlations between brain activity and behavioral data were esti-
mated with a multiple regression analysis at the second level. As
between-group comparisons increase the variance in the sample and
consequently reduce statistical power, we employed a cluster extent
threshold criterion to correct for multiple comparisons (Forman et al.,
1995). Monte Carlo simulations were conducted using the program
AlphaSim implemented in AFNI software; the threshold for single voxels
was set at p <.001 and a Monte Carlo simulation with 2000 iterations
was run, resulting in an extent threshold of 30 voxels to achieve a cor-
rected threshold of p <.05.

Images are displayed superimposed onto the skull-stripped mean
anatomical image of the 41 subjects warped to the MNI space.

3. Results
3.1. Behavioral results

3.1.1. fMRI learning phase

During the learning phase, no differences emerged between S+ and S-
on any of the relevant dependent measures (reaction times, standard
deviations, correlation coefficients; all ps > .05).

3.1.2. Behavioral testing (post-scanning)

Participants’ accuracy during the testing phase was 70% on average,
with comparable performances in the two groups [F(1,38)=2.777,
p=.104, ng = 0.068]. However, participants in the S+ group were
significantly slower [M = 4.737, SD = 1.214] than participants in the S-
group [M = 3.960, SD = 0.839] [F(1,38) = 6.767, p = .013, ng =0.151]
(Fig. 3).

3.2. fMRI results

3.2.1. Learning related activity changes

In the following, we report results specifically related to our hy-
pothesis and research questions. A complete overview of all the results,
including learning and contextual effects, can be found in the Supple-
mentary Materials.

Of particular interest with respect to how social interaction modulates
learning are activity changes across time (i.e., across the three functional
runs) during the exploration of the sentence context [S], identified by a
Group (S+ vs. S-) x Run interaction testing for increases (run 1 > 2> 3) or
decreases (run 3 > 2>1) of brain activity. We found a significant acti-
vation decrease in the right Supramarginal Gyrus (MNIL: 57-34 37; z peak
level = 3.82; k = 39; p < .05 AlphaSim corrected) (Fig. 4) in the S- group
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Fig. 3. Response times of correct responses during the behavioral testing (post-
scanning). Vertical bars represent 95% CI. Abbreviations: S- = Non-Social
Interaction; S+ = Simulated Social Interaction.
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Fig. 4. Brain activity in the right Supramarginal gyrus for the contrast S+ > S-
comparing the end of the learning phase to the beginning during the sentence
context exploration [S].

as compared to the S+ during the SC exploration.

3.2.2. Correlation between brain activity and learning outcome

Accuracy scores obtained in the testing phase significantly correlated
with activity in different brain regions during the exploration of dSC
checkerboards [C] for the two groups of participants: The contrast S+>S-
elicited an activation in the right Inferior Frontal Gyrus, pars orbitalis
(MNI: 48 35-11; z at peak level = 3.91, k = 51, p < .05 AlphaSim cor-
rected); the opposite contrast S->S+ correlated with activity in the right
Lingual Gyrus (MNI: 12-70 -11; z at peak level = 4.17; k = 74, p < .05
AlphaSim corrected) (Fig. 5). No correlations were significant when
looking at the same Sentence Context condition.

3.2.3. Correlation between brain activity and temporal coordination during
learning

In the S+ group more than in the S- group (contrast: S+>S-), activity
of the right Caudate Nucleus (MNI: 12-1 16; z at peak level = 4.44;
k = 126; p < .05 AlphaSim corrected) and Lingual Gyrus (MNI: 18-49 4;
z = 3.90; k = 36, a at peak level = 3.90; p < .05 AlphaSim corrected)
during the observation of the sSC checkerboards significantly correlated
with the temporal coordination index (Fig. 6; see Methods 2.6 for de-
tails). For the opposite contrast (S- > S+) and for all contrasts in the dSC
condition, no correlations were found to be significant.

4. Discussion
The current study employed a simulated interactive approach

(Schilbach et al., 2013; Schilbach, 2014) to investigate the neural sub-
strates of adult word learning. Results indicate that i) interactive word
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learning recruits the right Supramarginal Gyrus (rSMG); ii) in
non-informative contexts, word retrieval correlates with activation of the
right Inferior Frontal Gyrus (rIFG) in interactive learning and of the right
Lingual Gyrus (rLG) in individual learning; d) in informative contexts,
activity in right caudate and rLG during interactive learning is linked to
temporal coordination.

4.1. The right Supramarginal Gyrus in interactive learning

The right SMG is involved in the retrieval of L2 words encoded in a
social setting (Jeong et al., 2010) but it is also frequently reported in
social cognition studies (Carter and Huettel, 2013). Furthermore, the
same region is often activated in visuo-spatial attention tasks (Decety and
Lamm, 2007) when attention is re-directed toward new targets (Corbetta
et al., 2000) to facilitate the processing of a stimulus at an attended
location (Thiel et al., 2004; Bressler et al., 2008). An explanation for this
functional overlap is that during learning an interactive partner acts as an
attentional beacon directing the learner's attention to a new word's
meaning. This hypothesis has been extensively validated in children
learning a first language (e.g., Dominey and Dodane, 2004; Tomasello,
2000).

It has been suggested that similar cognitive processes support word
acquisition in L2 and L1 in social contexts (Rodriguez-Fornells et al.,
2009; Jeong et al., 2010). Our results substantiate this suggestion: rSMG
activity differentiated social and non-social learners in the exploration of
a sentence context (i.e., the combination of subject and verb) leading to a
set of target referents. Sentence contexts had exactly the same temporal
and spatial characteristics in both groups; yet, the observed differences in
activation patterns suggest that interactive rather than individual
learning may be enough to “set” a specific learning strategy: If a partner is
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believed to be present, learners rely on her/him to learn the target
referent when the context provides minimal input; if the sentence context
is maximal, they resort to an individual strategy (e.g., extract relevant
information from context). The reliance on an interaction partner during
learning makes intuitive sense, as it mirrors one of the most efficient
learning strategies—learning from con-specifics (Whiten 2017)—from
both a comparative as well as from an ontogenetic point of view. Indeed,
learning from a knowledgeable partner is the most widespread mean of
acquiring new knowledge in humans as well in several other species
(Frith and Frith, 2012) and often relates to the ability of shift attention to
follow a partner's gaze (Tomasello and Carpenter, 2007).

4.2. Retrieval of interactively vs. non-interactively learned words

If new words are differently encoded when learned interactively,
different substrates are likely involved in their retrieval. Indeed, in the
S+ group testing performance correlated with rIFG activity during
learning. Activation of this region has been related to executive control
such as the inhibition of competing memories during memory retrieval
(Aron et al., 2004, 2014; Hampshire et al., 2010). For example, previous
studies on social learning found IFG activation to reflect a mismatch
between the learning context—social—and the testing con-
text—non-social (Jeong et al., 2010). While this mismatch was also
present in the current set-up, participants did not know in advance about
the non-social testing phase; hence, they could not predict during
learning that a mismatch between the learning and testing phase (that is
learning interactively but being tested individually) would occur. A more
likely explanation for this activation is the role of rIFG in attentional
control, and, in particular, in the detection of salient stimuli (Hampshire
etal., 2010) and inhibition of irrelevant ones (Sacchet et al., 2015): When
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faced with a new checkerboard in the non-informative condition (dSC),
participants had to identify possible targets and filter out irrelevant ones;
hence, the better they were at this task, the better the learning outcome.
It is then noteworthy that rIFG activity correlated with learning outcome
in the interactive group but not in the non-interactive group, supporting
our initial hypothesis that social interaction works as an attentional
beacon to facilitate the learner's attention to new word meaning (Verga
and Kotz, 2017). Instead, during the observation of non-informative
checkerboards, the behavioral test performance of the S- group corre-
lated with activity in the right Lingual Gyrus, a visual region associated
with the analysis of non-linguistic (Macaluso et al., 2000) and linguistic
(Mechelli et al., 2000) visual stimuli. rL.G activation increase has been
reported in children with Autism Spectrum Disorder (ASD), a condition
frequently associated with socio-attentional deficits (e.g., Fitzpatrick,
2018; Mundy and Jarrold, 2010; Schilbach et al., 2013): In a semantic
category decision task, ASD children showed increased rLG activation as
compared to normally developing children. This finding has been
ascribed to a different strategy used by ASD children in lexico-semantic
tasks, based on increased visualization of target items in lieu of more
complex lexico-semantic processing of the target word (Gaffrey et al.,
2007). Similarly, in the current study participants in the S- group, who
did not have an interactive partner to rely on, employed a visualization
strategy when analyzing the checkerboard, as opposed to a more
partner-dependent strategy employed by the S+ group.

Taken together the current results suggest that interactive and indi-
vidual learning may engage different learning strategies in search for a
word referent in a visually non-informative learning context (e.g. a
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visually displayed varying sentence context on the checkerboard). Slower
reaction times observed during the behavioral post-scanning testing
phase for the interactive learning group may thus reflect a difference in
decoding strategy: If words encoded in interactive learning require visuo-
spatial attention, visuo-spatial attentive mnemonics may be necessary to
recall the stored information. In contrast, non-interactive learners, who
used a simpler encoding based on visualization, would also have direct
access to the learned word meaning. Both learning strategies seem to be
equally effective in our task, as demonstrated by similar accuracy scores
recorded in the testing phase.

4.3. Informative contexts and interactive learning

Is a social partner equally useful when the learner can easily identify a
new word's referent in a situational context? We hypothesized that in this
scenario adult learners would not rely on their partner to obtain infor-
mation. Here, this condition was represented by repeating sentence
frames on a checkerboard, in which participants simply had to retrieve
the path to the target from memory. Nevertheless, the S+ group showed
greater activation in the rLG—possibly reflecting the visual search pro-
cess (Macaluso et al., 2000)—and right Caudate Nucleus, a subcortical
region involved in number of cognitive, motor, and spatial functions,
including goal directed actions (Hollerman et al., 2000; Jahanshahi et al.,
2015) and the retrieval of previously learned routes (Brown and Stern,
2014).

Activity in the latter regions correlated with an index of temporal
coordination between the learner and the “interactive partner”: The
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higher LG and caudate activity, the better the temporal coordination
between partners during learning. This suggests that the well-known
tendency for people in social situations to get “in synch” with each
other (e.g., Richardson et al., 2007; Sebanz et al., 2006; Verga and Kotz,
2017) could sub-serve the exploration of a visual environment. This
explanation would favor the hypothesis of a visuo-spatial attentional
account for interactive learning in analogy to L1 even when the context is
by itself informative; indeed, our task can be interpreted as a simplified
visual natural environment, in which several possible referents for a new
word are present. This is the same situation in which a child is learning
new words; in both cases, the timing of the interaction between a learner
and a partner is essential to focus on the same object at the same time-
—which would facilitate learning. It is also possible that the facilitation
of navigating a visual display (the checkerboard), which is always the
same—indicated by greater activity of LG and caudate—would reduce
the brain's computation load, thus freeing cognitive resources that could
then be re-directed to synchronizing with a partner (Koban et al., 2017).
This account, however, would not explain why the same activation
pattern was not observed in individual learners or why participants
should want to synchronize with their partner in the first place.

4.4. Additional results

The learning of new words revealed differences in how the checker-
boards were processed over time. Early in the learning process brain
areas engaged in visual exploration and cognitive control (anterior and
middle portions of the Cingulate Gyrus, the inferior Parietal Cortex and
the Insula; Conci and Miiller, 2012) as well as in language comprehension
were activated (Temporal and Angular Gyrus; Binder et al., 2009). To-
wards the end increased activation was focused in primary and secondary
visual areas (Inline Supplementary Material). These differential results
suggest that early learning requires greater cognitive effort to navigate
the checkerboards and identify the meaning of the picture sequences,
while later learning more reflects the visual recognition of picture se-
quences. These results are further strengthened by the fact that a similar
learning dynamic is evident for the Sentence Context, which shifts from
“classic” left-lateralized language learning regions early on (i.e., Inferior
Frontal, Angular, and Middle Temporal Gyrus - e.g., Mestres-Misse et al.,
2008) to a predominantly “visual” pattern of activation encompassing
the Calcarine Gyrus bilaterally toward the end of the experiment (Inline
Supplementary Material).

As expected, participants processed same and different sentence
context conditions quite differently: Checkerboards depicting consistent
contexts stimulated participants to visually inspect and direct their
attention towards the possible targets as soon as the checkerboards
appeared. This is supported by the activation of a right-lateralized
network encompassing Inferior Frontal Gyrus, Angular Gyrus, and Pre-
cuneus, typically involved in visuo-spatial attention. However, checker-
boards depicting different sentence contexts required participants to
recognize pictures constituting a hidden sentence, led to bilateral acti-
vation of the Fusiform Gyrus (Inline Supplementary Material). Interest-
ingly, activations in the same region emerged in an interaction between
group and sentence context type, suggesting that activation of the right
Fusiform Gyrus may be up-regulated by perceived social interaction
(Inline Supplementary Material). This interpretation is further supported
by the results derived from the exploration of Sentence Context: consis-
tent (same) sentence contexts elicited widespread bilateral activations in
Superior Temporal Gyrus, Supramarginal Gyrus, and Cerebellum, in the
right Cingulate Cortex, Putamen, and left Angular Gyrus, Amygdala,
Insula. These combined areas are often reported in tasks dealing with
spatial attention and planning of action execution, including covert
speech production (Nardo et al., 2014; Thoma and Henson, 2011). Taken
together, these findings complement the ones of the checkerboard
observation: When a sentence context is known to a participant, s/he can
focus on what to do next, namely locate and select the target object and
possibly rehearse the corresponding pseudo-word. However, when the
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sentence context changes with each repetition of a novel word, activation
increases in areas involved in the retrieval and integration of syntactic
and semantic information (Inferior Frontal Gyrus, bilaterally), together
with areas involved in spatial analysis (Calcarine Gyrus, Occipital Gyrus)
and areas involved in the identification and naming of visual stimuli
(Lingual and Fusiform Gyrus; Inline Supplementary Material). This
pattern of activation is consistent with the idea that participants work
towards the construction of the sentence meaning.

In summary, these results suggest that when a context is constantly
repeated, the decoding of a sentence is not necessary, while if a context is
changing, the sentence context has to be decoded each time it occurs.
Importantly, an increasing role of regions involved in visual analysis and
recognition emerges as a result of the interaction between learning and
type of context, in the checkerboard (Inline Supplementary Material) and
sentence context observations (Inline Supplementary Material). This re-
flects a shift as learning progresses in a consistent environment, from
more anterior regions involved in cognitive control to posterior regions
supporting the analysis of the visual environment.

4.5. Limitations and future directions

Lastly, we put forward some caveats of the current study. Contrary to
our previous studies (Verga et al., 2015; Verga and Kotz, 2017), we did
not observe behavioral learning differences between S+ and S- partici-
pants, while such differences emerged during the testing phases which
was conducted in close proximity with the experimenter. Hence, whether
face-to-face interaction with a social partner is necessary to modify the
learner's behavior is a question for further investigations. In addition,
choosing same (semantically and visually) and different sentence con-
texts was motivated to mimic a natural visual learning situation. Thus
both linguistic and visual variability may have influenced the results. A
possible way to disentangle these effects would be to differentiate be-
tween conditions in which contextual and visual information are both
consistently repeated (as in the current same Sentence Context condi-
tion), both varied (different Sentence Context), only varied visually, or
only linguistically varied. Such a design would certainly help in clarifying
whether social learning is driven by linguistic or visual information.

Another important venue for future research concerns the role of
social interaction as rewarding or motivating. This proposition stems
from the outcome of the post-testing paper and pencil questionnaire
(Inline Supplementary Material). The primary scope of this questionnaire
was to provide an objective measure to verify that S+ participants
believed the cover story. Answers to indirect questions asking for details
about the social partner's behavior (e.g., “How much do you think the
presence of another person facilitated the task?”; “Did the partner/
computer adapted to your speed?””) were particularly interesting: Par-
ticipants' answers to these questions suggest that a human partner is
perceived and adapted to. Rather unexpectedly, participants in the social
group reported that they enjoyed the experiment significantly more than
participants in the non-social group (Questionl: “Did you enjoy the
experiment?), that they were significantly more satisfied with the
behavior of their game partner (Question2: “How satisfied were you with
the behavior of your partner?”), and that they thought the presence of a
human partner facilitated their task (Question 3: How much do you think
the presence of another person facilitated the task?”). Consequently, a
question for future studies could be whether social interaction (real or
perceived) might push learning by engaging the reward system (Pfeiffer
et al., 2014; Alkire et al., 2018).

5. Conclusion

The current study explored the neural correlates of contextual word
learning in interaction. Results suggest that social learners employ
different strategies when learning, largely dependent on visuo-spatial
attention in minimally informative contexts. This evidence provides
additional support for a proposal that individual cognitive processes may
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be largely different from interactive ones (Schilbach et al., 2013). In
addition, they support the notion that language learning in adults may
rely on similar mechanisms as first language learning as long as its pre-
mises (i.e., being interactive) are kept constant in a naturalistic setting.
Based on these outcomes, we suggest that a future direction to explore
language learning in adults should focus on exploring its interactive basis
in more naturalistic and ecologically valid settings (Verga and Kotz,
2018).
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