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Abstract 
 

Text line segmentation in handwritten documents is an 
important step in document processing. We present a new 
text line segmentation method based on the Mumford-Shah 
model. The algorithm is script independent. In addition, 
we use morphing to remove overlaps between neighboring 
text lines and connect broken ones. Experimental results 
show the validity of our method. 

Keywords: Text line detection, image segmentation, 
Mumford-Shah model. 

1. Introduction 
Text line segmentation in handwritten documents is an 

important step in document processing. Although the 
current techniques of text line detection are quite 
successful in machine printed documents, processing of 
handwritten documents has remained a difficult problem. 
Most current text line segmentation approaches are based 
on two assumptions: 1) the gap between two neighboring 
lines is significant; and 2) the lines are reasonably straight. 
However, these assumptions are not always valid for 
handwritten documents. Most approaches are sensitive to 
the topological changes in handwritten documents. The 
authors of [4] proposed to use the level-set method to 
segment the text lines. In [4], the binary text image is first 
converted to a gray scale image, and the text line 
segmentation is achieved by using a general image 
segmentation approach: the level set method [2]. Because 
the method in [4] does not depend on the above 
assumptions, it obtains very good results. However, the 
approach in [4] also faces some difficulties: Because the 
boundary based level set method is used, the segmentation 
result depends on the number of boundary evolution steps. 
In addition, the failure cases shown in [4] indicate that the  
 

 
 
approach is sensitive to the overlaps between neighboring 
text lines. In this paper, we present a new algorithm based 
on the Mumford-Shah (MS) model [1]. Because the text 
image only consists of two uniform regions: text region 
and background region, the piecewise constant 
approximation [3] of the MS model is very appropriate for 
the segmentation of text lines. Different from the approach 
in [4], the MS model is a region based approach. 
Segmentation is achieved by minimizing the MS energy 
functional. Therefore, the segmentation result does not 
depend on the number of evolution steps. We also use 
morphing to remove overlaps between neighboring text 
lines and connect the broken lines. Compared with the text 
line localization approach in [4], our approach takes 
advantages of the level set representation to morph the 
segmentation regions. Our method is straightforward and 
easy to implement. The approach also can overcomes the 
problem of overlaps between neighboring text lines. In 
sections 2 and 3, the new algorithm and experimental 
results are described. Discussion of the algorithm is 
presented in section 4. Finally the conclusion is reached in 
section 5. 

2. The method 

2.1. Mumford-Shah model and the level set   
approach for segmentation 

The segmentation of an image can be defined as 
follows: For an observed image u0, we want to find an 
optimal piecewise smooth approximation u of u0 for each 
specific region. The regions are denoted by Ωi, i=1,2,...,n. 
The function u varies smoothly within each Ωi and rapidly 
or discontinuously across the boundaries of Ω i. The 
boundaries of all Ωi are denoted as C. The whole image 
can be expressed as: 



  
 

Ci ∪Ω∪=Ω  
The process of finding the boundaries of Ωi is called 

segmentation. Mumford and Shah proposed that the 
segmentation of an image can be obtained through the 
minimization of an energy  functional  [1]: 
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In equation (1), u0 is the original image; u is the smooth 
approximation of the image; C is the union of the 
segmentation curves; |C| represents the total length of the 
curves; Ω is the image domain; Ω\C represents the image 
domain excluding the segmentation curves. If the MS 
energy functional is minimized, the image will be 
segmented into regions so that: (1) u is a good 
approximation of u0; (2) u is smooth in each region; and 
(3) the boundary of each region is as short as possible. The 
parameters μ and ν are used to balance the effects of 
different terms. 

Minimization of the MS energy functional is not a 
trivial task. There are some alternative solutions to this 
problem, such as the elliptic approximation to the weak 
formulation of the MS function [5], the active contours 
without edges [3], the curve evolution based approach [6], 
and the hierarchical segmentation [8]. Many approaches 
are based on the level set method [2] [7] because it 
provides an efficient way for the numerical solution. 

Chan and Vese [3] proposed a piecewise constant 
approximation for the Mumford-Shah model. If the image 
intensities inside different regions are uniform, the image 
intensities inside different regions can be approximated by 
constants. In this case, the MS energy functional can be 
simplified to equation (2). 
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where Ω k represents the area inside each region. The 
gradient term in the MS energy functional disappears in 
equation (2) because of the piecewise constant 
approximation. 

Using the level set function, the MS energy functional 
of the two phase segmentation can be written as:  
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where H(x) is the Heaviside function.  
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Minimizing the energy functional with respect of c1, c2, 
and φ, we obtain following equations: 
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After solving these equations, we can obtain the 
information about c1, c2, and C, and image u0 is segmented 
into two regions {u = c1} and {u = c2}. 

In piecewise constant approximation, only one PDE 
needs to be solved, therefore the approach is relative 
efficient. Because the text image can be represented by 
two constants: white background and black text, the 
piecewise constant approximation is an ideal approach for 
text line segmentation. 

2.2. Text line segmentation algorithm 
The level set approach is first used to solve the text line 

segmentation problem by the authors in [4]. They 
proposed a three steps algorithm for text line 
segmentation: (1) blurring the text image to enhance text 
lines; (2) segmentation of text lines by the level set 
method; (3) text line localization. We adopt the first step 
of their algorithm, but we use different approaches in the 
other two steps. Our algorithm consists of the following 
steps: (1) blurring the text image to enhance text lines; (2) 
segmentation of text lines by the Mumford-Shah model; 
(3) text line detection by morphing approach. 

 
1) Blurring text lines 
 
This step is the same as the first step in [4]. To enhance 

the text lines, the text image is blurred by a Gaussian filter. 
The filter window is a rectangle whose width is larger than 
its height. Assuming the text lines are horizontal, a wide 
window blurs words and fills the horizontal gaps between 
the words. As the result, isolated words are connected into 
horizontal lines. On the other hand, a too narrow window 
may not be able to close the gaps between the words on the 
same line. In the blurred image, we cannot distinguish 
detailed structure of characters. The only information is 
the blurred lines across the image. Different from the 
original binary text image, the blurred image is a gray 
scale image. The intensity of each pixel represents its 
possibility to be on the text lines: the darker the pixel, the 
more likely the pixel is on the text lines. We can segment 
the text lines according to the image intensity. 

 
2) Text line segmentation 



  
 

We use piecewise constant approximation of the 
Mumford-Shah model to segment text lines. Because the 
text image can be represented by two phases: text line 
region and background region, we use one level set 
function to represent the segmentation regions. We use 
two constants to represent the two regions. In the 
segmentation process, an initial curve is set to segment the 
image into two regions: inside and outside regions. Then 
the segmentation curve evolves to the boundaries of the 
text lines according to the MS energy functional. In each 
evolution step, the constant of each region is calculated by 
the average of the intensity of the region; and the 
difference between the constant and the image intensity of 
the region at each pixel is calculated. Finally, the image is 
segmented into two regions, and the uniformity of each 
region is maximized. At the same time, the minimized 
segmentation boundary length can avoid the effect of 
noise. Different from the level set approach in [4], our 
approach does not depend on the number of evolution 
steps, and the segmentation can automatically stop after 
the MS energy is minimized. 

 
3) Text line detection 
 
After the image segmentation step, the image is 

segmented into two regions: text line region and 
background region. Because of the overlap among 
different text lines, neighboring text lines may be 
connected. Another problem is the broken text lines due to 
large horizontal gaps between different words. We use 
morphing approach to overcome these problems. 

First, we shrink (erode) the text line region along the 
horizontal direction. If the overlap between two 
neighboring text lines is not large, the connection of the 
two text lines is thin along the horizontal direction. In this 
case, the shrinkage of the text line region will remove the 
overlaps. 

Second, we prolong (dilate) the text line region 
horizontally. The prolongation length is longer than the 
shrinkage length. If the gaps between neighboring broken 
text lines is small, the horizontally broken text line will be 
connected and merged into a long text line across the 
image. 

Third, we shrink the text line regions back to the 
original horizontal length.  

Finally, we check the length and height of every 
segmentation region. If the length or height is too small, 
this segmentation region is considered as noise and is 
removed. 

The level set method is a good approach to obtain the 
segmentation regions. It is also easy to implement the 
morphing approach based on the level set method. 

3. Experiments 
We test the algorithm on different text images. 

In Figure 1, the original image first is blurred; then it is 
segmented.  In the segmentation stage, we need not fix the 
number of iteration steps, and we can obtain good 
segmentation results automatically. After this step, there 
are many overlaps between neighboring text lines and 
broken text lines. After morphing, the overlaps are 
removed, and the broken text lines are connected. The 
final step removes the noise.  

 

  
a                                      b 

  
c                                      d 

  
e                                      f 

  
g  

Figure 1.  The process of text line segmentation 
algorithm.  a: original image; b: blurred image; c: 
segmented image;  d: shrunk text lines; e: prolonged 
text lines; f: shrunk back to original text line length; g: 
final segmentation result after removing noise. 

The algorithm in [4] consists of three main steps: 
 
1) Pre-processing (blurring). 
2) Application of the level set method to segment the 

blurred text lines. 
3) Post-processing (merging broken text lines 

resulting from step 2). 



  
 

 
Our algorithm is different from [4] in steps 2 and 3. In 

step 2, we use the energy minimization model of MS to 
segment the blurred text lines. In step 3, we use morphing 
to merge the broken text lines and remove overlaps. This 
approach is different from the post-processing step in [4]. 
It is not possible to compare our algorithm with [4] 
directly because we do not have the same datasets, nor do 
we have the ground truth used in [4]. In the following, we 
show the different results based only on step 2 of our 
algorithm as compared to step 2 of [4]. These results show 
that the MS model is much better than the case of the level 
set method for segmentation of the blurred text lines. We 
must emphasize that we did not compare our method with 
the full algorithm in [4]. 

In Figure 2, we use the level set method to segment the 
text image in Figure 1a. Figure 2a is the initial 
segmentation curve; Figs. 2b, 2c, and 2d are the 
segmentation results with different iteration steps. As 
shown in Figure 2, the segmentation results with different 
iteration steps are quite different. In the algorithm of [4], 
we need to fix the number of iteration steps to get the best 
result. The final results will depend strongly on the number 
of iteration steps of the level set method. 

Figure 3 shows the experimental results on different 
language text images. Especially, Figure 3e is a mix of 
Chinese language and mathematical equations. The results 
indicate that the algorithm is script independent.  
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Figure 2.  The segmentation results of Figure 1a using 
the level set method. a: initial segmentation curve; b: 
segmentation result of 8 iteration steps; c: 
segmentation result of 10 iteration steps;  d: 
segmentation result of 11 iteration steps. 
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Figure 3. Experiments on different languages. left 
column: text images; right column: segmentation 
results. 
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Figure 4.  The segmentation results of Figure 3a using 
the level set method.  a:  initial segmentation curve; b: 
segmentation result of 10 iteration steps; c: 
segmentation result of 20 iteration steps;  d: 
segmentation result of 30 iteration steps. 

    Figure 4 is the segmentation results of Fig. 3a using the 
level set method. Fig. 4a is the initial segmentation curve; 
Figs. 4b, 4c, and 4d are the segmentation results with 
different iteration steps. In Figs. 4c and 4d, more iteration 
steps create more overlaps among text lines, and many text 
lines can not be separated. This indicates that the choice of 
the iteration steps is critical to the algorithm in [4]. 
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Figure 5.  Text line detection results. a: result of figure 
1a; b: result of Figure 2b; c: result of Figure 2c and 2d; 

d: result of Figure 3b; e: result of Figure 4b; f: result of 
Figure 4c and 4d. 

Figure 5 shows the text line detection results. In this 
figure, different colors represent different text lines. 
Figures 5a and 5d are the text line detection results using 
the MS model. Our algorithm can detect all text lines. 
Figures 5b, 5c, 5e, and 5f are the text line detection results 
using the level set method. Figures 5b and 5e are the 
results of Figures 2b and 4b. Because of the overlaps 
among text lines, some text lines can not be separated. 
Figures 5c and 5f are the results of Figures 2c, 2d, 4c and 
4d. Because more iteration steps cause more overlaps 
among text lines, all text lines can not be separated.  

4. Discussion 
There are some factors that need to be considered in our 

algorithm. 
 
1) The size of blurring window 
 
The width of the blurring window depends on the 

horizontal gaps between words in one text line. The height 
of the blurring window depends on the vertical gaps 
between text lines. Too small width will produce broken 
text lines; too large height will add overlaps between 
neighboring text lines. However, these two factors are not 
critical because the overlaps and broken text lines can be 
corrected by morphing. So these two factors can be 
roughly defined. 

 
2) The initial condition for segmentation 
 
Because the MS energy functional is not convex, 

minimization result depends on the initial condition. 
However, because the content of text images is simple 
(only text and background), this problem is not an issue. 
We use different initial conditions and obtain the same 
results. 

 
3) The shrinkage length of text regions 
 
The shrinkage length depends on the thinness of the 

overlaps between neighboring text lines. In the case of 
broken text lines, it also depends on the minimum length 
of the broken text segments. If the shrinkage length is too 
small, the overlaps will not be removed. On the other 
hand, too large shrinkage length will remove some short 
broken text segments (as shown in Fig 6). In the case that 
the overlaps are big and the broken segments are short, it 
is tricky to select the shrinkage length.  

 
4) The prolongation length of text regions 



  
 

The prolongation length depends on the horizontal gaps 
between neighboring words in one text line. Too small 
prolongation length will produce many broken text lines. 

 
Consider all these factors, we select same parameters 

for all experiments (burring windows width: 20 pixels, 
height: 5 pixel; shrinkage length: 50 pixels; prolongation 
length: 200).  
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Figure 6. The segmentation results with different                
parameters. a: Text image; b: segmented image 
before morphing; c: final segmentation result with 
shrinkage length of  50; d: final segmentation result 
with shrinkage length of 20. 

Figure 6 is a failure example of the algorithm. Figure 6a 
is the text image. Figure 6b is the segmented image before 
morphing. In this figure, there are some broken text lines 
and overlaps between neighboring text lines. Figure 6c is 
the final segmentation result with shrinkage length of 50. 
In this case, some texts are missed in the upper right 
corner. If we use smaller shrinkage length, say 20 pixels, 
these texts can be kept, but some overlaps between 
neighboring text lines cannot be removed as shown in 
Figure 6d.  

5. Conclusion 
In this paper, we present a text line segmentation 

approach based on the Mumford-Shah model. The 
algorithm is script independent. We use piecewise constant 
approximation of the MS model to segment handwritten 
text images. The segmentation result does not depend on 
the number of evolution steps.  In addition, we use the 

morphing to remove overlaps between neighboring text 
lines and connect broken text lines. The experimental 
results indicate the validation of the approach. 
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