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Abstract

Multilayer network is a structure commonly used to describe and model
the complex interaction between sets of entities/nodes. A three-layer example
is the author-paper-word structure in which authors are linked by co-author
relation, papers are linked by citation relation, and words are linked by se-
mantic relation. Network embedding, which aims to project the nodes in
the network into a relatively low-dimensional space for latent factor analysis,
has recently emerged as an effective method for a variety of network-based
tasks, such as collaborative filtering and link prediction. However, existing
studies of network embedding both focus on the single-layer network and
overlook the structural properties of the network, e.g., the degree distribu-
tion and communities, which are significant for node characterization, such
as the preferences of users in a social network. In this paper, we propose
four multilayer network embedding algorithms based on Nonnegative Matrix
Factorization (NMF) with consideration given to four structural properties:
whole network (NNMF), community (CNMF), degree distribution (DNMF),
and max spanning tree (TNMF). Experiments on synthetic data show that
the proposed algorithms are able to preserve the desired structural prop-
erties as designed. Experiments on real-world data show that multilayer
network embedding improves the accuracy of document clustering and rec-
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ommendation, and the four embedding algorithms corresponding to the four
structural properties demonstrate the differences in performance on these
two tasks. These results can be directly used in document clustering and
recommendation systems.

Keywords: Multilayer Network, Network Embedding, Nonnegative Matrix
Factorization

1. Introduction

Multilayer network [1] is a structure commonly used to describe and model
the complex interaction between sets of entities/nodes. The structure has
attracted the attention of researchers from many areas, such as computer
scientists, sociologists, physicists, and biologists, due to its pervasiveness.5

As a result, research into multilayer network has become a multidisciplinary
area of study. To date, many types of multilayer network with a variety of
structures and names have been developed in the literature [1, 2, 3]. Multi-
layer network, as defined in this study, is composed of several homogeneous
networks in multiple layers and the nodes in different layers may have exter-10

nal links across the layers, as illustrated in Fig. 1. One example, in the text
mining area, is the author-paper-keyword structure shown in Fig. 2. This
structure is a multilayer network because it is composed of three layered
networks (i.e., author social network, paper citation network and keyword
co-occurrence network) and the nodes across networks are also linked (i.e.,15

an author and a paper are linked if this author writes this paper, and a pa-
per and a word are linked if this paper contains this word). In recommender
systems, a multilayer network is composed of tag-user-movie mapping rela-
tions with tag similarity network, user social network and movie similarity
network, as shown in Fig. 3. Multilayer network would also be a good choice20

for big data modelling because there are complex interactions between mul-
tiple sources or attributes due to the Variety property of big data [4]. Hence,
it is crucial and urgent to develop more effective analytic tools for multilayer
network to obtain better understanding and improving behaviour prediction
of its underlying complex systems.25

Network embedding has recentely emerged as an effective method for a
variety of network-based tasks, such as collaborative filtering and link pre-
diction. Its basic idea is to project the nodes in the network into a relatively
low-dimensional space and provide each node with a new vector-based rep-
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Figure 1: Multilayer network

Figure 2: An instance in Text mining Figure 3: An instance in Recommender Sys-
tems

resentation. It is commonly believed that this new representation is not30

only more concise but also more innate, because it is expected to preserve
the important characteristics of the network. One simple example is that
each person is given a vector-based representation after a social network has
been embedded, and two persons will be recommended as friends based on
the similarity between their new vector-based representations. A similar ex-35

ample is that documents could be more accurately clustered using the new
vector-based representation instead of the original word-based representa-
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tion. A number of methods have been proposed in the literature for network
embedding, including matrix facorization [5, 6], random walk [7, 8, 9], deep
learning[10, 11], and so on. However, all these state-of-the-art methods are40

designed for a single-layer network and, importantly, do not consider the
structural properties, i.e., community, degree distribution, and max span-
ning tree, during network embedding. Structural properties are the signifi-
cant statistical properties of complex networks, and sometimes they have a
greater ability to characterize the nature of a node than the whole network.45

Unfortunately, these structural properties are overlooked by existing network
embedding methods.

In this paper, we propose four multilayer network embedding algorithms
based on Nonnegative Matrix Factorization (NMF)[12] with considerations
given to four different structural properties: whole network (NNMF), commu-50

nity (CNMF), degree distribution (DNMF) and max spanning tree (TNMF).
Four objective functions are carefully designed to preserve the desired struc-
tural properties along with the multilayer network embedding. To optimize
each objective function, the corresponding update rules are introduced. Ex-
periments on synthetic data show that the designed algorithms have the55

ability to preserve the desired structural properties. To show the usefulness
of these algorithms, two real-world tasks, document clustering and recom-
mendation, are carried out. The results show that the proposed algorithms
perform better than traditional NMF and other algorithms in achieving clus-
tering and recommendation accuracy. A natural problem is to determine the60

difference between these structural properties in their impact on the real-
world tasks, e.g., recommendation or clustering performance. To evaluate
these differences, we conduct extensive experiments to compare the perfor-
mance of each on two real-world tasks. As the experimental results show,
we can achieve better performance by preserving the structural properties.65

We also compare the performance when different structural properties are
retained in these tasks.

This paper makes the following contributions:

1. Four structural properties-aware multilayer network embedding algo-
rithms based on nonnegative matrix factorization are proposed with70

consideration given to four significant structural properties.

2. Extensive experiments are conducted to show the ability of the pro-
posed multilayer network embedding algorithms on the preservation
of structural properties, and to compare the performances of the four
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designed algorithms on two real-world tasks.75

The rest of this paper is organized as follows. Section 2 reviews related
work. The problem is formally defined in Section 3. Our algorithms for
multilayer network embedding are proposed in Section 4. Experiments on
synthetic data and real-world data are conducted in Section 5. Lastly, Section
6 concludes the study and discusses future work.80

2. Related work

Since our motivation is to use complex network structural properties as
constraints for nonnegative matrix factorization, this section is composed of
two parts: 1) we will discus elementary introductions to, and research on,
the structural properties of a complex network, and 2) we will discus recent85

works on network-related factorization models or algorithms.

2.1. Multilayer network

Complex network is an interdisciplinary research, attracting researchers
from computer science, physics, sociology, biology, and so on. Due to the per-
vasiveness of the network phenomenon, complex network has been adopted90

to model many things, such as the users’ friend network and the cell net-
work in the brain. Comparing to the graph, the complex network area fo-
cuses more on the non-trivial structural properties. The two outstanding
properties are small-world network published in Nature [13] and power-law
degree distribution [14] published in Science. Besides, many other different95

network structural properties have also been discovered and defined in this
area [15, 16]. However, it is commonly accepted that the following network
structural properties are the most fundamental and significant for describing
the structure of a complex network: community [17, 18], degree distribution
[19, 20, 21], and max spanning tree [22, 23]. Recently, the multilayer network100

has attracted the attention of researchers. Its mathematical formulation is
given in [3]. Similar to the one-layer complex network, its structures are de-
fined and discussed in [2]. Apart from formalization and structure definition,
the multilayer network has been used for modeling the influence propagation
over microblogs [24] and the analysis and management of change propagation105

[25]. However, most state-of-the-art research on multilayer networks focuses
on basic structure analysis. Since the traditional network structural prop-
erties (i.e., community, degree distribution and max spanning tree) do not

5



consider the directions of the edges in the network and our aim is to preserve
these network properties after the embedding, we assume in this paper that110

the network is undirected.

2.2. Network-related factorization models/algorithms

Nonnegative Matrix Factorization is a dominant tool for the recommender
systems and document clustering in the literature. First, we give a brief in-
troduction to nonnegative matrix factorization (NMF). Given a nonnegative115

matrix Ya×x (extended to semi-nonnegative by [26]), the NMF aims to find
two matrices Aa×k and Xk×x to minimize the following cost function

J (A,X) =
1

2
‖Y − AX‖2F , (1)

where ‖·‖F is the Frobenius norm and the elements of A and X are also non-
negative. In the literature, constraints are added to the A or X in the cost
function in Eq. (1) for purposes such as sparseness constraint[27], smooth120

constraint[28], orthogonal constraint[29], and label information [30]. All
these constraints aim to make the discovered (k-dimensional) latent space
preserve more properties.

The networks/relations between instances within the given dataset have
been considered in a number of ways in NMF. One way is to let users de-125

fine the must-link and cannot-link relations between instances [31], and then
use these relations as constraints for the NMF. Another way is to construct
a graph (the nodes are instances and links are relations between instances)
as the constraint of NMF (also called graph-regularization [32, 33]). As
we prove later, this constraint only preserves the community property of130

network. Some works have jointly considered two-side information during
factorization. For example, the constraint in [34] considers user similarity
network and post content; the constraint in [35] considers graphs from mul-
tiple domains. There are also works on using NMF to find the community
structures of a network [36] or two networks [37] but not as constraints, as135

in this paper. These works are similar to this study, but they do not explore
the structural properties of graphs. As aforementioned, there are many im-
portant properties for a given network. However, these network structure
properties are disregarded during factorization, so our contribution is that
the different structural properties are considered during factorization.140

To summarize, many researchers have noticed the importance of network
structure, and it has been considered in a variety of models. From their work,
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we can see that the network structure indeed can help to unveil the nature
of data. However, to the best of our knowledge, little work has been done
to consider the influences of complex network structural properties except145

the community, and other significant complex network structural properties
(i.e., degree distribution and max spanning tree) are overlooked.

3. Problem definition

In this section, we will formally define and explain multilayer network
and its embedding, and the designed algorithms to resolve this problem will150

be given in the subsequent section.
The multilayer network in this study is defined as,

Definition 1 (Multilayer Network, Ω). Multilayer network is composed of
nodes with different characters. It includes horizontal networks H between
nodes with the same character and vertical networks V between nodes with a155

different character, as shown in Fig. 1.

This is an abstract and very common structure that can be used to model
data from different areas. For example,

• in recommender systems, there is a multilayer network structure: tag-
user-movie, in which users may have trust relations with each other,160

tags may have correlation relations with each other and movies may
have similarity relations due to their genre information;

• in the text mining area, there is a multilayer network structure: author-
paper-keyword, in which authors may have cooperation relations with
each other, papers may have citation relations with each other and165

keywords may have semantic relations with each other.

The friend relations between users will apparently impact on users’ ratings
on movies, and the citation relations between papers will impact on the
keyword usage of each paper. Thus, horizontal and vertical networks should
be jointly considered when embedding a multilayer network which in this170

study is defined as,

Definition 2 (Multilayer Network Embedding). Multilayer network embed-
ding is to project all the nodes into a latent k-dimensional space. Based on
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the NMF, it can be expressed as

J (An×k, Xk×p) =
1

2
‖Vn×p − An×kXk×p‖2F + α · 1

2
‖Hn×n − An×kA

T
n×k‖

2

F
,

(2)
where An×k is a nonnegative matrix with rows corresponding to one kind of175

node in the network Vn×p and Xk×p corresponding to the other kind of node
in Vn×p. We can see that nodes with different characters in Vn×p and Hn×n

are all projected to a k-dimensional space, and A and X are the embedding
results. α is the parameter used to adjust the weights of two parts in the cost
function.180

Here, H only represents one horizontal network, but multiple layers can
easily be achieved by adding more items on the right side of Eq. (2). We
only discuss one layered horizontal network for the sake of simplicity, and the
comprehensive analysis of the situations with a different number of layers will
be tested in the experiment section.185

Note that the nonnegativity condition of A and X is useful. As discussed
in [38, 39], NMF does not allow negative entries in the matrix factors A and
X. These non-negativity constraints permit the combination of multiple basis
‘factors’ to represent the original matrix (i.e., the rating matrix of users by
movies or a face image). But only additive combinations are allowed, because190

the non-zero elements of A and X are all positive. In contrast to real-valued
embedding (without nonnegative constraints), no subtractions can occur.
For these reasons, the non-negativity constraints are compatible with the
intuitive notion of combining parts to form a whole, which is how NMF
learns a parts-based representation. Each ‘part’ is in the range of normal195

rating space. Therefore, each ‘part’ can be regarded as a representative rating
profile from a user community or interest group, and each user’s ratings can
be modeled as an additive mixture of rating profiles from user communities
or interest groups. A user community can be thought of as an expression
of a particular statistical pattern in the opinions of users, and typically has200

some kind of real world meaning. For example, a user community might be
characterized by giving high ratings to programming books and low ratings
to other books, and thus constitute a ‘computer’ group.

One problem when conducting multilayer network embedding is how to
preserve the network structural properties, such as community, degree dis-205

tribution and max spanning tree, after embedding to the new and relatively
small k-dimensional latent space. Note that the minimization of Eq. (2)
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cannot ensure the different network structural properties will definitely be
preserved, as will be demonstrated in the experiments section.

4. Structural property-aware multilayer network embedding210

In this section, we will introduce four algorithms for multilayer network
embedding to preserve four different structural properties: whole network,
community, degree distribution, and max spanning tree, respectively. There
are two layers of nodes with vertical network Vn×p, but only one layer hori-
zontal network Hn×n will be considered for brevity.215

4.1. NNMF: Preserve the whole network

In this situation, all edges in the network have the same status. The
cost function is the same as Eq. (2). Since Eq. (2) contains second-order
of matrix A, an approximation with lower computation complexity can be
made by220

P = arg minP≥0

{
1

2
‖H − PP T‖2F

}
(3)

and

J (A,X) =
1

2
‖V − AX‖2F + α

1

2
‖P − A‖2F . (4)

The first equation is a symmetric NMF for network H. We can then
obtain an optimized latent space which preserves the whole network and
the new vector-based representation P of nodes (embedding results) by this
latent space.225

The derivatives of Eq. (4) with respect to A is

∂J

∂A
=
(
− V XT + AXXT

)
+ α

(
A− P

)
= A(XXT + α · I)− (V XT + αP )

(5)

and according to KKT condition[(
− V XT + AXXT

)
+ α

(
A− P

)]
ij
Aij = 0, (6)

the update rule is set as

At+1
ij ← At

ij

√√√√ [
V XT + αP+

]
ij[

AXXT + αA+ αP−
]
ij

(7)
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where P+ = (|Pij|+ Pij)/2, P− = (|Pij| − Pij)/2 and P = P+ − P−. For X,
the derivative is230

∂J

∂X
= −ATV + ATAX. (8)

According to KKT condition[
− ATV + ATAX

]
ij
Xij = 0, (9)

the update rule for X is

Xij ← Xij

[ [
ATV

]
ij[

ATAX
]
ij

]1/2
. (10)

Since the update rule of X is the same as traditional NMF, we only discus
the property of update rule of A.

Theorem 1. The cost function in Eq. (4) is nonincreasing under the update235

rules (7).

The proof of this theorem is given in the Appendix. We can see from the
update rules for A and X that the A is influenced by the horizontal network
structure in (7) since we only consider one-layer network. The update rule of
X is the same as (10), since the new term does not impact on the derivative240

of cost function with respect to X.
However, the update rule (7) can only guarantee the nonincreasing prop-

erty but not the convergence[40, 41]. The Eq. (38) is equal to update A
through the gradient descent method with a special step size [42, 43]. The
corresponding step size of Eq. (38) is245

ηA = Aij

[(
(AXXT + αA+ αP−)

1/2
ij + (V XT + αP+)

1/2
ij

) (
AXXT + αA+ αP−)1/2

ij

]−1

(11)
As pointed out in [42, 41], Eq. (38) might not reach a stationary point due
to improper step size. To ensure this update definitely reach a stationary
point, we revise this step size [42] as,

ηA = Aij

[(
(AXXT + αA+ αP−)

1/2
ij + (V XT + αP+)

1/2
ij

) (
AXXT + αA+ αP−)1/2

ij
+ δ

]−1

(12)
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Algorithm 1: NNMF

Input: H and V , Maximum Iteration number: Imax

Output: A and X

P = arg minP≥0

{
1
2
‖H − PP T‖2F

}
;

while i < Imax do
if ∂J

∂Aij
< 0 in Eq. (5) then

Aij = max(Aij, σ);
compute ηA by Eq. (12);

Aij ← Aij − ηA ∂J
∂Aij

;

if ∂J
∂Xij

< 0 in Eq. (8) then

Xij = max(Xij, σ);
compute ηX by Eq. (14);

Xij ← Xij − ηX ∂J
∂Xij

;
i = i+ 1;

where

Aij =

{
Aij, if ∂J

∂Aij
≥ 0

max(Aij, σ), if ∂J
∂Aij

< 0
(13)

and δ and σ are two small positive numbers.250

For X, the corresponding step size of update rule (10) is

ηX = X ij

[(
(ATAX)

1/2
ij + (ATV )

1/2
ij

)
·
(
ATAX

)1/2
ij

+ δ

]−1

(14)

The whole procedure is summarized in Algorithm 1.

4.2. CNMF: Preserve community

Community [16, 44, 37] is an important structural property of a complex
network. Like the whole network, our idea is to project the nodes into a255

latent space which can preserve community rather than the whole network.
Then, the problem becomes how to find a space to preserve the community.
The Laplacian matrix, which is broadly used in spectral analysis[45, 46], of
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the original network matrix, H, is considered here. One of its definition is,

L = D −H
(P, λ) = svd(L)

(15)

where D is the degree matrix defined as di,i =
∑

j hi,j and di,j = 0(i 6= j),260

svd(·) is the singular value decomposition operation, P is the eigenvectors
and λ is eigenvalues.

With this latent space P , the cost function can be easily designed as

J (A,X) =
1

2
‖V − AX‖2F + α · 1

2
‖Pk − A‖2F , (16)

where Pk is the first k eigenvectors in P . Then, the update rules are the same
as (7) and (10). Next, we try to prove the ability to preserve the community265

property of the designed cost function.

Theorem 2. The update rules (7) and (10) for cost function in Eq. (16)
have the ability to preserve the community structure.

Proof. P ’s ability to preserve the community property originates from graph
cut theory. In this theory, separating a group of nodes into k subgroups is270

equal to optimizing the following cost function

min
G
RatioCut(G1, G2, ..., Gk) = min

G

{1

2

k∑
i=1

W (Gi, Gi)

|Gi|

}
= min

Q
Tr(QTLQ), s.t. QTQ = I

(17)

where G = G1, G2, ..., Gk is the partition of nodes, |Gi| is the number of nodes
in Gi, and W is a designed indicator matrix (more details can be found in
[45]). With a small relaxation, the solution Q in Eq. (17) is just the matrix
that contains the first k eigenvectors of L. That means our Pk can optimize275

the cost function in Eq. (17), and then can give the best partition of the
network. Therefore, the cost function in Eq. (16) is able to preserve the
community property of the original network H.

It should be noted that the cost function in Eq. (16) has the same trend
with280

J (A,X) =
1

2
‖V − AX‖2F + α · tr(ATLA). (18)
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Algorithm 2: CNMF

Input: H and V , Maximum Iteration number: Imax

Output: A and X
L = D −H;
P = svd(L);
while i < Imax do

if ∂J
∂Aij

< 0 in Eq. (5) then

Aij = max(Aij, σ);
compute ηA by Eq. (12);

Aij ← Aij − ηA ∂J
∂Aij

;

if ∂J
∂Xij

< 0 in Eq. (8) then

Xij = max(Xij, σ);
compute ηX by Eq. (14);

Xij ← Xij − ηX ∂J
∂Xij

;
i = i+ 1;

This equation directly combines the NMF and Graph-Cut, which are com-
monly adopted by other researches [32, 47] for graph-regularization. The
difference between Eq. (16) and Eq. (18) is the same as the difference be-
tween Eq. (4) and Eq. (2).

The whole procedure is summarized in Algorithm 2.285

4.3. DNMF: Preserve degree distribution

The degree distribution [16, 14, 21] is another very important structural
property. A node i, in a network will have a number of neighbours as di. The
degree distribution can be described by a function of nd ∼ π(d), where nd

denotes the number of nodes with the same degree d and π(·) is the distribu-290

tion of the number of degrees. Our idea to preserve the degree distribution is
to maximize the correlation between the node degree sequences of the orig-
inal matrix and the new generated matrix (formed by k-dimensional latent
space).

Suppose the network matrix H is a binary matrix,295

Hn×n1
n×1 (19)

will be a vector containing degrees of all nodes. Similarly,

AAT1n×1 (20)
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is also a vector containing degrees of all nodes in the k-dimensional latent
space. The distance between two degree vectors can be evaluated by,

‖Hn×n1
n×1 − AAT1n×1‖2F (21)

If we can minimize this distance, the degree distributions in original space
and new latent space will be similar. If the H is not a binary matrix but300

a real-valued matrix, the degree sequence an be seen as a weighted degree
distribution. Then, a new cost function with this term is

J(A,X) =
1

2
‖V − AX‖2F +

1

2
α · ‖Hn×n1

n×1 − AAT1n×1‖2F . (22)

The derivative of A is

∂J(A,X)

∂A
= −V XT + AXXT − α ·H1n×111×nA

+ 2α · AAT1n×111×nA
(23)

The update rule of A is set

Aij ← Aij

[ (
(AXXT )2ij + 8α(AAT1A)ij(V X

T + αH1A)ij
)1/2 − (AXXT )ij

] 1
2

[
(AAT1n×nA)ij

] 1
2

(24)

Theorem 3. The cost function in Eq. (22) is nonincreasing under the update305

rules (24).

The proof of this theorem is given in the Appendix. In order to ensure
reaching to a stationary point, the revised step size for the update in (24) is,

ηA = Aij ·

[
(4α · (AAT

1A)ij)
1/2 −

(
(AXXT )2ij + 8α(AA

T
1A)ij · (V XT + α ·H1A)ij

)1/2

− (AXXT )ij

]
/

[
(4α · (AAT

1A)ij)
1/2 · (−V XT + AXXT − α ·H1A+ 2α · AAT

1A) + δ

]
(25)

where A satisfies Eq. (13) with ∂J
∂A

replaced by Eq. (23).310

The whole procedure is summarized in Algorithm 3.
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Algorithm 3: DNMF

Input: H and V , Maximum Iteration number: Imax

Output: A and X
while i < Imax do

if ∂J
∂Aij

< 0 in Eq. (23) then

Aij = max(Aij, σ);
compute ηA by Eq. (25);

Aij ← Aij − ηA ∂J
∂Aij

;

if ∂J
∂Xij

< 0 in Eq. (8) then

Xij = max(Xij, σ);
compute ηX by Eq. (14);

Xij ← Xij − ηX ∂J
∂Xij

;
i = i+ 1;

4.4. TNMF: Preserve max spanning tree

The max spanning tree [16, 44] of network H is first mined,

T ~H = TH (26)

where ~ denotes the Hadamard (element-wise) product and TH is the mined
max spanning tree of network H and T is called the tree-mask matrix which315

is a binary matrix with ti,j = 1 if it is in TH otherwise ti,j = 0, and T is the
complement of T with ti,j = 1 if it is not in TH otherwise ti,j = 0.

The cost function is

J(A,X) =
1

2
‖V − AX‖2F − α ·

1

4
‖T ~ (AAT )− T ~ (AAT ))‖2F . (27)

The derivative with respect to A is

∂J(A,X)

∂A
=
(
− V XT + AXXT

)
+ α · (T − T ) ~ (AAT )A (28)
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The update rule for A is320

Aij ← Aij

[(
(AXXT )2ij + 4α(T ~ (AAT )A)ij(V X

T + αT ~ (AAT )A)ij

)1/2
− (AXXT )ij

] 1
2

[
2α(T ~ AATA)

] 1
2

(29)

Theorem 4. The cost function in Eq. (27) is nonincreasing under the update
rules (29).

The proof of this theorem is given in the Appendix. In order to ensure
reaching to a stationary point, the revised step size for the update in Eq.
(29) is,325

ηA =Aij ·

[(
2α · (T ~ (AA

T
)A
)1/2
ij
−

(
(AXXT )2ij

+ 4α(T ~ (AA
T

)A)ij(V X
T + αT ~ (AA

T
)A)ij

)1/2

− (AXXT )ij

]
/

[
(2α ·

(
T ~ (AA

T
)A
)1/2
ij

·
(
−V XT + AXXT + α · (T − T ) ~ (AA

T
)A
)
ij

+ δ

]
(30)

where A satisfies Eq. (13) with ∂J
∂A

replaced by Eq. (28).
The whole procedure is summarized in Algorithm 4.

5. Experimental results and analysis

This section is composed of two parts: experiments on synthetic data
and experiments on real-world data. The first part is used to verify the330

correctness of our proposed algorithms, and the second part is used to show
the usefulness of our work. For the sake of brevity, abbreviations are used
as follows: NNMF for the algorithm proposed in Section 4.1 to preserve the
whole network; CNMF for the algorithm proposed in Section 4.2 to preserve
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Algorithm 4: TNMF

Input: H and V , Maximum Iteration number: Imax

Output: A and X
Obtain Max spanning tree T of H;
while i < Imax do

if ∂J
∂Aij

< 0 in Eq. (28) then

Aij = max(Aij, σ);
compute ηA by Eq. (30);

Aij ← Aij − ηA ∂J
∂Aij

;

if ∂J
∂Xij

< 0 in Eq. (8) then

Xij = max(Xij, σ);
compute ηX by Eq. (14);

Xij ← Xij − ηX ∂J
∂Xij

;
i = i+ 1;

Table 1: Evaluation metrics of document clustering/communities

Jaccard Coefficient JC = a
a+b+c

Folkes & Mallows FM =
(

a
a+b
· a
a+c

)1/2
F1 measure F1 = 2a2

2a2+ac+ab

the community; DNMF for the algorithm proposed in Section 4.3 to preserve335

the degree distribution; TNMF for the algorithm proposed in Section 4.4 to
preserve the max spanning tree.

5.1. Experiments on synthetic data

In this section, we randomly generate a multilayer network represented by
two matrices, i.e., V and H, to verify the abilities of the proposed algorithms340

to preserve the desired network structural properties.

5.1.1. Test for community preservation

For a given multilayer network < V,H >, we want to embed < V,H >
and preserve the community of network H at the same time. To show the
ability of CNMF to keep the community property of the original network H,345

we compare the communities of the re-constructed networks (HNNMF and
HCNMF ) with the communities of the original network H. Here, NNMF is a
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Table 2: Comparison between NNMF and CNMF on preserving community

Algorithm
n=10 (K=3)

JC FM F1
NNMF 0.1914± 0.0642 0.3240± 0.0930 0.3165± 0.0879
CNMF 0.2542± 0.0667 0.5172± 0.0885 0.4615± 0.0870
p 3.1114e-68 1.6704e-173 2.7164e-128

Algorithm
n=100 (K=10)

JC FM F1
NNMF 0.1894± 0.0200 0.3701± 0.0487 0.3180± 0.0282
CNMF 0.3437± 0.0952 0.5209± 0.0983 0.5044± 0.1022
p 5.80668e-172 2.0965e-158 1.7230e-188

reasonable baseline because 1) CNMF and NNMF are both based on NMF
and they both consider the network, and 2) the only difference between them
is that degree distribution is not considered in NNMF. So we can tell the abil-350

ity of CNMF on preserving the degree distribution through the comparison
between NNMF and CNMF. The same applies to DNMF and TNMF. For
quantification purposes, we use clustering evaluation metrics. The evaluation
metrics of document clustering are Jaccard Coefficient (JC), Folkes&Mallows
(FM) and F1 measure (F1). Given a clustering result,355

• a is the number of two points that are in the same cluster of both
benchmark and clustering results;

• b is the number of two points that are in the same cluster of benchmark
but in different clusters of clustering results;

• c is the number of two points that are not in the same cluster of both360

benchmark but in the same cluster of clustering results.

and three metrics are computed by equations in Table 1 (larger means better).
We randomly generate 1000 pairs of matrices < V,H > for each size

(10 and 100). The comparison between the communities of re-constructed
network with the communities of the original network are shown in Table 2.365

The statistical significance of the results are also proved using the Friedman
Test1. The p in Table 2 denotes the p-value of the test, returned as a scalar

1A nonparametric test and its implementation is from Matlab.
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Figure 4: The change of community preserving performance from CNMF with different α.

Table 3: Comparison between NNMF and DNMF on preserving of degree distribution

Algorithm n = 10 (K=3) n = 100 (K=10)
NNMF 0.0658± 0.3314 0.0045± 0.0980
DNMF 0.5548± 0.2531 0.9079± 0.0190
p 9.4907e-122 1.7958e-219

value in the range [0, 1], which is the probability of observing a test statistic
as extreme as, or more extreme than, the observed value under the null
hypothesis. The null hypothesis here is that NNMF and CNMF have the370

same effect on the community preserving. Since p is smaller than 0.01, it
believes that the null hypothesis could be rejected. From these results, we can
draw the conclusion that CNMF preserves the community structure better
than NNMF. The above comparison is with α = 0.1. Next, we have adjusted
the value of α in the cost function for the community property preserving.375

The results are shown in Fig. 4. From both the cost function form and the
results in the figure, it is known that the performance of CNMF on preserving
the community property increases with the value of α.
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Figure 5: Comparison between NNMF and TNMF on the ability to preserve the max
spanning tree. Each point in the figure denotes a link of max spanning tree of the network.
The left figure denotes the real max spanning tree of the original network; the centre figure
denotes the max spanning tree from NNMF; the right figure denotes the max spanning
tree from TNMF. Parts of them are highlighted as an ellipse(red). We can make an
approximate comparison through these three ellipses.

5.1.2. Test for degree distribution preservation

A pair of matrices are randomly generated < V,H >. H is the original380

network whose degree distribution we want to keep. After running both
NNMF and DNMF, we obtain ANNMF and ADNMF which can re-construct
the network by HNNMF = ANNMFA

T
NNMF and HDNMF = ADNMFA

T
DNMF .

To show the ability of DNMF to retain the degree distribution of the original
network H, we compute the correlation between the degree distributions of385

the re-constructed networks (HNNMF and HDNMF ) and the original network
H. If the degree distribution of HDNMF has larger correlation coefficient
with the degree distribution of H than the degree distribution of HNNMF ,
we can draw the conclusion that DNMF preserves degree distribution better
than HNNMF . Here, we consider two matrix sizes: 10 and 100. For each size,390

we randomly generate 1000 pairs of matrices. The number of hidden factors
is set as 3 and 10 and α = 1. The average and standard deviation of results
are given in Table 3. The p in Table 3 denotes the p-value of the Friedman
test, and the null hypothesis here is that NNMF and DNMF have the same
effect on the degree distribution preserving. These numbers show that the395

DNMF preserves more of the network degree distribution than NNMF.
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Table 4: Comparison between NNMF and TNMF on preserving max spanning tree

Algorithm n = 10 (max = 9) n = 100 (max = 99)
NNMF 2.5± 1.3 21.4± 6.3
TNMF 6.2± 0.7 56.1± 7.2
p 7.2787e-211 1.7958e-219

5.1.3. Test for max spanning tree preservation

For the max spanning tree, we first randomly generate a pair of V100×100

and H100×100. Using NNMF and TNMF to factorize V and H obtain two
ANNMF and ATNMF which can re-construct the network H by HNNMF =400

ANNMFA
T
NNMF and HTNMF = ATNMFA

T
TNMF . After extracting max span-

ning trees of three networks H, HNNMF and HTNMF , we can compare the
similarity between the re-constructed trees (TNNMF and TTNMF ) and the
benchmark TH . An illustrative example is shown in Fig. 5, in which each
point in the matrix denotes an edge between two nodes. To quantify the abil-405

ity of TNMF to retain the tree structure, we randomly generated 1000 pairs
of V and H for each size: 10 and 100. For each pair < V,H >, we run both
NNMF and TNMF, and compute the similarity between the re-constructed
trees with the benchmark tree by the number of overlap edges as

s(TH , TNNMF ) = sum(TH ~ TNNMF ) (31)

where sum(M) is to count the number of 1 in matrix M . The number of410

hidden factors are set as 3 and 10 and α = 1. If the re-constructed max
spanning tree from TNMF has more overlap edges with the original max
spanning tree than the tree from NNMF, we draw the conclusion that TNMF
is able to preserve the max spanning tree better than NNMF. The results are
shown in Table 4. The max in the table denotes the maximum number of415

edges in the max spanning tree. For a network with n nodes, the maximum
number of edges in the max spanning tree is n− 1. The p in Table 4 denotes
the p-value of the Friedman test, and the null hypothesis here is that NNMF
and TNMF have the same effect on the max spanning tree preserving.

5.2. Experiments on real-world data420

The above section shows the abilities of the proposed algorithms to pre-
serve the desired network structural properties. In this section, we will com-
pare the efficiency of the proposed algorithms for real-world applications,
including document clustering and recommendation.
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Table 5: Statistics of Cora dataset

Number of documents 2,708
Number of keywords 1,433

Number of links 5,429
Number of classes 7

5.2.1. Document clustering with one-layer network425

Our document data is Cora2, which is a public dataset and consists of
2708 scientific publications classified into one of seven classes. A multilayer
network is composed by a horizontal network and a vertical network. The
horizontal network H2708×2708 is the citation relations between publications
and it consists of 5429 links. This vertical network V2708×1433 is constructed by430

the mapping relation between documents and words. The detailed statistics
are shown in Table 5.

After the embedding of V2708×1433 and H2708×2708 through our proposed al-
gorithms, NNMF, CNMF, DNMF and TNMF, the documents are projected
into a latent space and then given new representations. It is believed that435

the different classes are formed as a result of the intrinsics of the documents,
so if the discovered latent space is good enough, it will cause the documents
to cluster into these seven classes. According to this idea, we conduct the
document clustering through the learned matrix A (the new representations
of documents) by the k-means clustering algorithm3. To compare the effi-440

ciency, we also implement standard NMF which does not consider the hori-
zontal network H2708×2708 and Relational Topic Model (RTM)[48] which is a
successful Bayesian model for the relational data and considers both horizon-
tal network (document-word relationships) and vertical network (document
network). The final results are shown in Fig. 6. Three subfigures denote445

three clustering result comparisons by the metric in Table 1. We have tested
four numbers of factors: K = 100, K = 300, K = 500 and K = 1000. In
each subfigure in Fig. 6, we have compared the results from NNMF, CNMF,
DNMF, TNMF, NMF and RTM on the clustering evaluation metric. Except
for NMF, the algorithms all consider the effects from the horizontal net-450

2http://linqs.cs.umd.edu/projects/projects/lbc/
3Since k-means is not very stable, the reported results in this work are the average of

ten independent runs.
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Figure 6: Comparison of document clustering on different values of K. The influence of
K values with α = 0.1.(K = 100, K = 300, K = 500, and K = 1000)

work H2708×2708. From this result, we can see that NMF achieves the worst
performance compared to others. Thus, we can draw the conclusion that
incorporating the citation network is helpful for the clustering of the publi-
cations. Except for DNMF, which has similar performance to RTM, NNMF,
CNMF and TNMF are better than RTM on this document clustering task.455

Notably, CNMF and TNMF achieve the best performance of all the algo-
rithms. The reason is that the community structure of CNMF is beneficial
for the clustering because it encourages ‘similar’ nodes to cluster together.
For example, two documents di and dj are in the same community in network
H due to their ‘similarity’. Retaining the community structure will make it460

more possible for di and dj to remain within the same cluster under the new
representations. In the TNMF, preserving max spanning tree encourages the
most important relations of all the nodes/documents. These relations in the
tree can be seen as the ‘bones’ of a network, which determine the weighted
distances between the nodes (documents). Therefore, the TNMF can benefit465

for the document clustering. Each document will exhibit two natures from
two networks: H and V . If the two natures are consistent, the constraint
from V will help to enhance the learned network structure from H; If the
two natures are not consistent, there will be a contradiction between H and
V , which will prevent the network structure learning from H.470
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Table 6: Statistics of Lastfm dataset

number of users 1, 892
number of artists 17, 632

number of friend relations 12, 717
test user-artist pairs 5, 000

5.2.2. Recommendation with one-layer network

A public dataset Lastfm4 is adopted which is a commonly used dataset
for evaluating algorithms for recommender systems. This dataset contains
music artist listening information from a set of users from Last.fm online
music system and a social network between these users. Each entry of this475

dataset denotes the number of a user listening the songs of an artist. For
this dataset, a vertical network V1892×17632 is formed by users and artists, and
Vij represents the count of user i listening artist j. The horizontal network
H1892×1892 is the user friend network. The statistics are shown in Table 6.
The recommendation task for this online music system is to recommend the480

artists to the users. After a certain number of user-artist pairs are retained
as the test data, the algorithms are evaluated by predicting the counts of
users listening to these artists which are expressions of the users’ interests
on the artists.

The evaluation metric is Mean Absolute Error (MAE) which is the sim-485

plest and the most intuitive. The definition is

MAE =
1

N

∑
u,i

|r̂u,i − ru,i|, (32)

where N is the number of test user-artist parts, ru,i is the real count, and
r̂u,i is the predicted count. The correlation coefficient is computed by

ρ =

∑
i(ri − r̄)(r̂i − ¯̂r)√∑

i(ri − r̄)2
∑

i(r̂i − ¯̂r)2
. (33)

To show the performance of the proposed algorithms on the recommenda-
tion, we compared them with two state-of-the-art methods: Graph regular-490

ized NMF (GNMF) [32, 47] and Trust Semantic Fusion (TSF) [49]. Note that

4http://labrosa.ee.columbia.edu/millionsong/lastfm
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TSF is a method based on Collaborative Filtering rather than embedding.
The results are shown in Fig. 7. The standard NMF (without the hori-
zontal network H1892×1892) has the worst performance of all the algorithms,
which is similar to the document clustering in Section 5.2.1. We can there-495

fore draw the conclusion that incorporating user friend network H1892×1892

improves the performance of the recommendation. GNMF has the same
property as CNMF for preserving the community structure of H1892×1892, as
discussed in Section 4.2. The results in Fig. 7 also show that GNMF has
similar performance to CNMF. The performance of TSF is a little better500

than the standard NMF, so the strategy of TSF to combine the user social
network with the collaborative filtering is successful. However, the perfor-
mance of TSF is generally worse than other algorithms. Although DNMF
has good performance on MAE, the correlation with DNMF is the worst
of all the proposed algorithms and the state-of-the-art GNMF. This reflects505

that DNMF predicts accurate values for some test data but not all data. The
reason is that DNMF preserves the network degrees of all the nodes/users.
The nodes with relatively large degrees will tend to have large weights in the
weighted degree distribution, and DNMF will have a bias toward these nodes
during embedding. Therefore, DNMF tends to achieve good results for the510

nodes/users with large degrees. In all the algorithms, TNMF achieves the
best performance both on MAE and Correlation. As discussed in Section
5.2.1, preserving max spanning tree encourages the most important relations
(the ‘bones’ of a network) of all the nodes/users. These relations reflect not
only the ‘distances’ between nodes but also the degrees of nodes.515

5.2.3. Document clustering with two-layer network

First, we introduce the dataset we use. Documents are a collection of
papers from CiteSeer [50]. There are 3312 papers in the whole corpus. Each
paper is represented by a binary vector using words. The labels of these
papers are set as their research areas, such as AI (Artificial Intelligence), ML520

(Machine Learning), Agents, DB (Database), IR (Information Retrieval) and
HCI (Human-Computer Interaction). The statistics are shown in Table 7.

A two-layer network is composed by two horizontal networks H3312×3312

and H3703×3703 and one vertical network V3312×3703, and they are constructed
as following. The first layer horizontal network H3312×3312 is a paper citation525

network, which is formed by the citation relations between papers. The sec-
ond layer horizontal network H3703×3703 is the keyword concurrence network,
which is formed by the concurrence relations between keywords. The vertical
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Figure 7: Comparison of recommendation performances of different algorithms with dif-
ferent values of K (K = 100, K = 300, K = 500, and K = 700) and α = 10. Note that
there is a line in each figure denoting the value from TSF because TSF does not need to
predefine the value of K.

Table 7: Statistics of CiteSeer dataset

Number of documents 3,312
Number of keywords 3,703

Number of classes 6

network V3312×3703 is the mapping relation between documents and keywords
(there will be a link between a keyword and a document if this keyword shows530

in this document).
It should be noted that we keep only one type of structure for two hor-

izontal networks. For example, CNMF only keeps the community property
of both networks, hence Eq. (16) only adds α · 1

2
‖PX − X‖2F . For brevity,

the same coefficient is used for both networks.535

Here, we compare the performances between the one-layer networkH3312×3312

and the two-layer network H3312×3312 and H3703×3703. The comparisons on
three evaluation metrics are shown in Fig. 8. Except CNMF with K = 300,
two-layer network outweighs the one-layer network. It means that incorporat-
ing the keyword co-occurrent network can improve the document clustering540

task with only the document citation network.
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Figure 8: Comparison of the influence from one-layer network (with one horizontal network
and one vertical network) and two-layer network (with two horizontal networks and one
vertical network) on document clustering with α = 0.1 and K = 100, K = 300, K = 500
and K = 700.
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Table 8: Statistics of Delicious dataset

number of users 1, 867
number of URLs 5, 633

test user-URL pairs 2, 000

5.2.4. Recommendation with two-layer network

The dataset used for recommendation with two-layer network is Delicious.
This dataset is collected from the Delicious website5, which records the book-
mark options of users on webpages/URLs in this website according to users’545

interests [51]. We filter this dataset by keeping the URLs that are marked by
at least three users, and the number of URL is 5633. The links between URLs
are generated by their tags. In the Delicious website, each URL will get tags
from users, and these tags will give an hint for the content/semantics of this
URL. We use these tags to compute the content similarity between URLs550

with tag-vector representations through cosine similarity metric. The statis-
tics of the dataset are shown in Table 8. In this dataset, vertical network
V1867×5633 is formed by users and URLs. The horizontal networks are: the
user friend network H1867×1867 and the content similarity network H5633×5633.
A certain number of user-URL pairs are kept to be the test data. The evalu-555

ation metrics are in Eq. (32) and Eq. (33). As shown in Fig. 9, the two-layer
network still outweighs the one-layer network.

Despite the good performances on both document clustering and recom-
mendation tasks, we still want to give an advice that it should be very careful
to combine the different networks: vertical network and different horizontal560

networks. For example, suppose there are a user-movie vertical network and
a movie network for the recommendation task, and the movie network is
formed by the distance between the releasing dates of the movies. We know
that the releasing date of a movie will not highly impact on the rating from
users. In this situation, the combination of two networks may not improve565

the rating prediction due to the ‘noise’ from the movie network. Since the
information in the movie network will not help the prediction of the ratings,
the constraint from movie network will decrease the learned information from
the user-movie vertical network. However, if the formation of the movie net-
work is replaced by another strategy: the movies with similar director and570

5http://www.delicious.com
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Figure 9: Comparison of the influence from one-layer network (with one horizontal network
and one vertical network) and two-layer network (with two horizontal networks and one
vertical network) on recommendation with α = 10 and K = 100, K = 300, K = 500 and
K = 700.

actors tend to have links, this new movie network will help to predict the
user ratings on movies different from the old movie network. In this new sit-
uation, the combination of the movie network with user-movie network will
help to improve the rating prediction. Therefore, the consistence between
the different networks is important and should be considered before using575

the multilayer network embedding.

6. Conclusion and future study

In this paper, we have proposed four multilayer network embedding algo-
rithms with four different structural property constraints based on nonneg-
ative matrix factorization. The network structural constraints have been in-580

corporated into the cost function of a traditional nonnegative matrix factorization-
based embedding algorithm. The optimization of the new cost function con-
structs a new latent space and projects all nodes in the various layers into

29



this new latent space. At the same time, the projected nodes will retain
the original network structure as far as possible. Four algorithms have been585

carefully designed to find the optimal latent spaces. Lastly, experiments on
synthetic and real-world data show that our algorithms are able to preserve
the desired structural properties and can be used for recommender systems
and document clustering.

A number of interesting study points remain; for example, the dimension590

number of the discovered latent space needs to be predefined in the present
algorithms. The ability to automatically find an optimized number for the
shared latent space will make multilayer network embedding more practical
for real-world tasks. We will consider using Bayesian nonparametric learn-
ing [52] to resolve this problem in the future. Meanwhile, conflict may exist595

between networks at different layers, so directly embedding this kind of mul-
tilayer network would obtain worse results. How to detect, measure and
avoid conflicts between different networks is therefore significant for secure
multilayer network embedding, and we will also consider this point in our
future study.600
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Appendix605

6.1. Proof of Theorem 1
Proof. According to Eq. (7), give the objective function with respect to A
as

F (A) = tr
(
− V XTAT +

1

2
AXXTAT +

1

2
α · AAT − α · P+AT + α · P−AT

)
(34)

and define

G(A,At) =
∑
ij

−(V XT )ijA
t
ij(1 + log

Aij

At
ij

) +
∑
ij

(AtXXT )ijA
2
ij

2At
ij

+
∑
ij

α
(At

ij)A
2
ij

2At
ij

−
∑
ij

α(P+)ijA
t
ij(1 + log

Aij

At
ij

) +
∑
ij

α(P−)ij
A2

ij + (At
ij)

2

At
ij

.

(35)
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Then, G(A,At) is the auxiliary function of F (A), because the conditions610

F (At) = G(At, At)

G(At, At) ≥ G(At+1, At)

G(At+1, At) ≥ F (At+1)

(36)

are satisfied when At+1 takes the minimum value of G(A,At) with respect to
Aij. The derivative of G(A,At) is

∂G(A,At)

∂Aij

=−
(V XT )ijA

t
ij

Aij

+
(AtXXT )ijAij

At
ij

+ α
At

ijAij

At
ij

+ α
(P−

ij )Aij

At
ij

− α
P+
ijA

t
ij

Aij

(37)

and set At+1 as the minimal value of G(A,At) through ∂G(A,At)
∂Aij

= 0. We have

At+1
ij = At

ij

√√√√ [
V XT + αP+

]
ij[

AXXT + αA+ αP−
]
ij

(38)

Therefore, we know that the update of A according to update rule (7)615

will lead to the non-increasing of J(A,X).

6.2. Proof of Theorem 3

Proof. According to Eq. (22), give the objective function with respect to A
as620

F (A) = tr
(
− Y XTAT +

1

2
AXXTAT − α ·H1n×nAAT +

1

2
α · AAT1n×nAAT

)
(39)

and define

G(A,At) =−
∑
ij

(
(V XT )ijA

t
ij(1 + log

Aij

At
ij

)

)
+

1

2

∑
ij

(
(AtXXT )ijA

2
ij

At
ij

)

−
∑
ij

(
α · (H1n×nAt)ijA

t
ij(1 + log

Aij

At
ij

)

)
+

1

2

∑
ij

(
α ·

(At(At)T1n×nAt)ijA
4
ij

(At
ij)

3

)
(40)
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Then, G(A,At) is the auxiliary function of F (A), because Eq. (36) is satis-
fied. The derivative of G(A,At) with respect to A is

∂G(A,At)

∂Aij

= −
(V XT )ijA

t
ij

Aij

+
(AtXXT )ijAij

At
ij

−α ·
((H1n×n)At)ijA

t
ij

Aij

+ 2α ·
(AAT1n×111×nA)ijA

3
ij

(At
ij)

3

(41)

and set At+1 through ∂G(A,At)
∂Aij

= 0, and then the update rule (24) is derived.
625

6.3. Proof of Theorem 4

Proof. According to Eq. (27), give the objective function with respect to A

F (A) = tr
(
− V XTAT +

1

2
AXXTAT +

1

4
α ·
(
(T − T ) ~ AATAAT

)
(42)

and define

G(A,At) =−
∑
ij

(
(V XT )ijA

t
ij(1 + log

Aij

At
ij

)

)

+
1

2

∑
ij

(
(AtXXT )ijA

2
ij

(At
ij)

)

− 1

4
α
∑
ijkl

(
TilA

t
ilA

t
klA

t
ikA

t
ij

(
1 + log

AilAklAikAij

At
ilA

t
klA

t
ikA

t
ij

))

+
1

4
α
∑
ij

(
(T ~ (At(At)T )At)ij(Aij)

4

(At
ij)

3

)
.

(43)

Then, G(A,At) is the auxiliary function of F (A), because Eq. (36) is
satisfied. The derivative of G(A,At) with respect to A is630

∂G(A,At)

∂Aij

=−
(V XT )ijA

t
ij

Aij

+
(AtXXT )ijAij

(At
ij)

− α
(T ~ (At(At)T )At)ijA

t
ij

Aij

+ α
(T ~ (At(At)T )At)ijA

3
ij

(At
ij)

3

(44)
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and set At+1
ij as the minimal value of G(A,At) through ∂G(A,At)

∂Aij
= 0. Then, we

obtain update rule (29). Therefore, we know that the update of A according
to (29) will lead to the non-increasing of J(A,X).
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