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Abstract

We present BAdaCost, a multi-class cost-sensitive classification algorithm. It combines

a set of cost-sensitive multi-class weak learners to obtain a strong classification rule

within the Boosting framework. To derive the algorithm we introduce CMEL, a Cost-

sensitive Multi-class Exponential Loss that generalizes the losses optimized in various

classification algorithms such as AdaBoost, SAMME, Cost-sensitive AdaBoost and

PIBoost. Hence unifying them under a common theoretical framework. In the exper-

iments performed we prove that BAdaCost achieves significant gains in performance

when compared to previous multi-class cost-sensitive approaches. The advantages of

the proposed algorithm in asymmetric multi-class classification are also evaluated in

practical multi-view face and car detection problems.

Keywords: Boosting, Multi-class classification, Cost-sensitive classification,

Multi-view object detection

1. Introduction

Boosting algorithms have been extensively used in many computer vision prob-

lems, such as facial expression [1] and gait [2] recognition, but particularly in object

and face detection [3, 4, 5, 6]. They learn a “strong” classifier by iteratively combining

simple or “weak” predictors. Their popularity is based on their simplicity, good gen-

eralization, feature selection capability and fast performance when used in a cascade

framework [3, 4, 7, 8]. Boosting algorithms are conceived to minimize the number of

incorrect predictions. However, it is well known that this is a bad strategy when solving

asymmetric problems such as those with large data imbalances [9, 10, 11, 12], or those

with very different class priors or costs [13, 14, 15].

Various cost-sensitive Boosting approaches have been proposed with the aim of ad-

dressing asymmetric problems. Most of them consider the standard two-class case [15,

16, 3, 17, 18]. They introduce the asymmetry in the Boosting algorithm by tuning the
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classifier decision threshold [3] or manipulating the weight update process [16, 17].

These modifications, however, are not guaranteed to converge to a good classifica-

tion rule. Masnadi and Vasconcelos introduce a binary cost-sensitive algorithm with

asymptotic convergence to the optimal classification rule [15]. This is the first theo-

retically sound cost-sensitive Boosting algorithm in the binary classification context.

However, it is not applicable in asymmetric multi-class situations such as, for example,

those arising when detecting in images several objects or a single object in different

configurations.

Very few works in the Boosting literature address the multi-class cost-sensitive sit-

uation. The first attempt was AdaC2.M1 [9] that combined the re-weighting process

developed for AdaC2 [19] with the AdaBoost.M1 schedule [20]. This simple heuris-

tic algorithm has the same problem than its multi-class predecessor when a negative

predictor confidence emerges because it is “too weak.” Another proposal resorted to

the minimization of a p-norm based cost functional [21]. However any Lp-CSB vari-

ant requires a relational hypothesis (weak learners that multiply the size of data by the

number of labels) which is an important drawback with large datasets. The MultiBoost

algorithm [22] is based on the minimization of a new cost-sensitive multi-class loss

function. However, it does not generalize any previous approaches and requires an

imprecise pool of multi-class weak learners to work.

In this paper we introduce a well founded multi-class cost-sensitive Boosting al-

gorithm, BAdaCost, that stands for Boosting Adapted for Cost matrix. To this end we

introduce a multi-class cost-sensitive margin that relates multi-class margins with the

costs of the decisions and derive the algorithm as a stage-wise minimization of the ex-

pected exponential loss. We prove that this algorithm is a generalization of previous

multi-class [23, 24] and binary cost-sensitive [15] Boosting algorithms.

We validate the algorithm by comparing it with previous multi-class cost sensi-

tive approaches on several data sets from the UCI repository. The experiments show

that BAdaCost achieves a significant improvement in performance. Moreover, we also

evaluate our algorithm in multi-view detection settings, that pose a highly asymmet-

rical multi-class classification problem. In our experiments we show that BAdaCost

has several advantages in this context when compared to the usual one-vs-background

approach that uses one detector per class:

• We slide a K-classes multi-class detector across the image instead of K binary

detectors. Since the multi-class detector shares features between classes [25] it

can work with considerably less decision trees nodes, see section 5.2.4.

• Costs may be used to modify pair-wise class boundaries. We can reduce the num-

ber of errors between positive classes (e.g. different orientations) and improve

detection rates when object classes have different aspect ratios, see section 5.2.3.

• To speed up detection our algorithm is amenable for cascade calibration [7].

A preliminary version of BAdaCost appeared in [26] for solving imbalanced clas-

sification problems. Here we present it in the more general context of cost-sensitive

classification, provide the proofs that support the algorithm and relate it with other

approaches in the literature, and apply it to address the multi-view object detection

problem.
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The rest of the paper is organized as follows. Sections 2 and 3 review the liter-

ature on multi-class and cost-sensitive Boosting. In Section 4 we introduce the new

multi-class cost-sensitive margin and the BAdaCost algorithm together with various

theoretical results relating it with previous approaches in the literature. Finally, in

Sections 5 and 6 we experimentally validate the algorithm and draw conclusions. We

provide proofs and additional information as supplementary material.

2. Boosting

In this section we briefly review some Boosting results directly related to our pro-

posal. First we introduce some notation. We use the terms label and class interchange-

ably. The set of labels is L = {1, 2, . . . ,K}. The domain of the classification problem

is X . Instances are (x, l), with x ∈ X and l ∈ L. We consider N training data in-

stances {(xn, ln)}. Besides, I(·) is the indicator function (1 when argument is true, 0
when false). M is the number of Boosting iterations and w = {ω(n)|n = 1, . . . , N} is

a weighting vector. We use capital letters, e.g. T or H , for denoting classifiers whose

co-domain is a finite set of integer numbers, like L. Classifiers having a set of vectors

as co-domain are represented with small bold letters, e.g. f or g.

2.1. Binary Boosting

AdaBoost is the most well-known and first successful Boosting algorithm for the

problem of binary classification [20]. Given a training data set, the goal of AdaBoost

is learning a classifier H(x) based on a linear combination of weak classifiers, Gm :
X → L ∈ {+1,−1}, to produce a powerful “committee”

h(x) =
M
∑

m=1

βmGm(x) , (1)

whose prediction is H(x) = sign(h(x)). It can also be interpreted as a stage-wise

algorithm fitting an additive model [27]. This interpretation provides, at each round m,

a direction for classification, Gm(x) = ±1, and a step size, βm, the former understood

as a direction on a line and the latter as a measure of confidence in the predictions

of Gm. Both elements are estimated in such a way that they minimize the Binary

Exponential Loss function (BEL) [27, 28]

L (l, Gm(x)) = exp(−l Gm(x)), (2)

defined on the value of z = l Gm(x), usually known as the margin [29, 30]. To achieve

this, a weight distribution on the training set assigns to each training sample xn a

weight w(n). At iteration m, the algorithm adds to the ensemble the best weak-learner

according to the weight distribution. The training data updates its weights taking into

account L(l, βmGm(x)). Miss-classified samples increase their weights while those

of correctly classified are decreased. In this way, new weak learners concentrate on

difficult un-learnt parts of the data-set. Since there are two margin values z = ±1,

only two weight updates, ω(n) = ω(n)e±βm , may be achieved at each iteration. In

Section 4 we introduce a vectorial encoding that provides a margin allowing various

weight updates depending on the cost associated to the classifier response.
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2.2. Multi-class Boosting with multi-class responses

With the emergence of AdaBoost, extensions to multi-class problems also ap-

peared. There are a large number of Boosting algorithms dealing with this type of

classification. For ease of cataloging, we divide them into two groups: algorithms that

decompose the problem into binary sub-problems (thus, using binary weak learners)

and algorithms that work simultaneously with all labels (using multi-class weak learn-

ers or computing a posteriori probabilities at the same iteration). This section describes

in detail the second approach, that we adopt for our proposal.

The AdaBoost.M1 algorithm proposed by Freund and Schapire uses multi-class

weak learners while maintaining the same structure of the original AdaBoost [31].

The main drawback of this approach is the need for “strong learners”, i.e. hypotheses

that can achieve an accuracy of at least 50%. This requirement may be too strong

when the number of labels is high. A second approach is the multi-class version of

LogitBoost [27]. As its binary counterpart, it estimates separately the probability of

membership to each label based on a multi-logit parametrization.

The contributions most directly related to our proposal are those grounded on a

vectorial insight. We want to generalize the symmetry of class-label representation

in the binary case to the multi-class case. A successful way of achieving this goal

is using a set of vector-valued class codes that represent the correspondence between

the label set L = {1, . . . ,K} and a collection of vectors Y = {y1, . . . ,yK}. Vector

yl has a value 1 in the l-th coordinate and −1
K−1 elsewhere. So, if l = 1, the code

vector representing class 1 is y1 =
(

1, −1
K−1 , . . . ,

−1
K−1

)⊤

. It is immediate to see the

equivalence between classifiers H(x) defined over L and classifiers f(x) defined over

Y :

H(x) = l ∈ L ⇔ f(x) = yl ∈ Y . (3)

This codification was first introduced by Lee, Lin and Wahba [32] for extending the

binary Support Vector Machine to the multi-class case. Later Zou, Zhu and Hastie gen-

eralized the concept of binary margin to the multi-class case using a related vectorial

codification [30]. A K-dimensional vector y is said to be a margin vector if it satisfies

the sum-to-zero condition
∑K

k=1 y(k) = 0. In other words, y⊤1 = 0, where 1 denotes

a K-dimensional vector of ones. Margin vectors are useful for multi-class classification

problems for many reasons. One of them comes directly from the sum-to-zero prop-

erty. It is known that, in general, every vectorial classifier f(x) = (f1(x), . . . , fK(x))⊤

has a direct translation into a posteriori probabilities P (l = k | x), ∀k ∈ L, via the

Multi-class Logistic Regression Function,

P (l = k | x) =
exp(fk(x))

∑K
i=1 exp(fi(x))

. (4)

However, f(x) produces the same posterior probabilities as g(x) = f(x) + α(x) · 1,

where α(x) is a real-valued function. Such is the case, for example, when α(x) =
−fK(x). If f(x) is a margin vector, then we can define the equivalence relation

f(x) ∼ g(x) ⇔ ∃α : X 7→ ℜ | g(x) = f(x) + α(x)1 on the set of functions

F =
{

f : X 7→ ℜK
}

. Hence, margin functions are representatives of equivalence

classes.
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Using this codification, Zhu, Zou, Rosset and Hastie generalized the original Ad-

aBoost to multi-class problems under an statistical point of view [23] . Since this work

is a key ingredient for subsequent derivations, we describe the main elements upon

which it is grounded. First, the binary margin in AdaBoost, z = yf(x), is replaced

with the Multi-class Vectorial Margin, defined as the scalar product

z := y⊤f(x). (5)

The essence of the margin approach resides in maintaining negative/positive values of

the margin when a classifier has respectively a failure/success. That is, if y, f(x) ∈ Y ;

the margin satisfies: z > 0 ⇔ y = f(x), and z < 0 ⇔ y 6= f(x). The only two values

for the margin are

z = y⊤f(x) =

{

K
(K−1) if f(x) = y ,

−K
(K−1)2 if f(x) 6= y .

(6)

The Multi-class Exponential Loss function (MEL) is

L (y, f(x)) := exp

(

−
1

K
y⊤f(x)

)

= exp

(

−
1

K
z

)

. (7)

The presence of the constant 1/K is important but not determinant for the proper be-

havior of the loss function. An interesting property of this function that explains the

addition of the constant 1/K comes from the following equality:

exp

(

−
1

K

K
∑

k=1

y(k)fk(x)

)

=

(

K
∏

k=1

exp (−y(k)fk(x))

)1/K

. (8)

Hence this multi-class loss function is a geometric mean of the binary exponential loss

applied to each pair (y, f(x)) (i.e. component-wise margins). In spite of the critique

in [33], Zhu, Zou, Rosset, and Hastie [23] proved that this loss function is Fisher-

consistent [30], which means that the population minimizer

argmin
f

EY |X=x [L (Y, f(x))] , (9)

has unique solution in the hyperplane of margin vectors and corresponds to the multi-

class Bayes optimal rule [23],

argmax
k

fk(x) = argmax
k

P (Y = k|x) . (10)

So, with enough samples we may recover the exact Bayes rule by minimizing the

MEL (7). These results give formal guarantees for learning multi-class classifiers. We

generalize this loss in our proposal (see Section 4). Other loss functions, such as the

logit or L2, share this property and may also be used for building Boosting algorithms.

Similarly, Saberian and Vaconcelos justified that other margin vectors could have been

used for representing labels [34, 30], and therefore develop alternative algorithms.
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SAMME [23] (Stage-wise Additive Modeling using a Multi-class Exponential loss

function) resorts to the MEL (7) for evaluating classifications encoded with margin

vectors. The expected loss is then minimized using a stage-wise additive gradient de-

scent approach. The resulting algorithm only differs from AdaBoost in weak learner

weight computation αm = log ((1− Errm)/Errm) + log(K − 1) (SAMME adds

log(K − 1)). It is immediate to prove that the classification rule of SAMME, H(x) =

argmaxk
∑M

m=1 αmI (Tm(x) = k), is equivalent to assigning the maximum margin

(5), H(x) = argmaxk y
⊤
k f(x), that is also directly related to the perspective defined

in [34] and our proposal (see Section 4). In the same way it is straightforward to verify

that AdaBoost becomes a special case when K = 2, what makes SAMME the most

natural generalization of AdaBoost using multi-class weak-learners.

3. Cost-sensitive Boosting

Classifiers that weigh certain types of errors more heavily than others are called

cost-sensitive. They are used in asymmetric classification situations, for example in

medical diagnosis and object detection problems. For this type of problems it is usual

to consider a (K×K)-matrix C, where each entry C(i, j) ≥ 0 measures the cost of

misclassifying an instance with real label i when the prediction is j [13]. We expect of

this matrix to have costs for correct assignments lower than any wrong classification,

i.e. C(i, i) < C(i, j), ∀i 6= j. Hereafter, M(j,−) and M(−, j) will be used for

referring to, respectively, the j-th row and column vector of a matrix M.

For cost-sensitive problems a cost-dependent classification criterion is applied. If

P(x) = (P (1|x), . . . , P (K|x))⊤ is the vector of a posteriori probabilities for a given

x ∈ X , then the Minimum Cost Decision Rule is [13]

F (x) = argmin
j∈L

P(x)⊤C(−, j) , (11)

that is the minimizer of the risk function R(P(x),C(−, j)) := P(x)⊤C(−, j) with

respect to j ∈ L. When dealing with multi-class problems it is important to understand

how the consideration of a cost matrix influences the decision boundaries. O’Brien’s

et al. [35] discloses a concise glossary of linear algebra operations on a cost matrix and

their effects on decision boundaries. Let

P(x)⊤ [C(−, i)−C(−, j)] = 0 (12)

be the decision boundary between classes i and j, with i 6= j:

1. Decision boundaries are not affected when C is replaced by αC, for any α > 0.

2. Adding a constant to row C(k,−) maintains the result unaffected.

Taking into account the last property we will assume without loss of generality that

C(i, i) = 0, ∀i ∈ L, i.e. the cost of correct classifications is zero. We will denote 0|1-

matrix to that with zeros in its diagonal and ones elsewhere, i.e., a matrix representing

a cost-insensitive multi-class problem.

In the following we consider essentially asymmetric matrices. This regular case

is the appropriate for situations where some errors are more important than others. In
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other words, if C(i, j) > C(j, i), i 6= j, we want to push the boundary between classes

i and j towards j. In graph theory this case would represent a directed complete graph

with paths of different module even between pairs of nodes (labels). Other interesting

case comes when considering a symmetric cost matrix. Since symmetrical values are

equal, the actual information lies in comparing the costs associated to different deci-

sion boundaries. Hence this structure is recommended for problems where some class

boundaries are more important than others. In graph theory this case is related to an

undirected complete graph with different distances between nodes.

3.1. Binary Cost-sensitive Boosting

Let us assume that a binary classification problem has a (2 × 2)-cost matrix with

non negative real values. Let us also assume zero costs for correct classifications. For

ease of notation we will use C1 and C2 to denote the constants C(1, 2) and C(2, 1),
respectively. Initial attempts to generalize AdaBoost in this way came essentially from

heuristic changes on specific parts of the algorithm, which are essentially different re-

weighting schemes [10, 16, 17, 19].

Later Masnadi-Shirazi and Vasconcelos formally addressed this problem and in-

troduced the Cost-Sensitive AdaBoost (CS-AdaBoost) [15]. The core idea behind the

algorithm is replacing the original exponential loss function by the Cost-sensitive Bi-

nary Exponential Loss function (CBEL):

LCS−Ada(l, F (x)) = I(l = 1) exp (−lC1F (x)) + I(l = −1) exp (−lC2F (x)) . (13)

With a a 0|1-cost matrix it is clear that it becomes AdaBoost. CS-Adaboost is then

derived by fitting an additive model whose objective is to minimize the expected loss.

Like previous approaches, the algorithm needs to have a pool of weak learners from

which to select the optimal one in each iteration, jointly with the optimal step β. For

a candidate weak learner, g(x), they compute two constants summing up the weighted

errors associated to instances with the same label, b for label 1 and d for label −1. Then

β becomes the only real solution to

2C1b cosh (βC1) + 2C2d cosh (βC2) = T1C1e
−βC1 + T2C2e

−βC2 . (14)

The algorithm adds the pair (g(x), β) that minimizes LCS−Ada(l, F (x) + βg(x)) to

the model.

On the other hand, Landesa-Vazquez and Alba-Castro’s work [18] discuss the ef-

fect of an initial non-uniform weighing of instances to endow AdaBoost with a cost-

sensitive behavior. The resulting method, Cost-Generalized AdaBoost, takes advantage

of the AdaBoost’s original structure. See N. Nikolaou et al.’s paper [36] for an excellent

summary of cost-sensitive binary Boosting algorithms.

3.2. Multi-class Cost-sensitive Boosting

There are several works in the literature that address the cost-sensitiveness of a

problem in a paradigm-independent framework [13, 37, 38, 39]. We will not consider

these cases since we are interested in introducing costs in the multi-class Boosting

context. In the following we review the contributions conceived for this purpose.
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The AdaC2.M1 algorithm [9] is probably the first including costs when using multi-

class weak learners. The idea behind it is combining the multi-class structure of Ad-

aBoost.M1 [31], with the weighting rule of AdaC2 [19], hence its name. As its multi-

class counterpart, it fails in computing α-values only available for “not so weak” learn-

ers. Moreover, they code the costs of label l into a single value, Cl =
∑K

j=1 C(l, j),
hence loosing the structure of the cost matrix.

The Lp-CSB algorithm [21] was originally conceived to solve instance-dependent

cost-sensitive problems. It resorts to relational hypothesis, h : X × L → [0, 1], satis-

fying the stochastic condition,
∑

l∈L h(l|x) = 1, to solve the minimization

argmin
h

1

N

N
∑

n=1

C(ln, argmax
k

h(k|xn)). (15)

Expression (15) can be approximated by the following convexification:

argmin
h

1

N

N
∑

n=1

K
∑

k=1

h(k|xn)
pC(ln, k) , (16)

which becomes the aim of the Boosting algorithm. They follow an extended-data ap-

proach, just like AdaBoost.MH [28], for stochastic hypothesis. A drawback when

applying Lp-CSB comes from the selection of the optimal value p for the norm. There

is no clear foundation for selecting it.

Finally, the MultiBoost algorithm [22] resorts to margin vectors, y,g(x) ∈ Y and

the loss

L(l, f(x)) :=

K
∑

k=1

C(l, k) exp(fk(x)) , (17)

to carry out a gradient descent search. The loss (17) does not generalize any previous

binary problem.

4. BAdaCost

In this section we introduce a new multi-class cost-sensitive margin, based on

which we derive BAdaCost. We also relate it with previous algorithms and prove

that it generalizes SAMME [23] and PIBoost [24] multi-class approaches and CS-

AdaBoost [15] binary cost-sensitive scheme.

4.1. Multi-class cost-sensitive margin

We assume known the K ×K cost matrix C. We define C∗ as

C∗(i, j) =

{

C(i, j) if i 6= j

−
∑K

h=1 C(j, h) if i = j
, ∀i, j ∈ L. (18)

That is, we obtain C∗ from C by replacing the j-th zero in the diagonal with the sum of

the elements in the j-th row with negative sign. C∗(j, j) represents a “negative cost”
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associated to a correct classification. In other words, elements in the diagonal should

be understood as rewards for successes.

The j-th row in C∗, denoted as C∗(j,−), is a margin vector that encodes the cost

structure associated to the j-th label. We define the Multi-class Cost-sensitive Mar-

gin for sample (x, l) with respect to the multi-class vectorial classifier g as zC :=
C∗(l,−) · g(x). It is easy to verify that if g(x) = yi ∈ Y , for a certain i ∈ L, then

C∗(l,−) · g(x) = K
K−1C∗(l, i). Hence, multi-class cost-sensitive margins obtained

from a classifier g : X → Y can be computed using the label-valued analogous of g,

G : X → L,

zC = C∗(l,−) · g(x) =
K

K − 1
C∗(l, G(x)). (19)

So, when considering a lineal combination of discrete classifiers, H =
∑M

m=1 αmgm,

expression

zC =
M
∑

m=1

αmC∗(l,−) · gm(x) =
K

K − 1

M
∑

m=1

αmC∗(l, Gm(x)), (20)

provides a multi-class cost-sensitive margin.

We introduce this generalized margin in the MEL (7) to obtain the Cost-sensitive

Multi-Class Exponential Loss function (CMEL),

LC(l,g(x)) := exp(zC) = exp (C∗(l,−) · g(x)) . (21)

that we optimize in our algorithm. The new margin, zC , yields negative values when

classifications are correct under the cost-sensitive point of view, and positive values

for from costly (wrong) assignments. Hence, LC does not need a negative sign in

the exponent. Moreover, the range of margin values of zC in (19) is broader than the

z = ±1 values of AdaBoost and related to the costs incurred by the classifier decisions.

The CMEL is a generalization of the MEL (7) and CBEL (13). Let C0|1 be the

cost matrix for a cost-insensitive multi-class problem. Since any matrix λC0|1, with

λ > 0, represents the same problem [35], then, given (6) it is straightforward that
1

K(K−1)C0|1 will lead to the same values of (7) when applied on the CMEL. In other

words, the MEL is a special case of the CMEL in a cost-insensitive problem. On the

other hand, it is also immediate to see that for a binary classification problem the values

of C∗ lead to the CBEL (13). Hence, it is a special case of CMEL as well.

Vectorial classifiers, f(x) = (f1(x), . . . , fK(x))⊤, fitted using additive models

collect information in coordinate fk(x) that can be understood as a degree of confidence

for classifying sample x into class k and, hence, they use the max rule, argmaxk fk(x),
for label assignment [23, 24, 34]. It is immediate to prove that this criterion is equiv-

alent to assigning the label that maximizes the multi-class margin, argmaxk y
⊤
k f(x),

that in turn is equivalent to argmink −y⊤
k f(x). Since −y⊤

k f(x) is proportional to

C∗
0|1(k,−)⊤f(x), we can make the decision rule cost-sensitive selecting the label that

provides the minimum multi-class cost-sensitive margin. Hence, the classification rule

for a classifier optimizing the multi-class cost-sensitive margin is

argmin
k

C∗(k,−)f(x).
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4.2. BAdaCost: Boosting Adapted for Cost matrix

Here we derive BAdaCost, a multi-class cost-sensitive Boosting algorithm, as the

minimizer of the empirical expected loss of the CMEL,
∑N

n=1 LC(ln, f(xn)), where

{(xn, ln)} is our training data.

Following the statistical interpretation of Boosting [27], the minimization is carried

out by fitting a stage-wise additive model, f(x) =
∑M

m=1 βmgm(x). The weak learner

selected at each iteration m consists of an optimal step of size βm along the direction

gm of the largest descent of the expected CMEL. In Lemma 1 we show how to compute

them.

Lemma 1. Optimal (βm,gm(x)) for CMEL

Let C be a cost matrix for a multi-class problem. Given the additive model fm(x) =
fm−1(x) + βmgm(x) the solution to

(βm,gm(x)) = argmin
β,g

N
∑

n=1

exp (C∗(ln,−) (fm−1(xn) + βg(xn))) (22)

is the same as the solution to

(βm,gm(x)) = argmin
β,g

K
∑

j=1

Sj exp (βC
∗(j, j)) +

K
∑

j=1

∑

k 6=j

Ej,k exp (βC
∗(j, k)) ,

(23)

where Sj =
∑

{n:g(xn)=ln=j} w(n), Ej,k =
∑

{n:ln=j,g(xn)=k} w(n), and the weight

of the n-th training instance is given by:

w(n) = exp

(

C∗(ln,−)

m−1
∑

t=1

βmfm(xn)

)

. (24)

Given a known direction g, the optimal step β can be obtained as the solution to

K
∑

j=1

∑

k 6=j

Ej,kC(j, k)A(j, k)β =

K
∑

j=1

K
∑

h=1

SjC(j, h)A(j, j)β , (25)

being A(j, k) = exp(C∗(j, k)), ∀j, k ∈ L. Finally, given a known β, the optimal

descent direction g, equivalently G, is given by

argmin
G

N
∑

n=1

w(n)A(ln, ln)
βI(G(xn) = ln) +

N
∑

n=1

w(n)
∑

k 6=ln

A(ln, k)
βI(G(xn) = k) .

(26)

The proof of this result is in the supplementary material. BAdaCost pseudo-code

is shown in Algorithm 1. Just like other Boosting algorithms we initialize weights

with a uniform distribution. At each iteration, we add a new multi-class weak learner

gm : X → Y to the additive model weighted by βm, a measure of the confidence in

10



Algorithm 1 : BAdaCost

1- Initialize weights w with w(n) = 1/N ; for n = 1, . . . , N .

2- Compute matrices C∗ with equation (18) and A for C.

3- For m = 1 to M :

(a) Obtain Gm solving (26) for β = 1.

(b) Translate Gm into gm : X → Y .

(c) Compute Ej,k and Sj , ∀j, k; as described in Lemma 1.

(d) Compute βm solving equation (25).

(e) w(n)← w(n) exp (βmC∗(ln,−)gm(xn)).
(f) Re-normalize vector w.

4- Output: H(x) = argmink C∗(k,−)
(

∑M
m=1

βmgm(x)
)

.

the prediction of gm. The optimal weak learner that minimizes (26) is a cost-sensitive

multi-class classifier trained using the data weights, w(n), and a modified cost matrix,

Aβ = exp(βC∗).
Unlike other Boosting algorithms [20, 23], here gm and βm, can not be optimized

independently. We may solve this in a similar way to e.g. [15, 24] with a local optimiza-

tion. In practice, however, we have observed that there are no significant differences

if we estimate gm for a fixed βm = 1 and then, given the optimal gm, estimate βm.

This may be caused by the greedy nature of Boosting. Thus, we proceed as described

in Algorithm 1.

4.3. Direct generalizations

BAdaCost is a natural generalization of previous Boosting algorithms. Here we

prove that the multi-class classification algorithms SAMME [23] and PIBoost [24]

are specializations of BAdaCost for a cost-insensitive situation. Similarly, we also

prove that CS-AdaBoost [15] is a special case of BAdaCost for a binary cost-sensitive

problem. The proofs are in the supplementary material.

Corollary 1 (SAMME [23] is a special case of BAdaCost). When C(i, j) = 1
K(K−1) ,

∀i 6= j, then the above result is equivalent to SAMME. The update for the additive

model fm(x) = fm−1(x) + βmgm(x) is given by:

(βm,gm(x)) = argmin
β,g

N
∑

n=1

exp
(

−y⊤
n (fm−1(xn) + βg(xn))

)

and both optimal parameters can be computed in the following way:

gm = argming
∑N

n=1 w(n)I (g(xn) 6= yn)

βm = (K−1)2

K

(

log
(

1−E
E

)

+ log (K − 1)
)

,

where E is the sum of all weighted errors.

Corollary 2 (CS-AdaBoost [15] is a special case of BAdaCost). When K = 2 the

Lemma 1 is equivalent to the Cost-sensitive AdaBoost. If we denote C(1, 2) = C1 and

11



C(2, 1) = C2, the update (23) for the additive model Fm(x) = Fm−1(x)+βmGm(x)
becomes:

(βm, Gm(x)) = argmin
β,G

∑

{ln=1}

w(n) exp (−C1βG(xn))+
∑

{ln=2}

w(n) exp (C2βG(xn)) .

For a certain value β the optimal direction Gm(x) is given by

argmin
G

(

eβC1 − e−βC1
)

b+ e−βC1T1 +
(

eβC2 − e−βC2
)

d+ e−βC2T2 ,

being1 : T1 =
∑

{n:ln=1} w(n), T2 =
∑

{n:ln=2} w(n), b =
∑

{n:G(xn) 6=ln=1} w(n)

and d =
∑

{n:G(xn) 6=ln=2} w(n). Given a known direction, G(x), the optimal step βm

can be calculated as the solution to

2C1b cosh (βC1) + 2C2d cosh (βC2) = T1C1e
−βC1 + T2C2e

−βC2 .

Corollary 3 (PIBoost [24] is a special case of BAdaCost). When using margin vec-

tors to separate a group of s-labels, S ∈ P(L), from the rest, the result of the Lemma

1 is equivalent to PIBoost. The update for each additive model built in this fashion,

fm(x) = fm−1(x) + βmgm(x), becomes:

(βm,gm(x)) = argmin
β,g

N
∑

n=1

w(n) exp

(

−β

K
y⊤
n g(xn)

)

.

For a certain value β the optimal direction gm(x) is given by

argmin
g

(

e
β

s(K−1) − e
−β

s(K−1)

)

E1 + e
−β

s(K−1)A1

+
(

e
β

(K−s)(K−1) − e
−β

(K−s)(K−1)

)

E2 + e
−β

(K−s)(K−1)A2 ,

being:

A1 =
∑

{n:ln∈S}

w(n), A2 =
∑

{n:ln /∈S}

w(n),

E1 =
∑

{n:G(xn) 6=ln∈S}

w(n), E2 =
∑

{n:G(xn) 6=ln /∈S}

w(n).

Besides, known a direction g(x), the optimal step βm can be calculated as βm =
s(K − s)(K − 1) logR, where R is the only real positive root of the polynomial

Pm(x) = E1(K − s)x2(K−s) +E2sx
K − s(A2 −E2)x

(K−2s) − (K − s)(A1 −E1) .

1Here we adopt the notation used in [15].
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Ada.C2M1 MultiBoost Lp-CSB BAdaCost
CarEval 26 (±9) 232 (±36) 38 (±15) 24 (±15)
Chess 29 (±5) 262 (±34) 4 (±3) 160 (±9)
Isolet 289 (±48) 140 (±15) 149 (±18) 66 (±14)
SatImage 478 (±62) 187 (±23) 170 (±26) 132 (±11)
Letter 491 (±78) 319 (±53) 161 (±23) 66 (±7)
Shuttle 2.1 (±0.07) 8.9 (±0.08) 3.5 (±0.13) 3.9 (±0.3)
Cont.Meth. 980 (±129) 1058 (±214) 938 (±359) 928 (±253)
CNAE9 397 (±103) 171 (±57) 241 (±108) 191 (±51)
OptDigits 366 (±120) 134 (±27) 170 (±34) 30 (±8)
PenDigits 326 (±29) 193 (±34) 162 (±72) 18 (±5)
Segmenta. 242 (±123) 154 (±48) 94 (±18) 50 (±30)
Waveform 905 (±113) 515 (±128) 632 (±201) 367 (±96)

Table 1: Average costs and standard deviations (in parentheses) of Ada.C2M1, MultiBoost, Lp-CSB, and

BAdaCost for each data set (100 iterations) in 10−4 scale. Bold values represent the best result achieved for

each data base.

5. Experiments

In this section first we compare BAdaCost with other multi-class cost-sensitive

Boosting algorithms in the minimization of the expected cost. We also evaluate our ap-

proach in two asymmetric multi-class problems such as the detection of cars and faces

in arbitrary orientation. In the experiments we use cost-sensitive tree weak-learners

and regularize our Boosting algorithm using shrinkage and feature sampling.

5.1. Minimizing costs: UCI repository

In this test we are interested in evaluating the cost minimization capability of the al-

gorithm. To this end we select 12 data sets from the UCI repository2 that cover a broad

range of multi-class classification problems with regard to the number of variables,

labels, and data instances.

We compare BAdaCost with the algorithms presented in section 3.2: AdaC2.M1

[9] , Lp-CSB [21] and MultiBoost [22]. For each data set we proceed in the following

way. First, we unify train and test data into a single set. Then we carry out a 5-fold

cross validation process taking care of maintaining the original proportion of labels for

each fold. When training, we compute a cost matrix for unbalanced problems as done

in [26]3. Then we run 100 iterations of each algorithm. We resort to classification

trees as base learners. As discussed in section 3.2, AdaC2.M1 and BAdaCost allow the

use of multi-class weak learners. MultiBoost also uses multi-class weak learners but it

requires a pool of them to work properly. For this reason we create a pool of 6000 weak

learners. We build weak-learners over sample data from 30%, 45%, and 60% of the

training data-set (2000 weak learners for each ratio). In third place, Lp-CSB translates

the multi-class problem into a binary one, thus allowing the use of binary trees.

For comparison we evaluate the average misclassification cost, 1
N

∑N
n=1 C(ln, H(xn)),

at the end of each test. Note that, after re-scaling the cost matrix, final costs may sum

up to a very small quantity. We show the results in Table 1.

2See Additional Material.
3See Additional Material
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Figure 1: Comparison of ranks through the Bonferroni-Dunn test. BAdaCost’s average rank is taken as

reference. Algorithms significantly worse than our method for a significance level of 0.10 are unified with a

blue line.

BAdaCost outperforms the rest of algorithms in most of the data sets. To assess

the statistical significance of the performance differences among the four methods we

use the Friedman test of average ranks. The statistic supports clearly the alternative

hypothesis, i.e. algorithms do not achieve equivalent results. Then a post-hoc analysis

complements our arguments. We carry out the Bonferroni-Dunn test for both signif-

icance levels α = 0.05 and α = 0.10. The confidence distances4 for these tests are

CD0.05 = 1.2617 and CD0.10 = 1.1216, respectively. Fig. 1 shows the final result.

We can conclude that BAdaCost is significantly better than the AdaC2.M1 and Lp-CSB

algorithms for the above levels of significance. In the case of MultiBoost we can state

the same conclusion for α = 0.10, but not for α = 0.05 (the difference between ranks

is 1.25).

5.2. Multi-class object detection

The Boosting approach has received much attention because it achieves state-of-

the-art performance in various object detection problems such as pedestrians [41],

multi-view faces [4] or multi-view cars [5]. The key for the success is the use of the

feature selection capabilities of Boosting together with some robust image descriptions

such as the channel features [8], pooling methods [41], or even using ConvNets chan-

nels [42]. The usual framework uses binary classification: AdaBoost, GentleBoost,

RealBoost, etc. In this regard, essentially multi-class detection problems, such as face

detection [4] or car detection [5], are usually solved with a binary Boosting classifier

per positive class (i.e. One-vs-Background strategy). Our goal here is to highlight the

advantages of using a multi-class cost-sensitive Boosting algorithm such as BAdaCost.

In this section we adopt a sliding window object detection approach. There are a

number of advantages in using BAdaCost for this task:

• Learn the boundaries between pairs of positive classes. In multi-view de-

tection problems it is important to avoid errors between extreme views (e.g. a

frontal and a size view car). With BAdaCost we can adjust errors between views

(positive classes) using the cost matrix. This could not be achieved under the

traditional binary perspective.

4These values depend on the number of classifiers being compared jointly with the number of data sets

over which the comparison is carried out. See [40].
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• A K-classes classifier is faster than K binary ones. For example, Mathias et

al. [4] used 22 face binary detectors in Headhunter whereas Ohn-Bar et al. [5]

used 75 binary detectors for car detection. In the experiments we will show that

BAdaCost can reach comparable or better performance than K binary detectors

with much less computational effort.

• BAdaCost allows cascade calibration. This is a technique used to speed-up

detection algorithms by stopping the evaluation of the strong classifier whenever

the weighted sum of weak-learner responses goes below a given threshold [7].

In Section 5.2.1 we introduce a score that can be used for calibrating BAdaCost

cascade.

The performance of object detection algorithms depends on a number of details

such as image normalization [43], feature channels [8, 44, 42] and pooling method [41]

used, occlusion handling [45], multi-scale detection policy [8], etc. The goal of our

experiments is not to compete with state-of-the-art algorithms for object detection but

to show that BAdaCost provides a number of advantages that are complementary to

many other types of improvements in cascade design, feature computation, etc.

For our experiments, we have modified Piotr Dollar’s Matlab Toolbox 5 with BAda-

Cost. Our modified implementation will be available online 6.

5.2.1. BAdaCost positive class score computation

It is not obvious how to compute the score in the multi-class cost-sensitive Boost-

ing. The classification score should be positive whenever the target belongs to the

object class and negative when the assigned class is the background. In our case, given

M trained weak learners, {gm(x)}Mm=1, and their weights, {βm}Mm=1, BAdaCost pro-

duces a margin vector, f(x) =
∑M

m=1 βmgm(x). So, the predicted costs incurred

when classifying sample x in one of the K classes are c = C∗f(x) = (c1, . . . , cK)⊤,

and assuming that the negative class has label “1”, the score of sample x is

s(x) = (c1 −min(c2, . . . , cK)). (27)

In the following we use (27) to compute the required score to calibrate the BAda-

Cost cascade [7].

5.2.2. Multi-view face detection

In this group of experiments we consider the problem of detecting faces in im-

ages. We follow the experimental methodology of Mathias et al. [4], training in the

AFLW data set [46], finding the classifier parameters in PASCAL Faces, and testing in

AFW [47] and FDDB [48]. In our case we first run HeadHunter7 [4] to retrieve 23073

face rectangles from AFLW. We train our face detectors with a base size of 40 pixels.

This procedure allows us to use the consistent face labeling of HeadHunter to train our

5https://github.com/pdollar/toolbox
6http://www.dia.fi.upm.es/˜pcr/badacost.html
7https://bitbucket.org/rodrigob/doppia
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BAdaCost-based detector. Second, we make K=5 face classes (see Fig. 2) using the

AFLW data set annotations: full right profile (yaw angle less than −60), half right pro-

file (yaw angle from −60 to −20), frontal face (yaw angle from −20 to 20), half left

profile (yaw angle from 20 to 60) and full left profile (yaw angle greater than −60). We

include only images within −35 to 35 degrees in roll. Any pitch angle is also allowed.

We finally use 6136, 14128, 33684, 13483 and 5848 face images respectively in each

of the 5 face orientation classes, those that are at least 40 pixel wide. These face im-

ages include the actual image in AFLW and its flipped version from the opposite profile

view, when applicable. We also flip the frontal view images. As negative examples we

use 5772 images without the “Person” label from the PASCAL VOC 2007 [49] and run

four rounds of hard negatives mining.

In the experiments we use the Locally Decorrelated Channel Features (LDCF) [44].

We have chosen to make the pyramid from one octave up to the actual size of the input

image to search for faces greater or equal to 20 pixels.

Figure 2: Mean of the AFLW training images in each face view. From left to right: full right profile (view

1), half right profile (view 2), frontal face (view 3), half left profile (view 4) and full left profile (view 5).

In the following, we assign label 1 to the background class and labels 2 to 6 to the

five face orientations in Fig. 2. To train our BAdaCost based detector we depart with

a 0|1-cost matrix (i.e SAMME). We initially set the number of cost-sensitive trees to

T=1024 (4 rounds with 64, 256, 512 and T weak learners, respectively) and tree depth

D=6. We look for the number of negatives to add (parameter nNeg, or N for sort in

figures) per hard negative mining round and the total amount of negatives (parameter

nAccNeg, or NA for sort). In Fig. 3a we show the results with different nAccNeg
values training in AFLW and testing in PASCAL Faces (AFLW/PASCAL). The best

result in terms of Average Precision (AP) is 85.93 obtained with nNeg = 10000 and

nAccNeg = 40000. After we have found the hard negative parameters, we eval-

uate different tree depths (D). In Fig. 3b we show the results for various Ds in the

AFLW/PASCAL experiment configuration. The best tree depth in this case is D = 6
with AP 85.93.

Once selected the parameters for the 0|1-cost matrix, we can vary the costs to adjust

the boundaries between the positive classes and background 8. In order to do so we

define the following cost matrix:

Cβ =

(

0 11×5

β · 15×1 C0|1,5×5

)

, (28)

where 1m×n is a (m × n) matrix full of ones and C0|1,n×m is the (m × n) 0|1-cost

matrix. Cβ assigns cost 1 to all errors between positives classes and β to False Nega-

8Note that errors between face classes in detection do not change AP since all detections have the same

window size.
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tives (FN). In Fig. 3c we show the results obtained in the AFLW/PASCAL experiment

for values of β = 1, 1.5, 2. We choose β = 1.5 as a good compromise giving 50%
higher costs to FNs, i.e. moving the boundaries between all positive classes towards

the background class. Finally, we test the effect of the number of trees (T) when using

β = 1.5, D = 6, nNeg = 10000 and nAccNeg = 40000 (see Fig. 3d). We find that

T = 1024 gives the optimal number of trees and AP, 87.07 in the AFLW/PASCAL

experiments (see qualitative result in first image of Fig. 6).
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Figure 3: Training with AFLW and validating with PASCAL (AFLW/PASCAL).

We compare our face detection algorithm with SquaresChnFtrs-5 and HeadHunter [4].

Both approaches are based on Aggregated Channel Features (ACF) [8]. SquaresChnFtrs-

5 uses 5 face classes as we do, but the pooling is given by summing the ACF in squares

of different sizes around the feature location. HeadHunter uses 21 face classes that

accounts also for in plane face rotations. Since in our experiments we use LDCF fea-

tures, to have comparable results we also train a One-vs-Background detector per class

with LDCF. Again, we use the same face labels and images from AFLW. We term this

approach SubCat as in [5]. We first search for the best parameters for this approach:

nNegs = 5000 and nAccNeg = 20000, D = 2 and T = 4096. Then we compare

with the SAMME and BAdaCost approaches in Fig. 3c.

Following the experimentation in [4] we now test with AFW and FDDB the best

BAdaCost classifier obtained in the validation experiments. For AFW, since all faces

are wider than 40 pixels we do not scale up the input image. As shown in Fig. 4 by using
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sensible costs (see (28)) BAdaCost can improve (i.e. learn the boundaries between

background and positive classes) the results of SAMME. Also, the AP of BAdaCost

is 97.00, very close to HeadHunter, 97.14, and better than SquaresChnFtrs-5, 95.24.

On the other hand, SubCat, the approach using the same features as BAdaCost, only

achieves 93.09 AP. See qualitative results of this experiment in the second image of

Fig. 6.

Figure 4: Training with AFLW and testing with AFW (AFLW/AFW experiment).

In the FDDB experiments (results shown in Figs. 5a and 5b) we have transformed

face detections into ellipses [4]. This change enables us to achieve a better overlap with

the FDDB annotation. We show our FDDB output in the last image of Fig. 6. In the

testing protocol of this data set there are two ROC curves: the discrete one (windows

with IoU greater than 0.5 add 1 in the True Positive Rate, TPR) and the continuous

one (windows add its IoU value in the TPR). Unfortunately, in the latter there are no

published results for SquaresChnFtrs-5. So we also compare ourselves with Yang et

al.’s [50] ACF based detector (ACF label)) that uses 6 binary detectors tuned to the

yaw angle view and Convolutional Channel Features (CCF) [42]. Both approaches

achieve equivalent performance to SquaresChnFtrs-5 in the discrete score, but have

also published results for the continuous one. In the discrete ROC experiment we again

get better results than SubCat and SAMME, comparable results to SquaresChnFtrs-5,

ACF and CCF, and worse than Headhunter. In the continuous setting, Headhunter is

the best detector, marginally better than BAdaCost.

Our results for face detection using an out-of-the-box rigid approach like BAdaCost

are within the state-of-the-art. HeadHunter is the best approach with ours marginally

behind both in AFW and continuous FDDB. This is possibly due to feature differences,

the global color equalization or the large number of face templates tuned to different

facial orientations in HeadHunter. However, as we discuss in section 5.2.4, BAdaCost

is computationally much more efficient.

On the other hand, we also get a performance improvement when Boosting multi-

class weak-learners, i.e. SAMME, instead of binary ones, i.e. SubCat. This could

also be expected given that features trained to discriminate among multiple classes

are more general than binary ones [25]. Moreover, since in face detection all positive

classes have roughly the same aspect ratio, errors between them should not affect recall

and, hence, costs would seem useless. However, the usual way to fine tune the negative

class boundary in Boosting is by performing hard negative mining, i.e. increasing the
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negative class prior. This can be very time consuming, especially when the classifier

has a low negative recall. Our an alternative approach is to use costs. The improvement

in performance achieved by BAdaCost vs SAMME is due to this cost-based modifica-

tion in the FP to FN ratio. Therefore, BAdaCost allows a practical way of learning the

negative class boundary at a fixed number of hard negatives to mine.

(a) AFLW/FDDB Discrete Score results. (b) AFLW/FDDB Continuous Score results.

Figure 5: Training with AFLW and testing with FDDB.

Figure 6: Qualitative detection results for the AFLW/PASCAL experiment (first image), AFLW/AFW exper-

iment (second image), AFLW/FDDB experiment (last image). We display faces with score≥10. Over each

detection and under the face we show in yellow, respectively, the score and the estimated face class. In the

FDDB results, we show in green the estimated ellipse from the yellow rectangle detection.

5.2.3. Multi-view car detection

In this section we consider the problem of detecting cars in images taken “in the

wild.” Since car detections change their aspect ratio depending on the viewing angle,

costs play here a key role to penalize error between positive classes.

Figure 7: KITTI cars classes we use in our experiments.
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We use the object detection benchmark in the KITTI data set [51]. It has three

levels of difficulty: easy, moderate and hard (easy ⊂ moderate ⊂ hard). We carry out

the evaluation in each level separately and use the results in the moderate one to rank

the algorithms. In total there are 7481 images for training and 7518 for testing. Since

the testing images have no ground truth, we split the train set in training and validation

subsets: cars in the first 6733 images (90%) to train (KITTI-train90) and the last 748

images (10%) as validation (KITTI-train10).

Following Ohn-Bar et al.’s SubCat [5], we divide the images into K = 20 view

classes (see Fig. 7) depending on the viewing angle. SubCat uses AdaBoost with

depth-2 decision trees as weak learners. For BAdaCost we use cost-sensitive deci-

sion tree weak learners and LDCF features [44] on the standard ACF channels. In all

the experiments with BAdaCost we train a car model of size 48× 84 pixels with a one

octave-up pyramid to detect cars 24 pixel high. Ohn-Bar et al.’s approach learns a stan-

dard Dollar AdaBoost binary detector [8] for each car view (ignoring all other views

to extract negatives) and for three heights (25, 32 and 48 pixels). This approach has

the advantage of estimating the correct bounding box aspect ratio. The main disadvan-

tages are: 1) it sweeps 20 detectors (at least in one scale) on each image and 2) it cannot

address errors between positive (car views) classes. With our multi-class detector we

only go through the image once. Moreover, we can use costs to model borders between

positive classes. Although in our approach we have to select a fixed window shape for

learning and detecting, since the multi-class sliding window detector outcome is the

view class, we can correct the fixed size window to the mean training aspect ratio of

the predicted view class.

In all experiments with BAdaCost in this section we perform 4 rounds of hard

negatives mining with the KITTI training image subset (KITTI-train90). We set the

number of cost-sensitive trees to T=1024 (4 rounds with 32, 128, 256 and T weak

learners, respectively), tree depth to D=7, and we look for the number of negatives

per round to add (parameter N for sort) and the total amount of negatives (parameter

NA). In Fig. 8a we show the results with different nAccNeg values in the KITTI-

train90/KITTI-10 experiments for the 0|1-cost matrix (i.e SAMME costs). We choose

nNeg = 7500 and nAccNeg = 30000 since increasing it does not improve AP. Then

we evaluate different tree depths (D). In Fig.8b we can see that D=9, AP=75.9, is almost

equal to D=8, AP=75.4. We prefer depth D = 8 to prevent over-fitting.

Let Kp be the number of positive classes and let us assume that view class labels are

arranged in a circular fashion like in Fig. 7. We divide the cost matrix into 3 groups: FP

errors (background predicted as any positive class), FN errors (positive class classified

as background) and errors in the predicted positive class. We give weights to each of the

3 cost groups: α to the FP error, β to the FN errors and finally γ to the errors between

positive classes. Thus, our cost matrix for the multi-view car detection problem is

Cα,β,γ =

(

0 α · 11×20

β · 120×1 γ · P

)

, (29)

where P is a (Kp × Kp) cost matrix (i.e. main diagonal with zeros) that assigns cost

Pi,j , when predicting a car of class i as being of class j, as follows
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(b) SAMME Tree depth (D).
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(f) Final comparison results.

Figure 8: Training with KITTI-train90 and validating with KITTI-train10.

P(i, j) = 1−

∣

∣

∣

∣

2|i− j| −Kp

Kp

∣

∣

∣

∣

. (30)

Equation (30) assigns the lowest cost, 2/Kp, to close view errors (|i− j| = Kp −
1 or 1) and 1 to opposite view errors (|i − j| = Kp/2, e.g. rear to frontal class

errors). Weights α, β and γ balance the relative importance between error groups. We

have tested with various combinations of these weights. In Fig. 8c we show different

experiments labeled with α-β-γ values. In all of them we use the optimal value of

T = 1024, nNeg = 7500 and nAccNeg = 30000. From the results in Fig. 8c and

Fig. 8e we can conclude that the cost-less multi-class approach (i.e. SAMME) and

the multi-class approach with binary detectors (i.e. One-vs-Background, SubCat) are

equivalent in terms of AP. On the other hand, when including a cost matrix to reduce

errors in the predicted view class we get noticeable improvements in AP (e.g. from

SAMME to BAdaCost 1-1-1). Moreover, since the background has higher prior than

any positive class, we need to find the right balance between FN and P costs in (30)

w.r.t. the FP. From the BAdaCost experiments in Fig. 8c, we can see that by increasing

β and γ to 3, BAdaCost 1-3-3, we get the best results.

In Fig. 8d we can see an improvement in the AP with deeper trees for BAdaCost

1-3-3. There is no improvement in the recall from D=7 to D=9. However, in terms

of precision, there is a big improvement from a recall value of 0.6 and above. On the

other hand, there is no reason to prefer depth D = 9 to D = 8 since both plots are

almost equal. Thus we can conclude that the best BAdaCost classifier is the one with

α− β − γ=1-3-3, T = 1024, D = 8 with an AP of 82.1 in the KITTI-train90/KITTI-

train10 experiments (see qualitative result in Fig. 9).
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Data sets Algorithm Easy Moderate Hard

train90/train10
SubCat 80.00 % 74.50 % 58.30 %

SAMME 81.00 % 75.40 % 58.80 %
BAdaCost 84.8 % 82.10 % 66.90 %

train90/testing
SubCat 68.71 % 61.79 % 47.46 %

BAdaCost 77.37 % 66.66 % 55.51 %

Table 2: AP for the experiments on the KITTI data set.

To make a fair comparison, using the same kind of features and search window

size, we have trained a SubCat detector with 20 car views (car images 48 pixels heigh).

We use AdaBoost with 2048 maximum number of decision trees each. In Fig. 8e

we can see the results in the validation subset with depth D=2 and D=3. Finally,

we show the results of the best SubCat, SAMME and BAdaCost configurations in

Fig. 8f for the moderate samples and in Table 2 for all KITTI experiments. The

train90/train10 data set represents the results of the experiments here described,

while train90/testing the results produced by the evaluation server 9.

We can conclude that the detector built with a cost-less multi-class AdaBoost,

SAMME, is not better than the one built with a set of binary detectors, SubCat. How-

ever, the introduction of costs with BAdaCost produces a improvement of about 7

points in AP. This experiment talks for itself about the benefits of using multi-class

cost-sensitive Boosting algorithms in asymmetric computer vision problems.

Figure 9: Qualitative detection results in KITTI-train90/KITTI-train10 experiment (shown detections with

score≥10). For each detection, we show the score (above) and the estimated view class (below).

5.2.4. Classification efficiency

Computational efficiency is a key issue in classification algorithms, specially those

used for object detection in a sliding window approach. The computational cost of

Boosting algorithm is directly related to the number of decision tree nodes that have to

be evaluated to make a decision.

In Table 3 we show the number of detectors, #Detect, number of tree weak-

learners in each detector #T, tree depths D and number of node evaluations, #Nodes

(number of weak-learners times tree depth times number of detectors).

9http://www.cvlibs.net/datasets/kitti/eval\_object.php (SubCat48LDCF and

BdCost48LDCF).
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Data sets Algorithm #Detect #T D #Nodes

AFLW
SqChnnFtrs-5 5 2000 2 20000

SubCat 5 4096 2 40960
HeadHunter 22 2000 2 88000
BAdaCost 1 1024 6 6144

KITTI train90
SubCat 20 ≤2048 2 38984

BAdaCost 1 1024 8 8192

Table 3: Number of decision tree nodes executed to classify.

As shown in Table 3, in the worst case, BAdaCost evaluates fewer decision tree

nodes than any of the algorithms discussed in this section. In the face detection prob-

lem, it is 3.25 more efficient than SquaresChnFtrs-5, 6.66 times more efficient than

SubCat and 14.32 times more efficient than HeadHunter. In the car detection problem,

it is 4.75 times more efficient than our trained SubCat detector with LDCF features.

The multi-class cost-sensitive approach presented in this paper is not only more

flexible than its binary competitors learning class boundaries, but it also is far more

efficient. We can train BAdaCost in roughly one fourth of the time required for SubCat.

6. Conclusions

In this paper we have addressed the problem of extending the notion of multi-class

margin to the cost-sensitive margin. We have introduced the BAdaCost algorithm and

we have explored its theoretical connections proving that it generalizes SAMME [23],

Cost-sensitive AdaBoost [15] and PIBoost [24].

The cost-sensitive multi-class approach introduced in this paper fills an existing

gap in the literature. It provides a sound Boosting algorithm for solving multi-class

cost-sensitive problems such as the multi-view object detection. The importance of a

cost-sensitive multi-class approaches comes from the fact that the cost matrix can be

used as a tool to learn class boundaries. There are relevant multi-class problems for

which this is important: class imbalance problems [26], asymmetric classification like

in detection and segmentation or any problem in which the objective is not the global

error but a metric like Jaccard or F1-score [52].

We have shown experimentally that BAdaCost outperforms other relevant multi-

class Boosting algorithms in the literature: Ada.C2M1 [9], MultiBoost [22] and Lp-

CSB [21]. We have tested our cost-sensitive approach in face and car detection prob-

lems. The usual approach to multi-view object detection is to use a binary detector per

view. In our experiments we have shown that for face and car detection, the multi-class

cost-sensitive Boosting improves by a large margin the usual multi-view approach.

This is a relevant outcome since one limitation of current cascade architectures is the

difficulty of implementing multi-class detectors [53]. Furthermore, our algorithm uses

much fewer weak-learners than the usual approaches to multi-view object detection.
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1. Proof of BAdaCost Lemma

Let us assume known fm(x), the stage-wise additive model up to iteration m. We

get fm+1(x) = fm(x) + βg(x), where (β,g) minimize the expression

N∑

n=1

exp (C∗(ln,−) (fm(xn) + βg(xn)))

=
N∑

n=1

w(n) exp (βC∗(ln,−)g(xn))

=
K∑

j=1

∑

{n:ln=j}

w(n) exp (βC∗(j,−)g(xn))

=
K∑

j=1

∑

{n:ln=j}

w(n) exp

(
βK

K − 1
C∗(j, G(xn))

)

,

where w(n) = exp(C∗(ln,−)fm(xn)).

In the last step of the previous expression we take into account the equivalence be-

tween vector-valued functions, g, and label-valued functions,G. Let S (j) = {n : ln = G(xn) = j}

be the set of indexes of well classified instances with ln = j and let F (j, k) =

{n : ln = j,G(xn) = k} be the indexes where G outputs k when the real label is j.

Therefore, we can rewrite the above expression as

K∑

j=1

∑

n∈S(j)

w(n) exp

(
βKC∗(j, j)

K − 1

)

+
K∑

j=1

∑

n∈F(j,k)

w(n) exp

(
βKC∗(j, k)

K − 1

)

=
K∑

j=1

Sj exp

(
βKC∗(j, j)

K − 1

)

+
K∑

j=1

∑

k 6=j

Ej,k exp

(
βKC∗(j, k)

K − 1

)

.

Where Sj =
∑

n∈S(j) w(n) and Ej,k =
∑

n∈F(j,k) w(n). Taking into account that

these constants are positive values and also exp(βC∗(i, j)) > 0 (∀i, j ∈ L), we can

omit the term K/(K − 1) in the exponents to solve the minimization. Subsequently,

the objective function can be written:

K
∑

j=1



Sj exp (βC
∗(j, j)) +

∑

k 6=j

Ej,k exp (βC
∗(j, k))



 . (1)
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Now, fixed a value β > 0, the optimal step, g, can be found minimizing

K∑

j=1






Sj exp (βC∗(j, j))

︸ ︷︷ ︸

A(j,j)β

+
∑

k 6=j

Ej,k exp (βC∗(j, k))
︸ ︷︷ ︸

A(j,k)β







=
K∑

j=1








∑

n∈S(j)

w(n)



A(j, j)β +
∑

k 6=j




∑

n∈F(j,k)

w(n)



A(j, k)β





=
N∑

n=1

w(n)



A(ln, ln)
βI (G(xn) = ln) +

∑

k 6=ln

A(ln, k)
βI (G(xn) = k)



 .

Finally if we assume known a direction, g, then its weighted errors, Ej,k, and suc-

cesses, Sj , will be computable. So deriving (1) with respect to β (note that is a convex

function) and equating to zero we get

K∑

j=1




∑

k 6=j

Ej,kC
∗(j, k) exp (βC∗(j, k)) + SjC

∗(j, j) exp (βC∗(j, j))



 = 0

K∑

j=1

∑

k 6=j

Ej,kC
∗(j, k) exp (βC∗(j, k)) = −

K∑

j=1

SjC
∗(j, j) exp (βC∗(j, j))

K∑

j=1

∑

k 6=j

Ej,kC
∗(j, k)A(j, k)β = −

K∑

j=1

SjC
∗(j, j)A(j, j)β

K∑

j=1

∑

k 6=j

Ej,kC(j, k)A(j, k)β =
K∑

j=1

K∑

h=1

SjC(j, h)A(j, j)β ,

where A(j, k) = expC∗(j, k).

2. Proof of Corollary 1 (SAMME is a special case of BAdaCost)

It is easy to see that when C is defined in the following way:

C(i, j) :=







0 for i = j

1
K(K−1) for i 6= j

∀i, j ∈ L, (2)

then a discrete vectorial weak learner, f , yields C∗(l,−)f(x) = −1/(K−1) for correct

classifications and C∗(l,−)f(x) = 1/(K − 1)2 for errors. Both quantities are, in fact,

the possible values of −1
K
y⊤f(x) in the exponent of the loss function in SAMME. Thus
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expression (1) can be written

K∑

j=1



Sj exp

(
−β

K − 1

)

+
∑

k 6=j

Ej,k exp

(
β

(K − 1)2

)




=





K∑

j=1

Sj





︸ ︷︷ ︸

S

exp

(
−β

K − 1

)

+





K∑

j=1

∑

k 6=j

Ej,k





︸ ︷︷ ︸

E

exp

(
β

(K − 1)2

)

= S exp

(
−β

K − 1

)

+E exp

(
β

(K − 1)2

)

= (1 −E) exp

(
−β

K − 1

)

+ E exp

(
β

(K − 1)2

)

= exp

(
−β

K − 1

)

+ E

(

exp

(
β

(K − 1)2

)

− exp

(
−β

K − 1

))

.

So, the above expression is minimized when E =
∑N

n=1 w(n)I (G(xn) 6= ln) is

minimum. For the second point of the corollary we just need to consider the above

expression as a function of β. Computing the derivative and setting equal to zero we

get

E

K − 1
exp

(
β

(K − 1)2

)

= (1− E) exp

(
−β

K − 1

)

exp

(
Kβ

(K − 1)2

)

=
(K − 1)(1 −E)

E
,

and taking logarithms

Kβ

(K − 1)2
= log

(
1−E

E

)

+ log (K − 1)

β =
(K − 1)2

K

(

log

(
1− E

E

)

+ log (K − 1)

)

.

Hence the second point of the corollary follows.

3. Proof of Corollary 2 (CS-AdaBoost is a special case of BAdaCost)

Given the (2 × 2)-cost-matrix, let C1 = C(1, 2) and C2 = C(2, 1) denote the non

diagonal values. The expression (1) becomes:

2∑

j=1






Sj exp (−βCj) + Ej,k

︸︷︷︸

k 6=j

exp (βCj)







=

S1 exp (−βC1) +E1,2 exp (βC1) + S2 exp (−βC2) +E2,1 exp (βC2) .

Let us assume now that β > 0 is known. Using Badacost Lemma, the optimal discrete

weak learner minimizing the expected loss is

argmin
g

[

eβC1E1,2 + e−βC1S1 + eβC2E2,1 + e−βC2S2

]

,
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changing the notation T1 =
∑

{n:ln=1} w(n), T2 =
∑

{n:ln=2} w(n), E1,2 = b =

T1 − S1 and E2,1 = d = T2 − S2,

argmin
g

[

eβC1b+ e−βC1(T1 − b) + eβC2d+ e−βC2(T2 − d)
]

=

argmin
g

[
(

eβC1
− e−βC1

)

b

+e−βC1T1 +
(

eβC2
− e−βC2

)

d+ e−βC2T2].

(3)

Besides, if we assume known the optimal weak learner, g, then its weighted suc-

cess/error rates will be computable. We can find the best value β using BAdaCost

Lemma. In this binary case the following expression must be solved

E1,2C1e
βC1 +E2,1C2e

βC2 = S1C1e
−βC1 + S2C2e

−βC2 .

Again, using the notation T1, T2, b and d we get

bC1e
βC1 + dC2e

βC2 = (T1 − b)C1e
−βC1 + (T2 − d)C2e

−βC2

bC1

(

eβC1 + e−βC1

)

+ dC2

(

eβC2 + eβC2

)

= T1C1e
−βC1 + T2C2e

−βC2

2bC1 cosh (βC1) + 2dC2 cosh (βC2) = T1C1e
−βC1 + T2C2e

−βC2 , (4)

that proves the equivalence between both algorithms for binary problems.

4. Proof of Corollary 3 (PIBoost is a special case of BAdaCost)

Let S denote a subset of s-labels of the problem. The margin values are y⊤f(x) =
±K

s(K−1) , when y ∈ S, and y⊤f(x) = ±K
(K−s)(K−1) , when y /∈ S. In both cases there is

a positive/negative sign in case of correct/wrong classification. In turn the exponential

loss function, exp(−y⊤f(x)/K), yields exp( ∓1
s(K−1) ) and exp( ∓1

(K−s)(K−1)) respec-

tively. Let C be the (2 × 2)-cost-matrix with non diagonal values C(1, 2) = 1
sK

and

C(2, 1) = 1
(K−s)K . This matrix produces cost-sensitive multi-class margins with the

same values on the loss function. Thus we can apply the Lemma to this binary cost-

sensitive sub-problem. In particular we can apply Corollary 2 directly. Replacing in

expression (3) we get the optimal weak learner, g, solving

argmin
g

(

e
β

s(K−1)
− e

−β

s(K−1)

)

E1 +A1e
−β

s(K−1) +

+

(

e
β

(K−s)(K−1)
− e

−β
(K−s)(K−1)

)

E2 + A2e
−β

(K−s)(K−1) .

(5)

Where A1 =
∑

{n:ln=1} w(n), A2 =
∑

{n:ln=2} w(n), E1 =
∑

{n:g(xn) 6=ln=1} w(n)

and E2 =
∑

{n:g(xn) 6=ln=2} w(n). If we assume known the optimal direction of clas-

sification g, then its weighted errors and successes, we can compute the optimal step β
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using (4) as the solution to

2E1

s
cosh

(
β

s(K − 1)

)

+
2E2

(K − s)
cosh

(
β

(K − s)(K − 1)

)

=

A1

s
exp

(
−β

s(K − 1)

)

+
A2

(K − s)
exp

(
−β

(K − s)(K − 1)

)

.

Denoting β = s(K − s)(K − 1) log x we get

E1

s

(

x(K−s)
− x−(K−s)

)

+
E2

(K − s)

(
xs

− x−s
)
=

A1

s
x−(K−s) +

A2

(K − s)
x−s .

Which is equivalent to finding the only real solution (Descartes Theorem of signs) of

the following polynomial:

P (x) = E1(K − s)x2(K−s) + E2sx
K

− s(A2 −E2)x
(K−2s)

− (K − s)(A1 −E1) .

Hence the Corollary follows.

5. UCI Data Bases

In Section 5.1 of the paper we we select 12 data sets from the UCI repository that

cover a broad range of multi-class classification problems with regard to the number

of variables, labels, and data instances. In Table 1 we provide additional information

about them.

Data set Variables Labels Instances

CarEvaluation 6 4 1728

Chess 6 18 28056

CNAE9 856 9 1080

ContraMethod 9 3 1473

Isolet 617 26 7797

Letter 16 26 20000

Shuttle 9 7 58000

OptDigits 64 10 5620

PenDigits 16 10 10992

SatImage 36 7 6435

Segmentation 19 7 2310

Waveform 21 3 5000

Table 1: Summary of selected UCI data sets
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6. A cost matrix for imbalanced classification problems1

A preliminary issue when using a cost-sensitive algorithm for solving an imbalance

problem is establishing the cost matrix, C. A straightforward solution would be to set

the costs inversely proportional to the class imbalance ratios. However, this solution

does not take into account the complexity of the classification problem. i.e. the amount

of class overlap, within-class imbalance, etc. Here we introduce an alternative solution

that considers the problem complexity. To this end we introduce a cost matrix that

weighs more heavily the errors of poorly classified classes, hence the classifier will

concentrate on the difficult minority classes.

Let F be the confusion matrix and F∗ the matrix obtained when dividing each row

i, F(i,−), byF(i, ·) =
∑

j F (i, j), i.e. the number of samples in class i. ThenF ∗(i, j)

is the proportion of data in class i classified as j. In a complex and imbalanced data-set,

a 0|1-loss classifier (e.g. BAdaCost with 0|1-losses) will tend to over-fit the majority

classes. So, off-diagonal elements in rows F∗(i,−) for majority (alt. minority) classes

will have low (high) scores. Hence, the resulting matrix after setting F ∗(i, i) = 0, ∀i =

1 . . .K is already a cost matrix. Finally, to improve numerical conditioning, we set

C = λF∗, for a small λ > 0.

7. Face detector trained with BAdaCost

Classifiers trained with BAdaCost have a number of interesting features to explore.

We first show additional information about the face detector learned with the AFLW

database and used in the experiments in the paper. Afterwards we also include infor-

mation about the car detector trained with KITTI-train90, also used in the experiments.

Fig. 1 (top left) shows the spatial distribution of features selected by BAdaCost in

the face detection experiment. We use the weights of the weak learner to compute the

map. This means that a feature used in a weak learner tree contributes to the map with

the weak learner weight. The more reddish is the color of the corresponding spatial

location in the map, the more times a feature in this location has been selected by a

1From Section 5 of [1]
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weak learner with high weight. On the other hand, Fig. 2 shows the spatial distribution

of face features selected in each of the original ACF channels: color (LUV), gradient

magnitude (||.||) and gradient filters at different orientations. In Fig. 2 we can see that

the color channels are symmetrical in terms of feature localization, that is reasonable

since skin color is independent of face orientation. The magnitude of the gradient in

the center of the face is also important for detection: the face has strong edges around

the mouth and nose. Finally, the importance of gradient orientation channels depends

on the face orientation class (e.g. 30o edges are important for half profile faces while

0o edges are important for frontal faces.).

Figure 1: Spatial distribution of features selected by BAdaCost in AFLW (top left). Red color represent the

most frequently used features, blue less frequently used ones. We also show several face images to compare

them with the feature location map.

Fig. 3 shows the spatial distribution of car features selected by BAdaCost. Fig. 4

shows the spatial distribution of features selected in each of the original ACF chan-

nels. In Fig. 4 we can see that color channels have a global role in car detection (see

L channel). However, the U channel seems to be used to detect the car rear lights.

Also, as in the face detector, gradient orientation channels respond selectively to the

car orientation. For example, the 30o channel responds to view 17 or 18 (half right
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L U V ||.|| 90o

60o 30o 0o −30o −60o

Figure 2: Per channel spatial distribution of features selected by BAdaCost in AFLW. Red color represent

the most frequently used features, blue less frequently used ones.

profile).

8. Cascade calibration

Boosting classifiers used in detection can execute all weak learners or stop when

we are sure that the image window is negative. In Fig. 5 we show the score in the x

axis and the number of executed weak learners in the y axis. In it we plot the largest

and lowest score for positive examples (in green) and the lowest and largest score for

negatives (in red). It is clear that negative examples scores have lower values than

those of the positive ones. So, we can stop evaluating weak learners when the score

falls below a calibrated threshold.

We use a slightly modified version of Direct Backward Pruning (DBP) [2]. The

DBP algorithm finds the positive training example with the lowest score in the last

weak learner (LPSE, Lowest Positive Score Example), see blue plot in Fig. 5. In our

case, we set a threshold that corresponds to the lowest LPSE (see purple horizontal line

in Fig. 5).
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Figure 3: Spatial distribution of selected features by the BAdaCost algorithm in KITTI-train90 (top left).

Red color represent the most frequently used features, blue less frequently used ones. We also show training

face images to compare them with the feature location map.

L U V ||.|| 90o

60o 30o 0o −30o −60o

Figure 4: Per channel spatial distribution of selected features by the BAdaCost algorithm in KITTI-train90.

Red color represent the most frequently used features, blue less frequently used ones.
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Figure 5: Score as a function of weak learner evaluated (i.e. example trace) for the best BAdaCost classifier

trained with the KITTI-train90 database.
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