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Abstract

Supervised learning depth estimation methods can achieve good performance when trained on high-quality ground-truth, like
LiDAR data. However, LiDAR can only generate sparse 3D maps which causes losing information. Obtaining high-quality ground-
truth depth data per pixel is difficult to acquire. In order to overcome this limitation, we propose a novel approach combining
structure information from a promising Plane and Parallax geometry pipeline with depth information into a U-Net supervised
learning network, which results in quantitative and qualitative improvement compared to existing popular learning-based methods.

In particular, the model is evaluated on two large-scale and challenging datasets: KITTI Vision Benchmark and Cityscapes
dataset and achieve the best performance in terms of relative error. Compared with pure depth supervision models, our model has
impressive performance on depth prediction of thin objects and edges, and compared to structure prediction baseline, our model
performs more robustly.
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1. Introduction

Depth estimation plays an important role in computer vision,
which can be widely applied in robotics and autonomous driv-
ing. Monocular depth estimation is one of the most attractive
tasks because of its low sensor cost, which predicts the depth
value from a single RGB image. However, it is often described
as an ill-posed task, since a single RGB image can be obtained
by projection from an infinite number of 3D scenes [1].

Supervised learning is one of the most widely applied so-
lutions, which regard depth estimation as a regressive prob-
lem [2, 3]. However, it is relying on highly precise pixel-
wise ground-truth depth data, which is difficult to obtain, e.g.,
LiDAR sensor can only provide sparse high-precision depth
measurement, and stereo-based vision sensors can only pro-
vide dense depth map for small detection range [4, 5]. With
sparse or low-precision ground-truth, it causes a limited quality
of depth prediction. As one prominent example, after training
with LiDAR data, the depth estimation of thin objects and edges
is incorrect, due to missing label information of these areas in
ground-truth data [6].

The Plane and Parallax (P+P) geometry algorithm is an alter-
native solution, which can calculate the parallax of points that
are not lying on the reference plane. With the given epipole of
two images captured from different views, a ratio of height to
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the depth of a 3D point can be obtained, which can be converted
to depth value for most pixels [7]. However, the depth value
around the epipole position is distorted, since the structure ratio
tends to infinity, which is an inherent flaw of the P+P algo-
rithm. Depth values on dynamic objects (such as moving cars)
are incorrectly predicted because the parallax of pixels on mov-
ing objects are contaminated by the relative motion [8]. More-
over, it fails when the ego-motion condition is not met, i.e., the
epipole is at infinity [9]. The supervised learning method can
be a promising solution to solve the problems by optimizing the
global images cost.

Hence, in this work, we propose a novel joint supervision
network that applies U-Net architecture with two parallel out-
put streams (structure and depth). The structure stream uses
the output from the promising Plane and Parallax (P+P) geom-
etry as the ground-truth, which provides the ratio between the
height of each point above a planar surface and the depth in the
camera scene. In a driving situation, the street plane can be ap-
proximated as a planar surface [10]. The depth stream is using
LiDAR measurement ground-truth. The structure ratio gives a
strong and stable hint for depth regression and a combined cost
of structure and depth forces the model to infer structure infor-
mation around the epipole. When training the monocular depth
model combined with structure information, the depth of thin
objects and edges with sparse label information is optimally in-
ferred to minimize the common loss function.

Overall, the main contributions of our work lie in three fields:

• A novel structure and depth joint supervised network is
proposed, which uses structure information as depth hints,
and leverages depth and structure cost through a common
loss function.

• We construct a promising 3D scene reconstruction pipeline
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using the Plane and Parallax algorithm to provide scene
structure information from mono RGB images.

• Our model is evaluated on two large-scale and challeng-
ing dataset: KITTI Vision Benchmark [11] and Cityscapes
dataset [12]. The result demonstrates that our model can
not only enhance the monocular depth, but also structure
estimation. We compare our results with other popular
learning-based approaches on both datasets and achieve
the best performance in terms of relative error, 0.054 and
0.090 respectively.

2. Related Work

Deep learning has evolved rapidly in recent years and re-
defined how the depth reconstruction problem is being ap-
proached. The following section briefly introduces the most
relevant methods, which differ from each other in their degree
of supervision. Since this work builds upon the Plane+Parallax
geometry, we also review the P+P framework.

2.1. Supervised Monocular Depth Estimation

Supervised methods directly regress disparity or depth from
the input images. In doing so, ground-truth data is required to
train a Convolutional Neural Network (CNN) as a regression
model.

Eigen et al. [2] are one of the first, who proposed a depth
regression model that uses directly a single input image. Their
work addresses integrating both global and local information of
the scene to find depth relations from single images. In do-
ing so, the authors present an architecture consisting of two
neural networks that first generate initial depth predictions of
the global scene, which are then locally refined at finer resolu-
tions. Building upon this approach [13] and [14] demonstrated
the possibilities of using convolutional networks for multiple
computer vision tasks. They extent the task of depth estimation
by training a CNN to jointly predict different quantities, such
as depth, surface norms, and semantic labels from the input im-
age. This is done by either using a single CNN or using multi-
ple CNNs that learn the relationship between the corresponding
quantities while enforcing geometric consistency. In doing so,
it was shown that it can be advantageous to combine highly re-
lated quantities that provide a rich representation of the scene
and further improve each task’s estimations.

Given the possibility of using a general regression model for
various computer vision tasks, subsequent publication [3] fo-
cused on defining an appropriate training setup and loss func-
tion to further improve the accuracy and efficiency of super-
vised depth estimation from monocular images. Fu et al. [15]
used a different approach and formulate the depth prediction
task as an ordinal regression problem. In order to overcome
the poor performance of depth supervision methods in edge de-
tection, Feng et al. [16] firstly proposed a Boundary-inducted
mechanism into a Scene-aggregated network, which improves
the depth estimation performance of the area around boundary
that indicates the depth change.

More recently, transformer networks have been successfully
applied in supervised learning methods with incomplete ground
truth [17]. Bhat et al. [18] divided the depth range into
bins through a transformer-based encoder and decoder network,
which estimates depth value by the linear combination of bins
center. Ye et al. [19] proposed a two stream network that
adopts a spatial attention module to extract pixel relationship
combining with a depth regression branch, which significantly
improved the performance of depth inferring.

2.2. Self-Supervised Monocular Depth Estimation

In comparison, self-supervised approaches only require im-
age data for training. Garg et al. [20], therefore, introduced
a novel supervisory signal available from the geometric con-
straints between the input images themselves. The method uses
the predicted depth of one image from a calibrated stereo pair
to generate an inverse warp of the target image, which is then
used to reconstruct the source image. The difference between
the warped and the source image is treated as a training sig-
nal by computing the reconstruction loss. Subsequently, this
approach was extended by reconstructing both input images,
instead of only one [21].

Another type of self-supervised method generalizes earlier
approaches to purely monocular settings. Following established
methods from Structure-from-Motion (SfM), [22] introduce a
depth and pose network which is simultaneously learned from
unlabeled monocular videos. Following [20] the outputs are
used to inversely warp the source images to reconstruct the tar-
get view. The photometric reconstruction loss is used to train
the model. Since then, several methods [4, 23] have been pub-
lished building upon these approaches. To further improve this
line of work, more advanced architectures or training processes
were introduced [5, 24], which use additional loss terms, geo-
metric constraints or generalizing to new datasets. Addition-
ally, as already proven to work with supervised approaches,
the depth estimation was extended to multiple computer vi-
sion tasks, such as joint depth, camera motion, optical flow,
and motion segmentation learning. This set of improvements
has shown that self-supervised approaches result in promising
results by learning the depth from the geometric constraints in-
stead of ground-truth data [5]. However, those methods suffer
from scale ambiguity or occlusions, given that the supervisory
signal does not contain absolute scale information [24].

In most existing self-supervised learning methods, depth
regression involves minimizing a photometric reconstruction
loss. Finding the optimal depth value is typically difficult be-
cause the minimization of photometric reconstruction loss has
multiple local minima, which leads to a decrease in prediction
accuracy [24].

2.3. Plane and Parallax geometry

The P+P geometry provides a powerful framework with a
scene-centered representation of the 3D structure from 2D im-
ages. The main idea is to decompose the image motion between
multiple frames into a planar homography and residual paral-
lax, which can simplify the geometric reasoning about the scene
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structure [7, 9]. The underlying concept can be divided into two
main steps. First, a planar surface is identified in the 3D scene
and used to align the 2D images. This compensates for the de-
tected planar motion. Second, the residual image displacement
between the aligned frames is estimated. The displacements are
either due to the parallax motion of static scene points or inde-
pendently moving objects in the scene. This method provides
dense structure information relative to an identified planar sur-
face. In many applications, the deviation relative to a planar
surface in the scene is much more relevant than recovering the
shape in terms of distance to the camera [25]. Although the
P+P geometry provides a robust 3D reconstruction framework
for most of the pixels, it can not predict a reasonable depth value
at epipole because of the infinite structure ratio, and it predicts
incorrectly depth value on dynamic objects due to parallax pol-
lution from relative motion [8]. Furthermore, it fails when there
is no ego-motion [9].

Inspired by the aforementioned works, we utilize additional
dense structure information from P+P geometry to train a depth
supervised model and try to achieve a better regression where
there is no depth label. In doing so, we construct a 3D scene re-
construction pipeline using the Plane and Parallax algorithm to
provide structure ground-truth, and feed both depth and struc-
ture streams to a joint supervised learning network and update
the model through a common loss function.

3. Joint prediction of structure and depth

Our depth and structure joint prediction pipeline consists of
two separate parts. The first part is generating structure ground-
truth data through our P+P implementation, see Fig. 1. It com-
putes a dense projected structure map via the epipole from three
consecutive input images. The reference plane is set as the
ground surface. The second part contains the structure-guided
training of monocular depth estimation using P+P geometry,
see Fig 2. It combines the depth and structure information by
jointly learning both quantities through a fully shared decoder.
Both predictions use the L1 loss and the total loss is computed
as the weighted sum of depth and structure loss.

3.1. Structure prediction using Plane and Parallax geometry
approach

From the theory of Plane and Parallax, it can be seen that a
static scene and homography computing are essential to gen-
erate structure information. The detail formula derivation can
be found in the Appendix 6 or [7]. In doing so, we construct
a P+P geometry based pipeline that includes optical flow, se-
mantic segmentation, homography estimation, homography de-
composition and P+P modules, as shown in Fig. 1. We use
an optical flow and semantic segmentation network to generate
the point correspondences and the feature masks in the input
frames. This information is required for computing temporar-
ily and structurally consistent homographies, t−1At and t+1At,
to warp the adjacent frames It−1 and It+1 towards the current
frame It and to generate the structure value of each pixel using
the derivations from [7].

Optical Flow: Since the warping of frames It−1 and It+1
by the homography towards current frame It is highly de-
pendent on accurate estimations of the point correspondences
pt−1, pt, and pt+1, we implement the optical flow network Rigid-
mask [26] that achieves promising results on the KITTI Vi-
sion Benchmark for Optical Flow [11]. The optical flow vec-
tors are calculated in both directions (forwards and backwards):
t−1ut,

t+1 ut,
t ut−1, and tut+1, with t−1ut = pt−1 − pt.

Semantic Segmentation: In the P+P framework, a reference
surface needs to be defined to calculate the parallax. In this
work, we choose the ground surface as the reference plane. In
order to detect the ground surface, we apply the semantic seg-
mentation network proposed in [27], which can distinguish one
region from another based on its semantic context and is the
leading method on the KITTI Vision Benchmark [11].

Homography Estimation: The optical flow vectors and the
feature mask are subscribed by the homography estimation
component to calculate the homography matrix A that aligns
the adjacent frames to the current frame. In this work, we im-
plement MR-FLOW method provided in [8], which employs an
iterative scheme and alternates between optimization of struc-
tural components and the parallax based parameters. The rele-
vant modules for computing the homography and optical flow
refinement are used to achieve the given objective. The op-
tical flow vectors are used to compute an initial homography
estimation via RANSAC. The residual parallax vectors can be
derived from the initial estimation by warping the point corre-
spondences towards the reference frame It. Given the epipole,
the homography is refined under the condition that the resid-
ual parallax vectors must intersect in the epipole. Therefore
the distance of the residual parallax flow line to the epipole is
minimized [7].

Homography Decomposition: In addition to structural infor-
mation, P+P can also use the odometry and plane informa-
tion, obtained by decomposing the estimated homography, to
directly predict the height relative to the reference plane and
the depth of pixels. When the reference plane is set to be ”at in-
finity”, the depth is computed directly from the optical flow and
odometry data (see dash blue branch in Fig. 1) without comput-
ing the structure as a result [28]. We consider the depth pre-
diction as a reference value to choose the best setup of the P+P
network.

However, the P+P algorithm is highly reliant on given
epipole, static objects, and ego-motion. It fails around the
epipole since the structure value tends to infinity, and predicts
incorrect structure values on moving objects due to parallax
pollution. As shown in Fig. 1, the homography is calculated us-
ing a static reference plane, and the homography result contains
the information of ego motion. However, the dynamic objects
in the scene have a relative motion with respect to the refer-
ence plane, which will have either shorter or longer parallax
compared to static objects in that region and result in a wrong
structure calculation using the same homography result as static
objects. Furthermore, the P+P geometry fails when the camera
has no ego-motion, since the homography is unsolvable. These
errors will further lead to inaccurate depth prediction. More
evidence can be found in quantitative and qualitative results.
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Figure 1: Overview of the Plane and Parallax pipeline: Illustration of the structure prediction pipeline using Plane + Parallax geometry algorithm; The network
compute the structure ground-truth data via the epipole from three consecutive input images with respect to the reference plane (solid green). It can predict directly
depth, when set the reference plane at ”infinity” (dash blue).

3.2. Joint prediction of depth and structure using Plane and
Parallax

To overcome the disadvantages of P+P geometry-based
methods and pure depth supervised learning methods, we pro-
posed a data-driven method that utilizes the output of the P+P
framework. It combines the dense structure information pro-
vided by the P+P implementation with a supervised depth
learning network to achieve two objectives: First, more pre-
cise prediction of dense depth where sparse LiDAR ground-
truth fails to cover; Second, to gain robust structure informa-
tion, even in the presence of moving objects or in static scenes,
i.e., scenes without ego-motion.

The architecture of the Depth+Structure network builds upon
a standard U-Net, as shown in Fig. 2. It uses the ResNeSt [29]
encoder at different complexities (50 and 101). The decoder
consists of fully-shared weights among the depth and structure
predictions and uses the sigmoid activation function at the out-
put layer. In the depth branch, the sigmoid output σ, which cor-
responds to the disparity prediction of the network, is then con-
verted to depth as it is done in [5] with D = 1/(aσ+b) . In doing
so, the depth output is constrained to lie in the range [0.1, 100],
choosing a and b accordingly. In the structure stream, the range
of the predicted structural values is defined by analyzing the
full structure ground-truth that is generated by P+P geometry.
It is found that 93.5% of the structure images are of good qual-
ity and their absolute relative error is less than 0.5. Within the
range of these good quality data, the maximum structure value
is found to be 0.06 that is mainly located on the sides of the
street, usually lower than middle street. The minimum value is
found to be −0.5 that mostly appears in the top image area, e.g.,
the sky, tree tops, building tops and so on. Following this anal-
ysis, the “mainly active” range of sigmoid output [σ(−2), σ(2)]
is linearly mapped to the range [−0.5, 0.06]. Note that the sign
of structure value is defined by the normal vector of the refer-
ence plane (street). Since the normal vector is towards down,
all scenes above the reference plane have negative values, oth-
erwise positive.

Both quantities are predicted with the same resolution, i.e.,
640× 192, and using the L1 loss. The total loss is computed by

the weighted sum of two losses, as follows:

Loss = wDLossD + wS LossS

with

LossD =
∑n

i=1

∥∥∥Dp − Dgt

∥∥∥
LossS =

∑n
i=1

∥∥∥S p − S gt

∥∥∥ (1)

where D and S represent the depth and the structure respec-
tively, p and gt stand for predicted and ground-truth value,
and w is its corresponding weight. The ground-truth data
of structure is obtained by the P+P implementation. The
Depth+Structure network jointly predicts two quantities of dif-
ferent ranges to receive accurate predictions for both depth and
structure. Therefore, an optimal ratio between the weighted
structure and depth loss needs to be found, in the following
denoted as S/D ratio and calculated as wS

wD
.

4. Evaluation and Results

To evaluate the performance of joint prediction of depth and
structure, we experiment on two large-scale depth estimation
datasets: KITTI dataset [11] and Cityscapes [12]. We first per-
form a detailed ablation study on the KITTI dataset to exam-
ine the contributions of the proposed model components to the
depth and structure prediction performance. Then, we evaluate
the final model on both datasets and compare the results with
other state-of-the-art methods.

4.1. Dataset

KITTI Dataset: For the evaluation of the Plane+Parallax
implementation, we use the KITTI Odometry dataset [11].
2000 monocular triplets of the provided sequences 00-10 are
randomly selected, representing approximately 10% of each se-
quence, excluding sequence 01. The sequence 01 contains a
highway scenario, for which the P+P method was not able to
create meaningful results for the structure and depth predic-
tions, due to inaccurate optical flow and homography predic-
tions.
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Figure 2: Overview of the Depth+Structure joint supervision network: Illustration of the joint prediction of depth and structure network, where It , Dt , S t , Dgt ,
S gt stands for input, depth prediction, structure prediction, depth ground truth, structure ground truth, respectively.

For the experiment of the joint prediction network, we use
the data split of Eigen et al. [13]. The structure ground-truth
data is provided by our implementation of P+P on KITTI Eigen
split data. Given that the P+P implementation requires three
consecutive images as input, the structure element cannot be
created for all frames in the data split, i.e., for images at the
beginning and the end of a sequence. It is further necessary
to remove static frames from the dataset, as ego-motion is re-
quired for the P+P formulation. We follow the pre-processing
of Zhou et al. [22] and generate 39, 810 monocular triplets. Af-
ter implementation of the P+P method, we successfully create
38, 798 monocular triplets ground-truth data, in which 36, 267
with good quality ( REL ≤ 0.5 ) are used for training.

For our depth evaluation, we use the improved KITTI
ground-truth data, which is created by an accumulation and data
clean-up pipeline introduced by Uhrig et al. [30]. This results
in 652 semi-dense depth maps from the original 697 Eigen Test
Split data. In order to reduce the computation, we only use low-
resolution (640 × 192) images for the ablation study, then train
the optimal model on high-resolution (1024 × 320) images and
compare the prediction results with existing top performers.

Cityscapes: The Cityscapes dataset [12] is a more challeng-
ing dataset with many dynamic scenes. It is rarely used for
depth prediction because of the lack of accurate ground truth.
However, the dataset offers disparity images, which can be
transferred to depth. With transferred depth ground truth, we
used 17, 598 examples in training, 1, 700 images for evaluation,
and 1, 525 samples for testing.

In this work, we report the absolute relative difference (REL),
squared relative difference (S q Rel), linear root mean squared
error (RMS E), log root mean squared error (RMS Elog), thresh-
old σ and scale-invariant logarithmic error (S ILog), which
have been mostly employed in recent publications of monoc-
ular depth estimation [5, 31, 10].

Table 1: Evaluation of the Plane+Parallax implementation on 2.000 KITTI
scenes*

OPTICAL FLOW HOMOGRAPHY METHOD REL ↓ RELw/o outliers ↓

VCN KITTI OpenCV Structure 0.1652 0.1302
Plane at infinity 0.1453 0.1199

VCN General MR-FLOW Structure 0.1698 0.1551
Plane at infinity 0.1551 0.1257

VCN KITTI MR-FLOW Structure 0.1425 0.1424
Plane at infinity 0.1296 0.1087

Rigidmask Mono OpenCV Structure 0.1394 0.1152
Plane at infinity 0.1230 0.1038

Rigidmask Mono MR-FLOW Structure 0.1085 0.1015
Plane at infinity 0.0987 0.0921

Rigidmask Stereo OpenCV Structure 0.1365 0.1093
Plane at infinity 0.1202 0.0990

Rigidmask Stereo MR-FLOW Structure 0.1077 0.0990
Plane at infinity 0.0974 0.0974

Rigidmask Mono + Stereo MR-FLOW Structure 0.0936 0.0875
Plane at infinity 0.0855 0.0794

∗ The evaluation metrics are based on the KITTI Odometry dataset.

4.2. Ablation study

Plane+Parallax implementation: In order to obtain the best
structure ground-truth data, we execute the experiment of P+P
with different optical flow networks and homography estima-
tion tools. Since there is no benchmark for the projective struc-
ture, we convert the computed structure to depth using the plane
parameters, see Fig. 1. The predictions are compared against
the LiDAR ground-truth using the mean absolute relative error.
The results in Table 1 confirm that the optical flow accuracy is
of high significance for the resulting depth maps. According
to the KITTI Vision Benchmark for Optical Flow [11], the op-
tical flow network Rigidmask scores better than the alternative
network VCN. This can also be seen in Table 1.

By comparing the metrics produced by the two homogra-
phy estimation tools, OpenCV and MR-FLOW, it is clear that
the MR-FLOW facilitates significantly more accurate estimates,
which includes the parallax constraints in the homography esti-
mation to enforce consistent predictions over multiple frames.

5



Table 2: Quantitative Results: Ablation study of the implemented joint depth and structure predictions.

S/D ratio Encoder Decodera Evaluation Metrics - KITTI (improved Eigen Test Split)b

50 101 f-s n-s REL ↓ Sq Rel ↓ RMSE ↓ RMSElog ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑ SILog ↓

1

× × 0.0649 0.2929 2.9144 0.1049 0.9413 0.9899 0.9975 9.6833
× × 0.0647 0.2976 2.9533 0.1047 0.9432 0.9896 0.9976 9.6723

× × 0.0615 0.2811 2.8644 0.0999 0.9484 0.9910 0.9978 9.1863
× × 0.0614 0.2798 2.8646 0.1000 0.9487 0.9909 0.9978 9.1709

10

× × 0.0636 0.2853 2.8766 0.1023 0.9446 0.9909 0.9979 9.4479
× × 0.0645 0.3009 2.9801 0.1048 0.9418 0.9898 0.9975 9.6666

× × 0.0604 0.2774 2.8719 0.0991 0.9501 0.9908 0.9978 9.1116
× × 0.0611 0.2791 2.8653 0.0996 0.9486 0.9911 0.9979 9.1634

100

× × 0.0643 0.2848 2.9109 0.1037 0.9450 0.9898 0.9978 9.6500
× × 0.0633 0.2826 2.9179 0.1027 0.9459 0.9906 0.9979 9.5028

× × 0.0613 0.2760 2.8893 0.0998 0.9495 0.9908 0.9979 9.2152
× × 0.0614 0.2747 2.8640 0.0993 0.9501 0.9909 0.9981 9.1599

a The decoder configurations are denoted as: ”f-s” = fully-shared; ”n-s” = non-shared.
b The evaluation metrics are based on the KITTI Eigen Zhou test dataset with resolution of 640 × 192. The best results comparing all S/D ratios are in bold; The best results of the
encoder-decoder setup for each S/D ratio are underlined.

Table 3: Performance analysis of the U-Net on the KITTI dataset with varying
backbone encoder∗

Encoder REL ↓ RMSE ↓ RMSElog ↓ δ1 ↑ δ2 ↑ δ3 ↑

ResNet101 [32] 0.078 3.457 0.120 0.925 0.984 0.996
ResNext101 [33] 0.070 3.217 0.112 0.938 0.988 0.997
ResNeSt101 [29] 0.068 3.083 0.108 0.943 0.990 0.998
∗ The evaluation metrics are based on the KITTI Eigen Zhou test dataset with improved
ground-truth.

Another remarkable observation is that the approach setting
the planar surface to infinity, which is denoted as Plane at in-
finity, consistently outperforms the depth predictions resulting
from the structure, even though both approaches use the same
odometry data. This indicates that the position of the reference
plane affects the quality of the resulting depth maps.

Based on the experiments, the configuration using the opti-
cal flow Rigidmask Stereo, combined with the consistent ho-
mography estimation via MR-FLOW, can be seen as the most
promising one.

Pure depth supervised learning method: To confirm the
effectiveness of the proposed model (Depth+Structure), we also
conduct various benchmark experiments on the depth estima-
tion baseline model by changing backbone encoders with three
frameworks,i.e., ResNet101, ResNext101 and ResNeSt101. The
corresponding results are shown in Table 3, in which ResNeSt
achieves the best performance.

Jointly estimation of depth and structure: To analyze the
influence of the additional structure input on the depth predic-
tion and to evaluate the performance of the structure prediction
itself, we execute the experiments concerning different config-
urations of the S/D ratio, fully shared and non-shared decoder,
and complexity of the encoder. Table 2 summarizes the evalua-
tion results, including various encoder-decoder configurations.

Table 4: The number of parameters of different encoder-decoder setups.

Encoder Decoder Encoder Parameters Decoder Parameters Total Parameters

ResNeSt50
Fully-shared 27.483.240 9.012.081 36.495.321
Non-shared 27.483.240 18.024.162 45.507.402

ResNeSt101
Fully-shared 48.275.016 9.012.081 57.305.674
Non-shared 48.275.016 18.024.162 66.336.332

The S/D ratio is a trade-off parameter. After S/D = 10, the
more weight is applied to the structure loss, the worse the result
of absolute relative error. This observation leads to the conclu-
sion that the structure ground-truth contributes to a better depth
estimation with a suitable S/D loss weight ratio. Both less and
much structure information may hamper the training process,
which precludes the network from precisely predicting two sep-
arate quantities simultaneously. Comparing all depth metrics it
can be seen that the model with an S/D ratio of 10 results in the
best performance of absolute relative error. The model with an
S/D ratio of 1, performs the worst overall metrics.

The experimental results concerning the loss weighting
demonstrates that the model might not be able to jointly pre-
dict the depth and structure of the same accuracy. This moti-
vates to increase the complexity of both encoder and decoder
and investigate whether this leads to further improvements.

The effect of increasing the encoder’s complexity can be ob-
served by comparing the results in Table 2. Using a more
complex encoder (ResNeSt101), facilitates better performances
across all metrics and weighting configurations. The compari-
son of the two decoder setups, i.e., fully-shared weights com-
pared to non-shared weights, is of particular interest. As long
as one of the losses dominates the overall loss, such as with S/D
ratio of 1 and 100, the non-shared decoder performs slightly
better than the fully-shared decoder. When the S/D ratio is 10,
it achieves the best performance. These observations motivate
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Table 5: Class-specific evaluation: Comparison of the Depth Baseline (D) and the Depth+Structure (D+S) model*.

Class Method REL ↓ Sq Rel ↓ RMSE ↓ RMSElog ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑ SILog ↓

Street D 0.0389 0.0769 1.2898 0.0554 0.9899 0.9985 0.9997 4.1763
D+S 0.0321 0.0555 1.0906 0.0456 0.9930 0.9993 0.9999 3.6099

Fence D 0.1682 1.5062 5.1325 0.1962 0.7608 0.9316 0.9802 11.7992
D+S 0.1167 0.9696 4.2157 0.1453 0.8455 0.9539 0.9916 9.4513

Thin Objects D 0.2390 2.6241 7.6115 0.2729 0.6619 0.8806 0.9509 21.4924
D+S 0.1391 1.4043 5.8517 0.1738 0.8095 0.9485 0.9874 13.5015

Walking Person + Rider D 0.1868 1.7838 5.4203 0.2062 0.7347 0.9212 0.9788 12.3768
D+S 0.1451 1.4734 5.5421 0.1728 0.7988 0.9482 0.9908 10.6492

Car (Static) D 0.1125 0.9713 4.7381 0.1674 0.8822 0.9660 0.9873 14.3663
D+S 0.0901 0.7342 3.9863 0.1295 0.8908 0.9775 0.9907 9.7522

Car (Dynamic) D 0.1143 1.0213 4.8286 0.1677 0.8742 0.9627 0.9849 13.3413
D+S 0.0983 1.0357 5.2197 0.1283 0.8988 0.9781 0.9907 9.4993

Edges of Car (Static) D 0.1367 1.2024 6.0378 0.1972 0.8322 0.9524 0.9828 17.5617
D+S 0.0995 0.8651 4.6086 0.1450 0.8742 0.9719 0.9887 11.2698

Edges of Car (Dynamic) D 0.1488 1.7931 7.3208 0.2117 0.7999 0.9355 0.9786 17.4073
D+S 0.1040 1.1729 5.6866 0.1378 0.8902 0.9737 0.9889 10.6479

∗ The evaluation metrics are based on the KITTI Eigen Zhou test with improved ground-truth. The best results of each class are in bold. D+S is the model using ResNeSt 101 encoder,
full-shared decoder and S/D = 10. The resolution for training is 640 × 192.

us to further analyze this setup in the qualitative analysis. The
number of parameters of different encoder-decoder setups can
be found in Table 4, in which the fully-shared decoder has the
half size of non-shared decoder. Our best model has 57.3M
parameters, in which the ResNeSt101 encoder has 48.3M pa-
rameters, and the fully-shared decoder has 9.0M parameters.

The class-specific evaluation reveals some of the potential
benefits of including the structure predictions in the training
process. Due to the sparse ground-truth data, the depth base-
line usually cannot predict classes that contain fine-grained
structures and sharp boundaries in the scene, such as poles,
traffic signs, and traffic lights. As evident from Table 5, the
Depth+Structure model performs better across all metrics. Ad-
ditionally, the results of the class “Person”, “Car” and “Edges
of Car” show that the considered structure information leads to
a better representation of the scene and, therefore, to a safer
implementation in the field of autonomous driving. The com-
parisons between the “Static” and “Dynamic” scenes certify a
drawback of monocular depth prediction, which cannot predict
well the depth value of a fast-moving object using blurred RGB
images. The performance degradation of our method switch-
ing from “Car (Static)” to “Car (Dynamic)” reflects the impact
of the natural imperfection of P+P geometry on joint learning,
which cannot correctly predict structure values of moving ob-
jects. On the other hand, it also confirms that our joint learning-
based model can compensate for the drawback of P+P geome-
try and successfully predict reasonable structure values of dy-
namic objects. The class-specific evaluation further exemplifies
the significance of fine-grained metrics for depth evaluation.

Qualitative Results: The scene in Fig. 3 contains one on-
coming car in front of the ego-vehicle, one rider on the right
side, several stop cars on the left side of the image, and multiple
thin objects, like trees and poles. Comparing the baseline depth

RE

D (DB ResNet 101)S (D+S ResNeSt 101, f_s, S/D=10)

D (GT)

D (D+S ResNeSt 101, f_s, S/D=10)

Figure 3: Qualitative Results: Row 1: Original image, and the depth (D)
ground-truth (GT). Row 2: Structure prediction (S) using our joint model
(D+S), and depth prediction of depth baseline (DB). Row 3: Difference of the
relative errors in depth (RE) and the depth prediction of the joint model (D+S).
Red region: Depth+Structure model performs better; Blue region: Depth Base-
line performs better.

prediction confirms the results of the class-specific evaluation,
namely that the Depth+Structure model performs better for the
“Thin Objects”. Whereas the baseline model misses the oncom-
ing car in the front, wrongly predicts the edge of the stopped
car and the rider, those are clearly visible in the jointly trained
model’s depth predictions. Here the influence of the structure
predictions during training becomes evident. The structure pre-
diction contains relevant information about the objects in the
scene, which are shared with depth prediction through the fully-
shared decoder.

The difference of the relative errors of each depth prediction
supports these results: the positive values (red) show the areas
in which the joint depth and structure predictions yield better
results; for the negative values (blue) the baseline model per-
forms better.

Fig. 4 and Fig. 5 give a comparison of structure prediction
between the P+P geometry framework and our joint learning-
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Table 6: Quantitative results on KITTI dataset: Comparison with top performera

Methodb Trainc #Params REL ↓ Sq Rel ↓ RMSE ↓ RMSElog ↓ δ1 ↑ δ2 ↑ δ3 ↑

SfMLearner [22] M - 0.176 1.532 6.129 0.244 0.758 0.921 0.971
GeoNet [34] M - 0.132 0.994 5.240 0.193 0.833 0.953 0.985
DDVO [23] M - 0.126 0.866 4.932 0.185 0.851 0.958 0.986
Ranjan [35] M - 0.123 0.881 4.834 0.181 0.860 0.959 0.985
EPC++ [4] M - 0.120 0.789 4.755 0.177 0.856 0.961 0.987

Monodepth2 [5] M - 0.090 0.545 3.942 0.137 0.914 0.983 0.995
ManyDepth [24] MS - 0.058 0.334 3.137 0.101 0.958 0.991 0.997

ManyDepth (1024 × 320) [24] MS - 0.055 0.305 2.945 0.094 0.963 0.992 0.997
Eigen et al. [2] D 83M 0.190 1.515 7.156 0.270 0.692 0.899 0.967
Liu et al. [3] D 20M 0.217 1.841 6.986 0.289 0.647 0.882 0.961

Baseline ResNet101 D 54M 0.078 0.416 3.457 0.126 0.925 0.984 0.996
DORN (1024 × 320, pretrained) [15] D 100M 0.072 0.307 2.727 0.120 0.932 0.984 0.994

Baseline ResNeSt101 D 57M 0.068 0.309 3.083 0.108 0.943 0.990 0.998
DPT-Hybrid (1024 × 320, pretrained) [17] D 123M 0.062 - 2.573 0.092 0.959 0.995 0.999

AdaBins (1024 × 320, pretrained) [18] D 78M 0.058 - 2.360 0.088 0.964 0.995 0.999
Oursd (VCN KITTI) D+S 57M 0.078 0.399 3.373 0.125 0.926 0.985 0.996
Oursd (ResNet101) D+S 54M 0.065 0.321 3.099 0.106 0.940 0.985 0.997
Oursd (640 × 192) D+S 57M 0.060 0.277 2.872 0.099 0.950 0.991 0.998

Oursd (1024 × 320) D+S 57M 0.056 0.230 2.617 0.091 0.957 0.993 0.998
Oursd (1024 × 320, pretrained) D+S 57M 0.054 0.210 2.467 0.088 0.961 0.995 0.999

a The evaluation metrics are based on the KITTI Eigen Zhou test with improved ground truth. The best results of each class are in bold.
b The default resolution for training is 640 × 192. DORN uses pretrained VGG-16 and ResNet101 as encoder. DPT-Hybrid is pretrained on three datasets, AdaBins uses pretrained
EfficientNet B5 encoder.
c D refers to methods that use depth supervision at training time. M is for models trained on mono data. S means using stereo images. D+S refers to the methods trained on both mono
depth and structure information.
d Our model is using structure ground-truth of Rigidmask Mono + Stereo P+P geometry, a ResNeSt-101 encoder, and a full-shared decoder with S/D = 10, if not stated in the remarks.

S (P+P) S (P+P)

S (D+S) S (D+S)

Figure 4: Enhanced structure prediction by the joint model under extreme
condition: Row 1: Original images. Row 2: Structure prediction of P+P. Row
3: Structure prediction of our joint model D+S.

based model. In Fig. 4, the selected scenes show two succes-
sive images in which the ego-vehicle is static while waiting for
the approaching car to pass. The example reveals two limita-
tions of the Plane+Parallax implementation that are eliminated
by the data-driven approach: first, the moving car cannot be pre-
dicted in the Plane+Parallax implementation since the indepen-
dent motion violates the parallax constraints; second, the sys-
tem also fails to predict the static background in this scene due
to the absence of ego-motion. From the last row, it can be seen
that these limitations are overcome by our Depth+Structure
model. In Fig. 5, we compare the performance of the P+P ge-
ometry with our joint learning-based method on static scenario
(left side) and dynamic scenario (right side), where the static

S (P+P) S (P+P)

S (D+S) S (D+S)

Figure 5: Enhanced structure prediction by the joint model around epipole
area (circle): Row 1: Original images. Row 2: Structure prediction of P+P.
Row 3: Structure prediction of our joint model D+S.

scenario contains only static objects and the dynamic scenario
contains a car driving right ahead. In both scenarios, the P+P
geometry framework fails around the epipole, while the joint
model successfully infers the structure value at epipole. In the
dynamic scenario, the structure values of dynamic object (mov-
ing car) are incorrectly predicted by P+P geometry and are the
smallest in the whole scene, since the parallax are shortened
by the relative motion, while our joint learning-based method
overcomes this drawback and predicts reasonable structure val-
ues for the mobile car. It further demonstrates the effectiveness
of the joint learning-based model.
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Table 7: Quantitative results on Cityscapes dataset: Comparison with top performera

Method b W × H #Params REL ↓ Sq Rel ↓ RMSE ↓ RMSElog ↓ δ1 ↑ δ2 ↑ δ3 ↑

Pilzer et al. [36] 512 × 256 - 0.240 4.264 8.049 0.334 0.710 0.871 0.937
Struct2Depth 2 [25] 416 × 128 - 0.145 1.737 7.280 0.205 0.813 0.942 0.976

Monodepth2 [5] 416 × 128 - 0.129 1.569 6.876 0.187 0.849 0.957 0.983
ManyDepth [24] 416 × 128 - 0.114 1.193 6.223 0.170 0.875 0.967 0.989
Laina et al. [37] 416 × 128 - 0.257 4.238 7.273 0.448 0.765 0.893 0.940

Xu et al. [38] 416 × 128 - 0.246 4.060 7.117 0.428 0.786 0.905 0.945
Zhang et al. [39] 416 × 128 63.6M 0.234 3.776 7.104 0.416 0.776 0.903 0.949
SDC-Depth [40] 416 × 128 50.4M 0.227 3.800 6.917 0.414 0.801 0.913 0.950

Oursc 416 × 128 57M 0.106 1.077 5.872 0.159 0.890 0.971 0.990
Oursc 832 × 416 57M 0.090 0.907 5.518 0.145 0.906 0.980 0.994

a The best results of each class are in bold.
b All methods are classified into self-supervised and supervised learning based.
c Our model is using ResNeSt-101 encoder and full-shared decoder with S/D = 10.

Table 8: Quantitative results on class-specific objects: Comparison with top supervised learning methods∗.

Class Method REL ↓ Sq Rel ↓ RMSE ↓ RMSElog ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑

Street

DORN 0.0427 0.0630 1.2289 0.0547 0.9935 0.9995 0.9999
DPT-Hybrid 0.0435 0.0580 1.0840 0.0521 0.9946 0.9997 0.9999

Adabins 0.0400 0.0839 1.3075 0.0527 0.9908 0.9995 0.9999
D+S (Ours) 0.0288 0.0443 0.9532 0.0406 0.9947 0.9997 0.9999

Fence

DORN 0.1597 1.1038 4.5997 0.1761 0.8077 0.9528 0.9818
DPT-Hybrid 0.1212 0.8112 4.0834 0.1412 0.8579 0.9765 0.9966

Adabins 0.1328 1.0730 4.6727 0.1559 0.8336 0.9656 0.9925
D+S (Ours) 0.1080 0.7651 3.7522 0.1325 0.8601 0.9678 0.9958

Thin Objects

DORN 0.2353 2.3349 6.6373 0.2410 0.6956 0.8983 0.9633
DPT-Hybrid 0.1226 1.0124 5.1132 0.1501 0.8465 0.9674 0.9935

Adabins 0.1238 0.9644 4.9617 0.1507 0.8510 0.9705 0.9940
D+S (Ours) 0.1190 1.0068 5.0549 0.1500 0.8488 0.9657 0.9945

Person + Rider

DORN 0.1794 1.5651 5.6215 0.1926 0.7456 0.9424 0.9846
DPT-Hybrid 0.1226 0.9321 4.5687 0.1401 0.8455 0.9784 0.9984

Adabins 0.1412 1.3413 5.1942 0.1592 0.8180 0.9631 0.9950
D+S (Ours) 0.1211 1.0314 4.6541 0.1476 0.8462 0.9614 0.9959

Car

DORN 0.1363 0.9280 4.2841 0.1760 0.8767 0.9550 0.9774
DPT-Hybrid 0.0822 0.4605 3.4645 0.1096 0.9378 0.9898 0.9958

Adabins 0.0887 0.6665 3.9104 0.1215 0.9283 0.9810 0.9944
D+S (Ours) 0.0685 0.4502 3.2816 0.1028 0.9448 0.9886 0.9949

Edges of Car

DORN 0.1735 1.5859 5.9826 0.2164 0.8055 0.9320 0.9730
DPT-Hybrid 0.0945 0.6552 4.5450 0.1307 0.9122 0.9834 0.9941

Adabins 0.1123 1.0627 5.2884 0.1537 0.8882 0.9685 0.9902
D+S (Ours) 0.0825 0.6536 4.3600 0.1262 0.9197 0.9823 0.9929

∗ The evaluation metrics are based on the KITTI Eigen Zhou test with improved ground-truth. The best results of each class are in bold. The training image resolution for all models
is 1024 × 320. All compared models are pretrained and fine-tuned on KITTI dataset. Ours D+S model is the using ResNeSt 101 encoder, full-shared decoder, S/D = 10 and pretrained
on Cityscape dataset.

4.3. Comparison with state of the art

To demonstrate the efficiency and robustness, we evaluate
the proposed model on two challenging datasets in the field of
depth estimation, i.e., KITTI [11] and Cityscapes [12]. First,
several results of quantitative comparisons with learning-based
state-of-the-art methods on KITTI [11] and Cityscapes [12] are
shown in Table 6 and 7, respectively. On the KITTI dataset,
our pretrained model that is pretrained on Cityscapes dataset,

has the best performance in terms of relative error and simi-
lar performance of threshold (σ) compared to state-of-the-art
depth supervised learning methods and self-supervised learn-
ing methods (See Table 6). In order to evaluate the influence
of proposed components on final prediction, we also conduct
the experiments with different encoders and structure ground-
truth generated by different P+P pipelines. In the experi-
ments, three combinations are compared, namely VCN P+P

9



with ResNeSt101, Rigidmask P+P with ResNet101, and Rigid-
mask P+P with ResNeSt101. From Table 6, it can be seen that
P+P geometry has the greatest impact on the final performance,
e.g., with REL improving by 0.018 via Rigidmask P+P pipeline
and only 0.005 via ResNeSt101. From Table 7, it is easy to see
that our model achieves the best performance for all of the met-
rics on the Cityscapes dataset. Note that, it is unfair to compare
a supervised learning approach with a self-supervised learning
method, however, considering recent explosive development in
the field of self-supervision, we think it is necessary to make a
comparison of accuracy without training time here. Moreover,
most of the depth supervised learning cannot predict the area,
where the ground-truth is empty and the self-supervised learn-
ing method can estimate it well. Our model combines both the
precision of the supervised method and the inferring ability of
the self-supervised learning approach, which can be further ev-
ident in qualitative results.

In addition to the comparison of depth prediction over global
image region, we also compare predictions for specific re-
gions where thin objects and edges are located with other
top supervised methods. As demonstrated in Table 8, our
Depth+Structure model performs better in terms of REL. Ad-
ditionally, the results of the class “Fence”, “Thin Objects”, and
“Edges of Car” further demonstrate the effectiveness of the pro-
posed model, i.e., combining the structure information has bet-
ter representation on thin objects and edges. More evidences
can be found on qualitative results.

The qualitative results comparing other good practices are
shown in Fig. 6. The impressive achievement of our model is
the inferring of empty areas in the ground-truth and the accu-
rate prediction of thin objects. As aforementioned, our model
overcomes the drawback of the supervised learning method and
predicts the depth of the top region well even in the absence of
ground-truth. Compared to both supervised and self-supervised
learning methods, our model has higher accuracy on the street,
edges and thin objects, such as riders, traffic lamps and cars.
Another interesting observation is that all top supervised learn-
ing methods ignore the glass, such as car side window glass
and windshield (see 3. column of Fig. 6), and the value at the
glass region is the depth of the object after transmission. Since
glass is invisible to LiDAR sensors, the depth ground-truth col-
lected by LiDAR lacks information of glass, which causes the
supervised learning methods to learn wrong predictions around
these areas. From the qualitative results, it is clear that our D+S
model successfully predicts the depth value of glasses even with
lack of ground-truth. This observation further demonstrate the
effectiveness of joint learning using the additional structure in-
formation.

5. Conclusions

In this paper, we introduce a complete framework for joint
estimation of monocular depth and structure. The framework
consists of a joint supervision model, which predicts dense
depth and structure map from single RGB image. To this end,
we develop a plane and parallax geometry pipeline that offers
dense structure ground-truth information for each frame. We

coupled the depth regression with a structure supervised learn-
ing branch to enable precise depth prediction around thin ob-
jects and edges, and inferring depth value in unlabeled areas.
Furthermore, we have demonstrated that our joint model can-
not only enhance the monocular depth estimation, but also the
structure prediction. Using our model, the dense structure in-
formation from extreme views of camera under no ego-motion
condition are successfully predicted, including the area around
epipole. Experiments with a wide variety of outdoor image con-
tent at different cities show that our model achieves realistic
joint prediction of dense depth and structure from single view.

The study shows that our model can be of high relevance for
various use-cases that need scene reconstruction, e.g., it can be
used in the field of autonomous driving which requires a more
robust and safer representation of a 3D scene. Furthermore,
with monocular depth estimation, the cost will be greatly re-
duced. The predicted structure is another representation of the
scene and has been proven to be used to improve the accuracy
of monocular depth prediction. However, the structure infor-
mation is highly relying on the defined reference plane. For
an outdoor environment, the reference plane can be selected as
the street surface, while in an indoor environment, the ground
plane is usually occluded by other objects. Therefore, we plan
to break through the limitation and try to implement it on an
indoor mobile robotic system.
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6. Appendix

As shown in the Fig 7, the 3D point P in two camera coordi-
nates can be expressed as:

~Pb = bRa~Pa + b~ta (2a)

~Pa = aRb~Pb + a~tb (2b)

where R and ~t denote the rotation matrix and translation vector
between two camera coordinates.

For the reference plane π in the Fig 7, it can be a normal vec-
tor ~ni and its orthogonal distance Dπ,i to the coordinate i origin,
where the coordinate frame is one of the cameras (i ∈ {a, b}).
Hence, the relation between any 3D point P in the coordinate
and the reference surface can be represented by:

~nT
i
~Pi = Dπ,i + H (3)

where H is the distance from the 3D point P to the reference
plane π. And the Eq 3 can be reformed as 1 = (~nT

i
~Pi − H)/Dπ,i,
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Figure 6: Qualitative comparison with popular exiting methods: Row 1-2: Original RGB images from test set and improved ground-truth depth (disparity)
images; Each subsequent row: depth map generated by a mono-based method. Ours method is using ResNeSt 101 as encoder and has one shared decoder with S/D
= 10. In comparisons with other supervised learning methods, we list the REL differences between our D+S method and the compared approach below each depth
prediction, where red region indicates our model is better and blue area is opposite.

which is substituted into Eq 2b (or Eq 2a) as following:

~Pa = aRb~Pb + a~tb
~nT

b
~Pb − H
Dπ,b

=

aRb +

a~tb~nT
b

Dπ,b

 ~Pb −
H

Dπ,b

a~tb

(4)

Assume that the camera a and b are the same camera at dif-
ferent places and the camera intrinsic parameter matrix K are
not changing during movement. Then the 3D point ~Pi can be

expressed by the projection pixel as ~Pi = K−1Zi pi, where Zi is
the depth value of the 3D point ~P at the camera frame i. When
substituting the equation into the Eq 4, it results in:

Za

Zb
~pa = K

aRb +

a~tb~nT
b

Dπ,b

 K−1~pb −
H

Dπ,bZb
Ka~tb (5a)

~pa '
aAb~pb −

H
Dπ,bZb

~T (5b)

where Za/Zb is an arbitrary scale, ' denotes equality to up
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Figure 7: The geometric interpretation of the Plane+Parallax decomposition.

an arbitrary scale, aAb = K
(

aRb + (a~tb~nT
b )/Dπ,b

)
K−1 is the ho-

mography matrix between two camera frames due to the refer-
ence plane π, and ~T = Ka~tb. Hence, the projection process can
be represented by scaling both sides by their third component
of homography matrix as follows:

~pa =

aAb~pb −
H

Dπ,bZb
~T

~aT
3 ~pb −

H
Dπ,bZb

TZ

=
aAb~pb

~aT
3 ~pb

−
aAb~pb

~aT
3 ~pb

+

aAb~pb −
H

Dπ,bZb
~T

~aT
3 ~pb −

H
Dπ,bZb

TZ

=
aAb~pb

~aT
3 ~pb

+
aAb~pb

~aT
3 ~pb

HTZ
Dπ,bZb

~aT
3 ~pb −

HTZ
Dπ,bZb

−

H
Dπ,bZb

~aT
3 ~pb −

HTZ
Dπ,bZb

~T

(6)

where ~aT
3 is the third row vector of aAb and TZ is the third

element in ~T . Note that the third component of ~pa is 1. Consid-
ering the arbitrary scale in the Eq 5a, it can be obtained as:

Za

Zb
= ~aT

3 ~pb −
HTZ

Dπ,bZb
(7)

Substituting the Eq 7 into the Eq 6, the pixel position can be
simplified as:

~pa =
aAb~pb

~aT
3 ~pb

+
H
Za

TZ

Dπ,b

aAb~pb

~aT
3 ~pb

−
H

ZaDπ,b

~T (8)

where (aAb~pb)/(~aT
3 ~pb) is transformed pixel position of ~pb on

the first image due to the homography matrix, which is denoted
as ~pw, and with definition of projective structure λ = H/Za and
epipole ~ea = ~T/TZ in the first image, the Eq 8 can be simplified
as:

~pa = ~pw + λ
TZ

Dπ,b
(~pw − ~ea) (9)

where γa is the projective structure of point P in coordinate
frame a and can be expressed as γa = H/Z, and ~ea is the epipole
in the reference frame a and defined as ~ta/TZ . With Eq 9, the

displacement of pixel point ~pa and ~pb can be expressed as fol-
lows:

~pb − ~pa = (~pb − ~pw) − γa
TZ

Dπ,b
(~pw − ~ea)

= ~uπ + ~µ

(10)

where ~uπ = ~pb − ~pw defines the image displacement via the
homography based on the plane π, and ~µ = −γaTZ/Dπ,b(~pw−~ea)
gives the residual parallax displacement. Hence, it is called as
Plane + Parallax.

From the given Eq 10 of residual parallax displacement, we
can tell that the residual parallax vectors of rigid scene points
intersect at the epipole e. Denote ~p1 and ~p2 are two points of
the static scene on the first image. With elinimation of epipole
in their residual parallax vectors, we will obtain the following
equation:

~µ1γ2 − ~µ2γ1 = γ1γ2
TZ

dπ,b
(~pw2 − ~pw1) (11)

The Eq 11 implies that the vectors on both sides are parallel, so
that the relative structure for a pair of points ~p1 and ~p2 can be
computed as follows:

γ2

γ1
=
~µT

2 (∆~pw)⊥
~µT

1 (∆~pw)⊥
(12)

where ∆~pw = ~pw2 − ~pw1 and ~p⊥ is an orthogonal vector to ~p.
Assume the projective structure γ1 is known, then the structure
for all other points in the image can be derived by the Eq 12
without computing the epipole and camera movement.
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