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Exploring Modality-shared Appearance Features
and Modality-invariant Relation Features for
Cross-modality Person Re-Identification
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Abstract—Most existing cross-modality person re-identification
works rely on discriminative modality-shared features for re-
ducing cross-modality variations and intra-modality variations.
Despite some initial success, such modality-shared appearance
features cannot capture enough modality-invariant discriminative
information due to a massive discrepancy between RGB and
infrared images. To address this issue, on the top of appearance
features, we further capture the modality-invariant relations
among different person parts (referred to as modality-invariant
relation features), which are the complement to those modality-
shared appearance features and help to identify persons with
similar appearances but different body shapes. To this end, a
Multi-level Two-streamed Modality-shared Feature Extraction
(MTMFE) sub-network is designed, where the modality-shared
appearance features and modality-invariant relation features are
first extracted in a shared 2D feature space and a shared 3D
feature space, respectively. The two features are then fused into
the final modality-shared features such that both cross-modality
variations and intra-modality variations can be reduced. Besides,
a novel cross-modality quadruplet loss is proposed to further
reduce the cross-modality variations. Experimental results on sev-
eral benchmark datasets demonstrate that our proposed method
exceeds state-of-the-art algorithms by a noticeable margin.

Index Terms—Cross-modality person re-identification, visible
images, thermal infrared images, modality-shared appearance
features, modality-invariant relation features.

I. INTRODUCTION

ERSON Re-IDentification (Re-ID) aims to match a given

pedestrian from disjointed camera views, which plays
an important role in intelligent video surveillance [1] and
people tracking [2]. Recently, visible image based person Re-
ID models (i.e., RGB-RGB images matching) have attracted
wide attention and made great progress [3], [4], [5], [6], [7],
[8]. However, visible cameras are sensitive to light conditions,
which cannot capture informative images under inadequate
illumination (e.g., at night). In such cases, the visible image
based person Re-ID methods may show a dramatic perfor-
mance degradation. Compared with visible cameras, infrared
cameras are less dependent on light conditions and may
capture more informative infrared (IR) images in challenging
illuminations. Considering that, to capture extensive informa-
tion, many surveillance cameras support an automatic switch
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Fig. 1. Examples of cross-modality person Re-ID. (a) Query of IR images.
(b) and (c) Matched RGB images corresponding to (a). (d) Query of RGB
images. (e) and (f) Matched IR images corresponding to (d). Images marked
by green boxes denote the right matches, while those marked by red boxes
denote the wrong matches.

from the visible camera to the infrared camera when the light
condition is worse [9]. Accordingly, cross-modality person Re-
ID (i.e., RGB-IR image matching) has received increasing
interests recently [9], [10], [11], [12], [13]. This further
promotes the real-world applications of person Re-ID.

As shown in Fig. 1, the difficulties of cross-modality
person Re-ID mainly lie in the following two aspects, i.e.,
cross-modality variations and intra-modality variations [13],
[14], [15], [16]. Cross-modality variations are caused by the
modality differences between visible (RGB) and infrared (IR)
images, which may lead to diverse distributions of single-
modality RGB and IR features. Intra-modality variations
may result from many factors, e.g., different viewpoints,
human poses changing and self-occlusions, which further bring
difficulties in cross-modality person Re-ID. Most existing
cross-modality person Re-ID models [17], [18], [19], [20]
follow the idea of modality-shared feature learning, which
aims at extracting discriminative modality-shared features (or
modality-invariant features) to simultaneously reduce cross-
modality variations and intra-modality variations. Concretely,
these models first separately extract modality-specific features
from the input RGB and IR images. Then, the modality-
specific features are projected into a shared feature space,
on which modality-shared features are extracted for cross-
modality person Re-ID.

Similar to single-modality person Re-ID [21], most exist-
ing cross-modality person Re-ID models extract appearance
features from the shared feature space of input RGB and IR
images as the final modality-shared features. However, the
appearances of the same person vary significantly from RGB
images to IR images due to the large modality discrepancies
caused by different imaging mechanisms. As a result, only ex-
tracting modality-shared appearance features may not capture
enough discriminative information for identifying different
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Fig. 2. Illustrations of modality-invariant relations of different human body
parts. (a) and (b) The RGB and IR images of a person. (c) and (d) The RGB
and IR images of another person. The yellow lines mean the ratios of the
distance of the head to the shoulder with that of the shoulder to the elbow,
while the red lines mean the ratio of the distance of the hip to the knee with
that of the knee to the foot. By virtue of these modality-invariant relations,
the persons in the images of different modalities (e.g., (a) and (d), (b) and
(c), respectively) can be identified as different ones.

Fig. 3. Visualization of some appearance features. (a) Input RGB or IR image.
(b)-(e) The appearance features and corresponding heat maps in input images.
The heat maps are obtained by mapping those appearance features into input
images, which reflect the regions of corresponding features’ focus. It can be
seen that different channels of appearance features mainly focus on different
person parts.

persons in cross-modality person Re-ID. For examples, Fig.
1(a) and (b) are the same identity in the RGB and IR images,
respectively, but Fig. 1(c) is another identity in an RGB image.
Unfortunately, Fig. 1(c) is still wrongly identified as the same
person as in Fig. 1(a) due to the large modality differences
between RGB and IR images. Similarly, Fig. 1(f) is also
wrongly matched as the person in Fig. 1(d).

Although those appearance features may be different in the
images of different modalities, the relations among different
person parts are invariant to modalities, which may help
to identify persons with different body shapes, especially
when their appearance features are similar in cross-modality
person Re-ID. For examples, as shown in Fig. 2, the two
persons in the images of different modalities (i.e., persons
in Fig. 2(a) and (d), respectively) can be easily identified
as different ones via the ratios of the distance of the hip
to the knee with that of the knee to the foot. Differently,
the two persons in Fig. 2(c) and (d) have similar ratios of
the distance of the hip to the knee with that of the knee to

the foot, since they are from the same identity. Therefore, on
the top of appearance features, extracting modality-invariant
relation features may further enhance the discriminability of
modality-shared features, and reduce cross-modality variations
and intra-modality variations for cross-modality person Re-ID.
Here, we refer to the relations among different person parts
as relation features.

Meanwhile, as shown in Fig. 3, we also find that one
channel of appearance features extracted by using a Re-
ID model from a person may mainly focus on describing
one certain part of the person. For examples, the channel
of appearance features in Fig. 3(b) mainly focuses on the
head of a person, and the channel of appearance features in
Fig. 3(c) mainly focuses on the body of a person. Motived
by such observations, the relation features about a person
can be obtained by capturing the relations among different
channels of the appearance features of the person. To this end,
a novel cross-modality person Re-ID model is presented in this
paper for cross-modality person Re-ID, where the modality-
shared appearance features and their relations among different
channels are simultaneously adopted to boost performance.

Concretely, a novel Multi-level Two-streamed Modality-
shared Feature Extraction (MTMFE) sub-network is designed
to simultaneously extract modality-shared appearance features
and modality-invariant relation features. In MTMFE sub-
network, modality-shared appearance features are first ex-
tracted by employing a shared 2D CNN based sub-network.
Then, inspired by [22], [23], modality-invariant relation fea-
tures are extracted by using a shared 3D CNN, which
has proven capability in capturing the relations of different
frames in the 3D feature space [24], [25], [26]. In light
of that, in MTMFE sub-network, the extracted appearance
features, including modality-specific ones and modality-shared
ones, are considered as different ‘frames’ and fed into the
shared 3D CNN based sub-network to capture their relations.
More specifically, the extracted modality-specific features and
modality-shared appearance features are first projected into a
shared 3D feature space, followed by a shared 3D CNN based
sub-network to capture the modality-invariant relation features.
With the proposed MTMFE subnetwork, the discriminative
of the extracted modality-shared features, including modality-
shared appearance features and modality-invariant relation
features, will be significantly enhanced for reducing the cross-
modality variations and intra-modality variations, which will
further boosts the performance of cross-modality person Re-
ID.

Besides, many works employ the Bi-directional Dual-
constrained Top-Ranking (BDTR) loss or its variants [13],
[17], [27], [28] to train their cross-modality person Re-ID
models. The underlying constraint imposed by this sort of
losses is that the distance of an anchor sample to its farthest
cross-modality positive sample in the feature space should be
smaller than the anchor sample to its nearest cross-modality
negative sample by a predefined margin. However, such con-
straints cannot prevent the undesired situation that the distance
of an anchor sample to its farthest cross-modality positive
sample in the feature space is larger than the anchor sample
to its nearest intra-modality negative sample. To address
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such issue, a novel Cross-modality Quadruplet (CQ) loss is
designed, which simultaneously considers the following two
aspects. Firstly, the distance of an anchor sample to its farthest
cross-modality positive sample should be smaller than the
anchor sample to its nearest cross-modality negative sample
by a predefined margin. Secondly, the distance of an anchor
sample to its farthest cross-modality positive sample should
also be smaller than the anchor sample to its nearest intra-
modality negative sample by a predefined margin. By virtue
of the proposed CQ loss, more cross-modality constraints are
introduced to train the proposed model, thus leading to better
person Re-ID results.

In summary, the main contributions of this paper are as
follows.

(1) As a departure from most existing models that rely only
on the modality-shared appearance features, our new end-to-
end cross-modality person Re-ID model makes use of both
modality-shared appearance features and modality-invariant
relation features to boost performance.

(2) An MTMFE sub-network is designed to extract
the modality-shared appearance features and the modality-
invariant relation features in a shared 2D feature space and a
shared 3D feature space, respectively. Doing so aims to reduce
the cross-modality variations as well as the intra-modality
variations.

(3) A novel CQ loss is proposed to get the cross-
modality variations further decreased by introducing more
cross-modality constraints. On top of the constraints among
an anchor sample from one modality and its positive as well
as negative samples from another modality, our proposed CQ
loss further imposes the constraints among an anchor sample
from one modality, its positive samples from another modality
and its negative sample from the same modality.

The rest of this paper is organized as follows. We briefly
describe some previous works related to the visible image
based person Re-ID and cross-modality person Re-ID first
in Section II, followed by the details of our newly proposed
method in Section III. Several experiments are conducted to
validate the proposed model in Section IV, Finally, in Section
V, a brief conclusion is made.

II. RELATED WORK
A. Single-modality Person Re-ID

Conventional person Re-ID models are mainly based on
handcrafted features (e.g., color, textures, edges and shapes),
followed by supervised distance metric learning [29], [30].
Recently, deep learning based person Re-ID models have
become the mainstream and achieved great improvements
over conventional ones. Generally, most existing deep learning
based person Re-ID models can be divided into two categories:
representation learning based models [3], [4], [S], [31], [32]
and metric learning based models [6], [7], [8], [33], [34].

Representation learning based models [3], [4], [5], [31]
try to obtain discriminative and robust person features from
the input images. The extracted person features should be
invariant to variations in illuminations, poses and viewpoints.
For examples, a deep representation learning procedure, named

as part loss network, was presented in [32] to learn discrimi-
native representations for unseen person images by employing
a novel part loss. Concretely, this part loss enforces their
network to learn representations from different body parts and
further gains the discriminative power on unseen persons. In
[3], a Pose-Invariant Embedding (PIE) was presented to align
pedestrians to address the issue of pedestrian misalignment in
person Re-ID. Specifically, it employs a pose estimator based
PoseBox structure to produce well-aligned pedestrian images,
so that the learned features can find the same person under
intensive pose changes.

Metric learning based models [6], [7], [8], [33], [34] deter-
mine whether two images are captured from the same pedes-
trian by measuring the similarity between their corresponding
image features. For example, in [8], a dedicated variant of the
triplet loss was presented to perform end-to-end deep metric
learning, providing guidance for triplet loss training. In [33], a
quadruplet loss was designed to improve the triplet loss, which
would obtain features with a larger inter-class variations and
a smaller intra-class variations.

B. Cross-modality Person Re-ID

Cross-modality person Re-ID aims to match the queries
from one modality against a gallery set from another modality,
which is very important for video surveillance in real-world
scenarios.

Previous methods can be summarized into two major cate-
gories: modality-shared feature learning and modality-specific
feature compensation. Modality-shared feature learning based
models project modality-specific features into the same feature
space [17], [18], [19], [20], [27], [16], [15], [27], [35], [36],
where cross-modality variations and intra-modality variations
are simultaneously addressed by extracting discriminative
modality-shared features. For example, in [17], a dual-path
network was presented, which first employs two AlexNet [37]
based sub-networks to extract the modality-specific features
from the input RGB and IR images, respectively. Then, they
employ a shared sub-network with two stacked fully connected
layers to transfer the extracted modality-specific features into
a shared feature embedding for cross-modality person Re-ID.
In [15], besides a cross-modality triplet loss, a cutting-edge
generative adversarial training based discriminator was also
employed to learn more discriminative modality-shared feature
representations from different modalities. Recently, apart from
modality-shared features, modality-specific features are also
employed to boost the performance of cross-modality person
Re-ID. In [27], a novel cross-modality shared-specific feature
transfer algorithm was presented to explore the potential
of both the modality-shared information and the modality-
specific characteristics for boosting cross-modality person Re-
ID.

Modality-specific feature compensation based models aim
to generate the missing specific information from the exist-
ing ones [38], [36], which address cross-modality variations
by generating the images of missed modality and address
cross-modality variations by extracting discriminative cross-
modality features from paired RGB and IR images. For
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Fig. 4. Tllustration of the proposed model. A query RGB or IR image is first fed into the modality-specific feature extraction to extract corresponding modality-
specific features. Then, the extracted modality-specific features are fed into the modality-shared feature extraction to extract modality-shared features, which
contain the modality-shared appearance features and modality-invariant relation features. Finally, the extracted modality-shared features are fed into a part-

aligned block to obtain the person features from different person parts.

example, in [38], a Alignment Generative Adversarial Network
(AlignGAN) was designed, which consists of a pixel generator,
a feature generator and a joint discriminator to jointly exploit
pixel alignment and feature alignment. In [36], a GAN based
cross-modality person Re-ID model was presented to generate
the cross-modality paired-images by disentangling features
and decoding from exchanged features. It also proposes a new
variation module to map modality-invariant features to a latent
manifold feature space for boosting cross-modality person Re-
ID.

C. 3D Convolutional Neural Network

3D Convolutional Neural Networks (3D CNNs) have been
widely used in many computer vision tasks, e.g., video clas-
sification [39], [40], action recognition [41], [26], [24], [23]
and medical image processing [42], [43]. In video analysis
tasks, 3D CNN can capture the relations among different video
frames in the 3D feature space. In [24], 3D CNN was first
introduced to learn discriminative features along both spatial
and temporal dimensions for action recognition. Then, in [26],
a 3D CNN, named as C3D, was designed to extract features for
video processing, which achieves state-of-the-art performance
on multiple video analysis tasks. In medical image processing,
3D CNN can capture the relations among different slices of
the CT or MR images. For example, in [42], a 3D CNN
based Multiple Sclerosis (MS) lesion segmentation model
was designed, which consists of two stages for automatically
segmenting MS lesions. The alternative lesion voxels were
selected in the first stage, while in the second stage, the final
lesion voxels were segmented from the lesion voxels.

In this paper, inspired by [22], [23], 3D CNN is employed to
extract the spatial and channel-wise relations among different
appearance features. For that, the extracted appearance features
are projected into a shared 3D feature space, where different
appearance features are considered as different ‘video frames’
or ‘CT/MR image slices’ and fed into a shared 3D CNN based

sub-network to extract the spatial and channel-wise relations
among different appearance features.

III. PROPOSED MODEL

As shown in Fig. 4, the proposed model mainly con-
tains three stages, i.e., modality-specific feature extraction,
modality-shared feature extraction and part-aligned block.
In modality-specific feature extraction, a two-streamed sub-
network is first employed to extract modality-specific features
from the input RGB image and IR images, respectively.
Then, in modality-shared feature extraction, a Multi-level Two-
streamed Modality-shared Feature Extraction (MTMFE) sub-
network is presented to extract the modality-shared features,
including modality-shared appearance features and modality-
invariant relation features, for cross-modality person Re-ID.
Finally, a part-aligned block is employed to extract final person
features from different parts. More details about these three
components will be discussed in the following contents.

A. Modality-Specific Feature Extraction

There are essential distinctions between RGB images and
IR images due to the fact that RGB images and IR images
are captured in different spectrums. As a result, the features
extracted from RGB images and IR images have large vari-
ations. Considering that, two sub-networks with the same
structures but different parameters are employed to extract
modality-specific features from the given RGB images and
IR images, respectively. One of the two sub-networks aims to
extract modality-specific features from RGB images (denoted
as Frap) and the other is used to extract modality-specific
features from IR images (denoted as F;r). Meanwhile, fea-
tures at different levels have different properties. Low-level
features contain more spatial or local-context information (e.g.,
colors, textures, edges, and contours), while high-level features
contain more semantic information (e.g., objects and human
parts). Furthermore, compared with high-level semantic infor-
mation, low-level spatial information is more modality-related.
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For example, the semantic information of person bodies can
be simultaneously contained in the high-level features of RGB
images and IR images, while the color information only exists
in the low-level features from RGB images. Therefore, in this
paper, the two sub-networks employ a relatively shallower
CNN for modality-specific feature extraction. Specifically, the
two sub-networks follow the same structures as the first three
convolutional blocks in ResNet50 [44] for modality-specific
feature extraction, due to the fact that the first three convo-
lutional blocks of ResNet50 mainly extract low-level features
from the input images. In this way, the extracted modality-
specific features can well exploit those single-modality infor-
mation from the input images. Mathematically, this process is
expressed by:

Frep = Conv(Xgrep,0reB), F1r = Conv(X1r, 0rR),
)]
where Conv(x,0rcp) and Conv(x,0rgr) denote the convolu-
tional blocks with their corresponding parameters Orcp and
Orr, respectively. X;r and Xprgp denote the input RGB
image and IR image, respectively.

B. Modality-shared Feature Extraction

Modality-shared feature extraction aims to extract discrimi-
native modality-shared features to reduce cross-modality vari-
ations and intra-modality variations. However, as discussed in
Section I, most existing models only extract modality-shared
appearance features [17], [18] for cross-modality person Re-
ID, which may not capture enough modality-invariant and
discriminative information from RGB and IR images due to
their large modality differences. Furthermore, the relations
among different person parts (i.e., modality-invariant relation
features) may be complementary to the modality-shared ap-
pearance features. Therefore, jointly capturing modality-shared
appearance features and modality-invariant relation features
may enhance the discriminability of the final modality-shared
features. This further reduces cross-modality variations and
intra-modality variations for cross-modality person Re-ID. To
this end, a novel Multi-level Two-streamed Modality-shared
Feature Extraction (MTMFE) sub-network is designed.

As shown in Fig. 4, the proposed MTMFE sub-network
also contains two shared sub-networks. One is a 2D CNN
based sub-network to extract the modality-shared appearance
features by projecting the extracted modality-specific features
into a shared 2D feature space. The other is a 3D CNN based
sub-network to capture the modality-invariant relation features
by projecting the extracted modality-specific features and the
modality-shared appearance features into a shared 3D feature
space. It should be noted that the modality-specific features
for modality-shared feature extraction may be extracted from
the RGB image (i.e., Frgp) or the IR image (i.e, Fip).
For simplicity, the modality-specific features (i.e., Frgp or
F;r) for modality-shared feature extraction are denoted by
F € RE*H*W in this section. Here, C, H and W denote its
channels, height and width.

1) Modality-shared Appearance Feature Extraction: As
shown in Fig. 4, on the top of modality-specific feature
extraction, a shared 2D CNN based sub-network is first

c Project
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N P (b) Y

Fig. 5. Tllustration of the projection operation. (a) Project the 2D appearance
features into 3D feature space; (b) Project the modality-invariant relation fea-
tures into 2D feature space. In (a), the input appearance features with the size
of C'x H x W are projected as 3D features with the size of % XDxHXW.

In (b), the input relation feature with the size of % X D x HxW are projected

as 2D features with the size of C' x H x W. Here, C, H,W and D denote
channels, height, width and depth of corresponding features.

employed to extract modality-shared appearance features by
projecting the modality-specific features into a shared feature
space. Specifically, given the modality-specific features F,
the shared sub-network employs two convolutional blocks
to extract two levels of modality-shared appearance features
(denoted as F. and F2, respectively). Mathematically, this
process is expressed by:

F! = Conv(F,0,1), F2 = Conv(F},0.2), (2)

where Conv(x,0,1) and Conv(x,60,) denote two convolu-
tional blocks with their corresponding parameters 6,1 and 6,2,
respectively. In our model, the shared sub-network follows the
structure of the last two convolutional blocks of ResNet50
[44]. In our model, both the two levels of modality-shared
appearance features (F! and F2) are employed for cross-
modality person Re-ID, due to the fact that the modality-
shared appearance features in the two levels contain varieties
of semantic information. This may further enhance the dis-
criminability and robustness of the final person features.

2) Modality-shared relation Feature Extraction: As dis-
cussed in Section I, extracting modality-invariant relation
features will further enhance the discriminability of modality-
shared features and reduce cross-modality variations as well
as intra-modality variations for cross-modality person Re-ID.
Furthermore, different channels of appearance features mainly
contain discriminative information at different person parts.
Therefore, relation features can be obtained by capturing the
relations among different channels of appearance features.
Considering that, in our proposed model, the next step is
to capture modality-invariant relation features from different
types of appearance features (i.e., modality-specific features
and modality-shared appearance features).

As shown in Fig. 4, in the proposed MTMFE sub-network,
two levels of the relation features (i.e, F} and F?%) are
extracted. Moreover, the first-level modality-invariant relation
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Fig. 6. Illustration of the extraction of the modality-invariant relation features.
(a) A 3D features transferred from the modality-shared appearance features.
(b) Corresponding heat maps of the modality-shared appearance features. (c)
A 3D convolutional kernel. (d)-(f) Capturing the modality-invariant relation
features at different spatial locations by using the 3D convolutional kernel.
It can be seen that the spatial-wise and channel-wise relation of the different
appearance features are simultaneously captured by using the 3D convolu-
tional kernel. As a result, the relation of those spatial information of different
person parts are effectively extracted to reduce the cross-modality variants
and further enhance the discriminability of the modality-shared features for
cross-modality person Re-ID.

features F1 are composed of two sub-parts (i.e, Fi-! and
Fi-?). Here, F}-' is extracted from the modality-specific
features F, while F}-* is extracted from the first level of
modality-shared appearance features F.. The second-level
modality-invariant relation features F2 are directly extracted
from the first level of modality-invariant relation features F1.

Specifically, for the extraction of Fi-!, inspired by [22],
[23], the modality-specific features F' are first projected into
a shared 3D feature spaces by using the proposed Projecting
features inTo 3D feature space (PT3D) operation. Then, a 3D
convolutional block is employed to extract the relations among
the modality-specific features. Here, as shown in Fig. 5(a), the
PT3D operation is implemented by first splitting the extracted
modality-specific features F into multiple groups along its
channel dimension, where each group contains D channels
of the features (i.e., total C groups). Then, each group is
constructed as a 3D feature of size D x H x W. In this way,
the extracted modality-specific features are projected into a
shared 3D feature space. Here, as in [22], [23], the 3D feature
space is actually a pseudo 3D feature space due to the fact
that the features are not extracted from the real 3D data, liking
videos or medical images, but projected from the extracted 2D
features.

In this shared 3D feature space, the spatial- and channel-
wise relations among the modality-specific features are si-
multaneously established for cross-modality person Re-ID by
using two stacked 3D convolutional layers with kernel size
of 3 x 3 x 3. For better understanding, Fig. 6(a) can be seen
as a 3D feature transferred from a group of modality-shared
appearance features. Fig. 6(b) demonstrates that the modality-
shared appearance features contain the spatial information of
different person parts. As shown in Fig. 6(d)-(f), the relations
of the modality-shared appearance features corresponding to
different person parts can be captured by performing a 3x3x3
3D convolutional kernel (e.g., Fig. 6(c)) in the shared 3D
feature space. Furthermore, more modality-invariant relation
features can be extracted by employing more 3D convolutional

kernels. Mathematically, this process is expressed by:

-1 = Conv3d(PT3D(F), ,), 3)

where Conv3d(x,d;) denotes two stacked 3D convolutional
layers with their corresponding parameters d;. PT3D(x) de-
notes the projection operation.

Then, considering that the extracted modality-specific fea-
tures and modality-shared appearance features have different
properties, the relations of the modality-shared appearance
features are also captured to increase the diversity of the
modality-invariant relation features and further enhance the
discriminability of modality-shared features for cross-modality
person Re-ID in this paper. For that, the second part of the
modality-invariant relation features in the first level (i.e., F}—Q)
are extracted from the first level of modality-shared appearance
features (i.e., F1) in the same way as in the previous step.
Concretely, F! is first projected into the shared 3D feature
space by using the proposed PT3D operation and then fed
into another two stacked 3D convolutional layers to extract
F1-2. Mathematically, this process is expressed by:

= Conv3d(PT3D(F}), ds), 4)

where Conv3d(x,d2) denotes the two stacked 3D convolu-
tional layers with its corresponding parameters Js.

Finally, the first level of modality-invariant relation features
F! are obtained by the element-wise summation of F}-! and
F}—Q, ie.,

F;=F'

+ F-2. (5)

Here, the element-wise summation is employed for its rel-
atively lower computational complexity and memory usage.
Other fusion strategies (e.g., concatenation) may also be used.

The second level of modality-invariant relation features F?
are obtained by feeding F! into the second 3D convolutional
block, which is expressed by

F? = Conv3d(F},d3), (6)

where Conv3d(x, d3) denotes the 3D convolutional block with
its corresponding parameters 3. Furthermore, the relations
among the second-level modality-shared appearance features
F2 may also be extracted by projecting the second-level
modality-shared appearance features into the shared 3D feature
space. However, our experimental results show that the per-
formance of cross-modality person Re-ID may not be further
improved even if more modality-invariant relation features are
extracted. Therefore, the modality-invariant relation features
are not further extracted from the second-level of appearance
features F2 in our proposed model.

In this way, the relations of the modality-specific features
and modality-shared appearance features at different person
parts are captured in a shared 3D features space, respec-
tively. By virtue of modality-shared appearance features and
modality-invariant relation features, the diversity and discrim-
inability of the final modality-shared features are significantly
increased, thus effectively reducing cross-modality variations
and intra-modality variations for cross-modality person Re-ID.

Finally, the extracted modality-invariant relation features are
projected back into the 2D feature space and concatenated with
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the modality-shared appearance features in the same levels to
facilitate the subsequent steps and meet the requirement of
the loss function. In this way, the modality-shared features in
different levels are thus obtained, i.e.,

F! = Cat(F},PT2D(F})), F? = Cat(F2?,PT2D(F?)),
(7
where F! and F? denote the final modality-shared features.
PT2D(x), as shown in Fig. 5(b), denotes the projection
operation that projects the 3D features back into the 2D feature
space, which is the reverse operation of PT3D(x).

C. Part-Aligned Block

Given the extracted modality-shared features F! and F2,
a part-aligned block is employed to extract the final person
features from different person parts. Specifically, as shown
in Fig. 4, following the PCB-based model [45], [12], the
extracted modality-shared features F! and F? are separated
into six parts, respectively. For the features within each part,
a Global Average Pooling (GAP) is employed to obtain the
global information of each part, Then, a fully connected layer
is further employed to obtain the final feature embedding
for representing the corresponding part of a given image.
Mathematically, this process is expressed by:

j ,Fi o = Part(F?), (8)

-
F! . = FC(GAP(F. ), 9), )

where k=1,2,3,4,5,6 denotes different parts and i=1,2 denotes
different levels. Part(x) denotes the separation operation.
FC(*,9) denotes the fully connected layers with corre-
sponding parameters ;. GAP(x) denotes the global average
pooling. F? , and F? , denote the features from k-th part of
the i-th level features, respectively.

Furthermore, the features F7 i from different person parts
should be discriminative for dlfferent persons. For that, the
features F;’ i are employed to predict the corresponding person
identification. Concretely, for the features within each part, an
FC layer is performed to predict which person identification
it belongs to. Mathematically, this process is expressed by:

clsp , = FC(F! sV ), (10)

where cls;,k denotes the person identification classification
score derived from the k-th part in the i-th level of features.
FC(x, Vei ) denotes the fully connected layers with the corre-
sponding parameters 196?;

D. Loss Function

After extracting person features from the input visible or
thermal images by employing the proposed network, a cross-
modality quadruplet loss is further designed to supervise the
feature learning objectives. Furthermore, the intra-modality
variations are also reduced by employing a single-modality
triplet loss in this paper.

Suppose that, given an anchor sample, F? and FZ  denote
its features extracted from the corresponding RGB and thermal
images, respectively. Similarly, Ff’t and F{;t denote the fea-
tures extracted from corresponding positive RGB and thermal

Fig. 7.
proposed cross-modality quadruplet loss; (b) Single-modality triplet loss.
Here, d;,i = 1,2, 3,4 denotes the distance of two features. For example, d;
represents the distance of the features extracted from the images of anchor-
positive pairs in different modalities. Meanwhile, the smaller value of d;
represents that the two features become more similar.

Illustration of the proposed cross-modality quadruplet loss. (a) The

image samples, while F[ and F/ denote the features ex-
tracted from corresponding negative RGB and thermal image
samples. The details of our losses are discussed as follows.

1) Cross-modality Quadruplet Loss: Many existing works
employ the Bi-directional Dual-constrained Top-Ranking
(BDTR) loss or its variants [13], [17], [27], [28] to train their
cross-modality person Re-ID models. Following the BDTR
loss (i.e., shown in Eq. 11), these losses only constrain that
the distance of an anchor sample to its farthest cross-modality
positive sample should be smaller than the anchor sample to its
nearest cross-modality negative sample by a predefined margin
(i.e., di < ds in Fig. 7(a)).

=Y max[p + D(FL, F,) - D(FL, F,)|

an’ - ng

(11)
+ Z max[m + D( an’ FR) D(Fém Fgg”’

where p; denotes the corresponding margin. D(x) denotes
the distance function, which default is the squared Euclidean
distance, i.e.,

DX, Y) =3 XY |3, (12
where X and Y denote the input features.

However, as shown in Fig. 7(a), the cross-modality dis-
crepancy may not be fully reduced by only employing the
BDTR loss or its variants. They may ignore another aspect
that is also caused by modality differences, i.e., the distance
of an anchor sample to its farthest cross-modality positive
sample may also be larger than the anchor sample to its
nearest intra-modality negative sample (i.e., d; > dg in 7(a)).
Considering that, a novel Cross-modality Quadruplet (CQ) loss
is designed to further reduce the cross-modality discrepancy
by simultaneously considering the following two aspects. (1)
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The distance of an anchor sample to its farthest cross-modality
positive sample should be smaller than the anchor sample to
its nearest cross-modality negative sample by a predefined
margin (i.e., di < d2). (2) The distance of an anchor sample
to its farthest cross-modality positive sample should also be
smaller than the anchor sample to its nearest intra-modality
negative sample by a predefined margin (i.e., d; < d3). This
is expressed by:

(eq =y _max[py + D(FL, Fp,) — D(FL, F},)]
+ Y max[p, + D(FS,, F) - D(FL, Fr )]
+Y max[p, + D(FL,, Fj,) — D(FL,FL)]
+ Y max[py + D(FL,, Fr) — D(FL,, Fl ).

Here, po denotes the corresponding margin. Note that all the
input features are /s normalized for stable convergence.

2) Single-modality Triplet Loss: Besides the proposed CQ
loss, single-modality triplet loss [8], [33] is also employed to
reduce the large intra-modality variations. As shown in Fig.
7(b), single-modality triple loss tries to let the distance of an
anchor sample to its farthest intra-modality positive sample
smaller than the anchor sample to its nearest intra-modality
negative sample by a predefined margin. This is expressed by

Cst = Z max[p3 + D(anv FZI)%t) - D(FaRn’ ng)]
+ Z maX[pg + D(Ffm, F;I;t) - D(Fém Ffl.q)]'

Here, ps denotes the corresponding margin.

3) Identification loss: Finally, an identification loss is em-
ployed to make sure that those extracted features are discrim-
inative for pedestrians, which is expressed by:

13)

(14)

1 Niaq

Ga =~ ; gelog(pe), (15)
where V;; denotes the total numbers of person identifications.
g. and p. denote the ground truth and the predicted probability
of being the c-th identification, respectively. In our proposed
model, for features of each part in each level, the identification
loss is employed to facilitate the proposed model to learn more
discriminative person features.

Total Loss for Training: In the training process, the anchor
samples (IZ and I ), positive samples (Ilﬁ and I;({t) and neg-
ative samples (Ifg and I,{g) are sampled. After feeding these
samples into the proposed model, corresponding person Ban
features are obtained, i.e., Ffél,k’ Fiik, Fﬁ’fk, F;Zk, F.'
and Ffl; o Here, k=1,23,45,6 denotes different parts and
i=1,2 denotes different levels. Meanwhile, the classification
scores for the anchor images (i.e., paR;li . and pf”z ) are also
obtained. Based on that, the total loss ¢ ‘for the anchor images
in the training process is expressed by

R,i I, R,i 1, R,i 1,
(ch (Fan,k:’ Fan,k}’ Fpt,k7 Fpt,k:’ an,k’ an,k:)

I
F

R,i
F. ng,k)

I, Ri i
Fli FEiF e

an,k’~ pt,k>~ pt,k>
R, I
+ Gia(Pag s Gid) + Cia(Pap 1> Gid))s

1
+ Cst (FR,i

an,k’

(16)

where ¢;4 denotes the ground truth person identification.

IV. EXPERIMENTS

A. Datasets and Evaluation Metrics

Datasets: To evaluate the performance of our proposed
network, we conduct evaluations on two public cross-modality
person Re-ID benchmarks: SYSU-MMO1 [46] and RegDB
[47].

SYSU-MMOI1 is a large-scale and widely used cross-
modality person Re-ID dataset [46]. Four visible cameras and
two infrared cameras are employed to collect RGB images
and IR images from both indoor and outdoor environments.
Its training set contains 395 person identities, including totally
22,258 RGB images and 11,909 IR images. Furthermore, the
testing set of SYSU-MMOI contains 96 person identities with
3,803 IR images for query and 301/3010 (one-shot/multi-shot)
randomly selected RGB images as the gallery. There are two
evaluation modes in SYSU-MMO1 for cross-modality person
Re-ID: indoor-search and all-search [46].

RegDB is another widely used cross-modality person Re-
ID dataset [47]. It totally contains 412 person identities and
8240 images collected by dual camera systems, where 206
identities are employed for training and the rest of 206
identities are employed for testing. For each person identity, 10
RGB images and 10 IR images under different poses, positions
and illuminations are available. There are also two evaluation
modes for RegDB. One is RGB-IR matching for searching IR
images from a given RGB images. The other mode is IR-RGB
matching for searching RGB images from a given IR image.

Evaluation metrics: Following existing works [12], [13],
[15], [48], Cumulated Matching Characteristics (CMC) and
mean Average Precision (mAP) are adopted as the evaluation
metrics. Here, CMC (i.e., Rank-r accuracy) measures the
probability of a correct cross-modality person image occurs
in the top-r retrieved results. mAP measures the retrieval
performance when multiple matching images occur in the
gallery set.

B. Online Batch Sampling Strategy

Our online batch sampling strategy is discussed in this sub-
section. Specifically, for each batch in a training iteration, N
person identities are first selected from training sets randomly.
Then, for each selected person identity, K corresponding RGB
images and K IR images are randomly selected. As a result,
each training batch contains N x K RGB images and N x K
IR images (i.e., totally 2 x N x K images) for training. Here,
we set NV =8 and K = 4 during our training process.

In the testing strategy, the features of all the query images
are first obtained by feeding all the query images into our
model. Similarly, the features of all the gallery images are
then obtained by feeding all the gallery images into our
model. After that, the pairwise distances between the query
and gallery images are calculated and the corresponding
quantitative results are then obtained.
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Fig. 8. The top-10 retrieved results of some example queries with the proposed
method on the SYSU-MMO1 and RegDB datasets. The green bounding boxes
indicate the correct matchings and red bounding boxes represent wrong
matchings (best viewed in color). Examples in the first two rows are sampled
from SYSU-MMOI dataset which takes the IR images as queries to search
from the RGB images. Examples in the third and fourth rows are sampled
from RegDB dataset which takes RGB images as queries to search from IR
images. The last two rows show some failure cases.

C. Implementation details

The proposed model is implemented on an NVIDIA 1080Ti
GPU by using the PyTorch repository [49]. The parameters of
the modality-specific extraction sub-networks and the 2D CNN
of the modality-shared feature extraction sub-networks are
initialized by using a pre-trained ResNet50 [44] on ImageNet
[50]. Other parameters are randomly initialized by using the
Xavier initialization [51]. All the experiments are performed
by using the SGD optimizer with the weight decay of 0.0005.
The initial learning rates for the parameters of modality-
specific features extraction sub-networks are set to 0.01 and
for those of modality-shared feature extraction sub-networks
are set to 0.1. The learning rates are decreased by a factor
of 0.1 for every 7 epochs. In the training process, all the
sampled images are resized to the 288 x 144 by employing
the bilinear operation. Meanwhile, some data augmentations,
such as random flipping and cropping, are also employed.

D. Visualization

The top ten retrieved results of some randomly selected
query examples on the SYSU-MMO1 and RegDB datasets are
shown in Fig. 8. We can see that cross-modality person Re-ID
is an extremely challenging task and it is even hard for human
to tell which person is the correct matching of the query. Then,
there are some wrongly retrieved examples in the ranking list,
but the top-ranked images are usually quite close to the query
image due to similar appearances and relation information.

9
TABLE I
QUANTITATIVE RESULTS OF DIFFERENT ABLATION EXPERIMENTS.

Methods ML P RF-only RF CQ rl rl0 MAP
1 X X X X X 1643 51.84 18.50
2 v X X X X 1825 57.38 19.81
3 X v X X X 4536 8522 4528
4 v v X X X 48.15 77.78  48.35
5 v v v X X 47.17 8825 46.29
6 v v X v X 60.66 91.61 58.28
7 v v X v v 6256 9385 60.57

Meanwhile, as shown in the last two rows of Fig. 8, for those
failure cases, the top matches in the ranking list are indeed
very similar to the query person.

E. Ablation study

The effectiveness of each component in our proposed model
is studied in this subsection. As shown in Table I, different
versions of our proposed model are designed for comparisons.
Specifically, the modality-invariant relation features, multi-
level features and PCB-based part-aligned block are first
removed from the proposed model as the Baseline model (i.e.,
the first line of Table I). Then, the multi-level features are
represented as ‘ML’ and the PCB-based part-aligned block is
represented as ‘P’. ‘RF’ denotes that the modality-invariant re-
lation features are employed for cross-modality person Re-ID.
‘RF-only’ represents that only modality-invariant relation fea-
tures are employed, while modality-shared appearance features
are not extracted for cross-modality person Re-ID. Finally,
the proposed cross-modality quadruplet loss is represented as
‘CQ’. It should be noted that these models are trained by
using the joint loss of classification loss, bi-directional dual-
constrained top-ranking loss [13] and single-modality triplet
loss, except for the last model in Table I, in which the proposed
cross-modality quadruplet loss, instead of the bi-directional
dual-constrained top-ranking loss, is adopted for training.

As shown in the second and third rows of Table I, the
performance of cross-modality person Re-ID are boosted by
employing the multi-level features and the PCB-based algo-
rithm. This results from that both multi-level features and
PCB-based algorithm can enhance the discriminability of the
extracted modality-shared features. Furthermore, the results
shown in the fourth row indicate that only employing the
modality-shared appearance features for cross-modality person
Re-ID cannot achieve the optimal results. This may be due
to the fact that using modality-shared appearance features
only cannot capture enough discriminative information for
identifying different persons since the modality differences
between RGB and IR images are large. Meanwhile, the results
in the fifth row of Table I indicate that employing modality-
invariant relation features only also obtains suboptimal results.
This may result from the fact the modality-shared appearance
features also contain lots of valuable information for identify-
ing different persons. The modality-invariant relation features
can be employed as important complementary information
for modality-shared appearance features but cannot fully re-
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TABLE 11
COMPARISON WITH THE STATE-OF-THE-ART MODELS ON SYSU-MMO1 DATASET.
- All-Search Indoor-Search
- Single-shot Multi-shot Single-shot Multi-shot
Methods RI1 R10 R20 mAP RI1 R10 R20  mAP RI R10 R20 mAP R1 R10 R20 mAP
HOG [52] 276 1825 3191 424 3.82 2277 3763 216 322 2468 4452 7125 475 29.06 4938 351
LOMO [53] 3.64 23.18 37.28 4.53 4.70 28.22 43.05 2.28 5.75 3435 5490 10.19 7.36 40.38  60.33 5.64
One-stream Network [36] | 12.04 49.68 66.74 13.67 | 1626 58.14 7505 859 | 1694 6355 82.10 2295 | 2262 71.74 87.82 15.04
Two-stream Network [36] | 11.65 47.99 6550 12.85 | 1633 5835 7446 8.03 | 1560 61.18 81.02 21.49 | 2249 7222 88.61  13.92
Zero-padding [36] 14.80 54.12 7133 1595 | 19.13 6140 7841 1089 | 20.58 68.38 8579 2692 | 2443 7586 91.32 18.64
MLBP [54] 2.1 16.2 28.3 3.9 - - - - - - - - - - -
TONE[20] 12.5 50.7 68.6 14.4 - - - - - - - - - - -
HCML[20] 14.3 532 69.2 16.2 - - - - - - - - - - -
BDTR [17] 17.0 55.4 72.0 19.7 - - - 26.8 73.2 87.6 37.6 - - - -
cmGAN [15] 27.0 67.5 80.6 27.8 31.7 772 89.2 424 - - - - - - - -
GSM [55] 529 3371 5295  8.00 6.19 37.15 5566 438 946 4898 7206 1557 | 11.36 5134 7341 9.03
D-HSME [19] 20.7 62.8 78.0 232 - - - - - - - - - - -
IPVT+MSR([56] 232 51.2 61.7 225 - - - - - - - - - - -
D2RL [57] 28.9 70.6 82.4 29.2 - - - - - - - - - - -
DBT [18] 29.05 7471 87.16 3094 | 3540 81.02 91.85 24.12 | 32.74 8240 9335 4426 | 4041 86.83 9627  33.93
CC-S [10] 33.4 78.6 89.4 372 - - - - - - - - - - -
CC-F [10] 35.1 71.6 88.9 37.4 - - - - - - - - - - - -
DGD_MSR[9] 3735 8340 9334 3811 | 43.86 8694 9568 30.48 | 39.64 89.29 97.66 50.88 | 46.56 93.57 98.80  40.08
AlignGAN[38] 424 85.0  93.7 40.7 51.5 89.4 95.7 339 459 87.6 94.4 543 57.1 92.7 97.4 453
eBDTR [13] 27.8 67.3 81.3 28.4 - - - 32.4 77.4 89.6 424 - - - -
Hi-CMD[58] 3494 77.58 - 35.94 - - - - - - - - - - -
EDFL [16] 36.9 84.5 932 407 - - - - - - - - - - - -
CMPG [36] 38.1 80.7 89.9 36.9 45.1 85.7 93.8 29.5 43.8 86.2 94.2 52.9 52.7 91.1 96.4 4.7
ECMC [59] 3026 7559 88.13 3338 - - - - - - - - - - -
BEAT [60] 38.57 76.64 8639 38.61 | 4471 69.82 77.87 3220 - - - - - - - -
HPILN[28] 4136 8478 9451 4295 | 47.56 88.13 9598 36.08 | 4577 91.82 9846 56.52 | 53.05 93.71 9893 4748
XM [11] 49.9 89.7 95.9 50.7 - - - - - - - - - - - -
TSGAN(w/o rerank) [61] | 49.8 87.3 93.8 47.4 56.1 90.2 96.3 38.5 50.4 90.8 96.8 63.1 59.3 91.2 97.8 50.2
TSGAN(w/ rerank) [61] 58.9 87.8 94.1 55.1 55.9 91.2 96.6 39.7 62.1 90.8 96.4 71.3 59.7 91.8 97.9 50.9
ABP [48] 5156  75.65 81.69 32.50 - - - - - - - - - - -
HATML [62] 5529 9241 9736 53.89 - - - - 62.10 9575 9920 69.37 - - - -
HC [12] 56.96 9150 96.82 5495 | 62.09 93.74 97.85 48.02 | 59.74 92.07 9622 6491 | 69.76 9585 9890 57.81
DG-VAE [63] 59.49  93.77 - 58.46 - - - - - - - - - - -
our 62.56 93.85 97.63 60.57 | 68.09 9573 9830 5433 | 65.06 9517 98.17 73.86 | 69.81 96.86 99.30 64.84

place the modality-shared appearance features. Furthermore,
as shown in the sixth row of Table I, the performance of cross-
modality person Re-ID is significantly boosted by simultane-
ously capturing the modality-shared appearance features and
modality-invariant relation features. This means that, by virtue
of modality-shared appearance features and modality-invariant
relation features, our proposed MTMFE sub-network can
extract more modality-invariant and discriminative modality-
shared features to reduce cross-modality variations and intra-
modality variations, thus boosting the cross-modality person
Re-ID. As shown in the last row of Table I, the performance
of our model is further improved by employing the proposed
cross-modality quadruplet loss. This results from the fact that
the proposed cross-modality quadruplet loss provides stronger
constraints to force our model to learn more discriminative
features in the training process.

F. Comparison with State-of-the-Art Methods

In this subsection, the proposed model is compared with
some of the State-Of-The-Art (SOTA) methods, including:
HOG [52], MLBP [54], LOMO [53], GSM [55], One-stream

Network[36], Two-stream Network [36], Zero-padding [36],
TONE[20], HCML[20], D-HSME [19], BDTR [17], eBDTR
[13], cmGAN [15], IPVT+MSR[56], D?RL [57], DBT [18],
CC [10], Hi-CMD[58], EDFL [16], DGD_MSR[9], CMPG
[36], AlignGAN][38], TSGAN[61], BEAT [60], ECMC [59],
HPILN[28], XM [11], HC [12], ABP [48] and HATML [62].

The quantitative results of these SOTA models on SYSU-
MMO1 [46] dataset are shown in Table II. It can be seen that
the proposed model outperforms other SOTA methods by a
large margin. Specifically, in all-search mode, the proposed
model surpasses SOAT models by 3.07% on Rank-1 accuracy
and 2.11% on mAP in the single-shot setting. Meanwhile,
the multi-shot setting exhibits a similar phenomenon. This
indicates that the proposed model can extract highly dis-
criminative person features by jointly capturing modality-
shared appearance features and modality-invariant relation
features. Furthermore, our proposed model can obtain higher
recall values than other SOTA models when the gallery size
increases. Meanwhile, the proposed model also obtains the
best performance in the indoor-search mode, which further
demonstrates the effectiveness and robustness of our proposed
model.



JOURNAL OF IEEE TRANSACTIONS ON IMAGE PROCESSING

TABLE III
COMPARISON WITH THE STATE-OF-THE-ART MODELS ON REGDB DATASET.

- Visible to Thermal Thermal to Visible
Methods R1 R10 R20 mAP R1 R10 R20 mAP
HOG [52] 13.5 332 43.7 10.3 - - -

MLBP [54] 2.0 7.3 10.9 6.8 - - -

LOMO [53] 0.9 2.5 4.1 2.3 - - -

GSM [55] 17.3 34.5 453 15.1 - - -
One-stream Network [36] 13.1 33.0 42.5 14.0 - - - -
Two-stream Network [36] 124 30.4 41.0 134 - - - -

Zero-padding [36] 17.8 342 44.4 18.9 16.63  34.68 4425 17.82
TONE[20] 16.9 34.0 44.1 14.9 13.86  30.08 40.05 16.98
HCML[20] 24.4 47.5 56.8 20.8 21.70  45.02 5558 2224

D-HSME [19] 50.85 7336 8l.66 47.00 | 50.15 7240 81.07 46.16
BDTR [17] 335 58.4 67.5 31.8 3292 5846 6843 3196
eBDTR [13] 31.8 56.1 66.8 332 3421 5874 68.64 3249

IPVT+MSR[56] 58.76 8575 90.27 47.85 - - - -

D2RL [57] 434 661 763  44.1 - - - -

DBT [18] 38.64 60.18 69.81 38.08 - - - -

CC-S [10] 53.1 72.3 80.2 535 - - - -

CC-F [10] 3026 75.59  88.13 60.0 - - - -

ECMC [59] 39.75  61.26  70.10  40.79 - - - -

BEAT [60] 67.45 - - 66.51 | 66.48 - - 67.31

Hi-CMD[58] 7093  86.39 - 66.04 - - - -
EDFL [16] 52.58 72.10 8147 5298 - - - -
DGD_MSR[9] 4843 7032 79.59 48.67 - - - -
AlignGAN[38] 56.3 53.4 57.9 53.6
XM [11] 62.21 83.13 91.72 60.18 579 - - 53.6
ABP [48] 56.35 80.87 87.96 4858 | 54.03 78.69 85.83 47.60
HATML [62] 71.83 87.16 92.16 67.56 | 70.02 86.45 91.61 66.30
DG-VAE [63] 7297  86.89 - 71.78 - - - -
our 76.10 88.86 9241 7439 | 72.18 87.06 92.38 71.04

The quantitative results of these SOTA models on RegDB
dataset are shown in Table III. It can be seen that, for
both the visible-to-thermal mode and the thermal-to-visible
mode, the proposed model surpasses others by a large margin.
Meanwhile, the proposed model obtains similar mAP values in
the visible-to-thermal mode and thermal-to-visible mode. This
also indicates that, with the collaboration of modality-shared
appearance features, modality-invariant relation features and
cross-modality quadruplet loss, the proposed model can signif-
icantly reduce the cross-modality variations and intra-modality
variations for cross-modality person Re-ID. As a result, more
discriminative modality-shared features are extracted to boost
the performance of cross-modality person Re-ID.

V. CONCLUSION

A novel cross-modality person Re-ID model has been pre-
sented in this paper. Specifically, on the top of modality-shared
appearance features, our proposed MTMFE sub-network en-
hances the discriminability of the extracted modality-shared
features by further extracting modality-invariant relation fea-
tures. By virtue of the extracted modality-invariant relation
features, the cross-modality variations as well as the intra-
modality variations are significantly reduced. As a result,
the performance of cross-modality person Re-ID is greatly

improved. After that, the cross-modality variations are further
reduced by employing the proposed cross-modality quadru-
plet loss. With the collaboration of modality-shared appear-
ance features, modality-invariant relation features and cross-
modality quadruplet loss, the proposed model achieves new
state-of-the-art experimental results on several benchmarks,
which validates the superiorities of our model over others.
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