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ABSTRACT

Human action recognition plays a fundamental role in the design of smart solution for home environ-
ments, particularly in relation to ambient assisted living applications, where the support of an auto-
mated system could improve the quality of life of humans trying to interpret and anticipate user needs,
recognizing unusual behaviors or preventing dangerous situations (e.g. falls). In this work the poten-
tialities of the Kinect sensor are fully exploited to design a robust approach for activity recognition
combining the analysis of skeleton and RGB data streams. The skeleton representation is designed to
capture the most representative body postures, while the temporal evolution of actions is better high-
lighted by the representation obtained from RGB images. The experimental results confirm that the
combination of these two data sources allow to capture highly discriminative features resulting in an
approach able to achieve state-of-the-art performance on public benchmarks.

1. Introduction

The continuous advances in sensing technologies and net-
working infrastructures enable the development of intelligent
software which can provide a real-time analysis of specific sit-
uations of interest in a home environment, with the aim of en-
hancing the quality of life of the occupants. For instance in the
field of health-care, particular attention is generally devoted to
systems able to detect and recognize dangerous situations and
to provide prompt alarms (Cardinaux et al.[|(2011)); other inter-
esting applications are abnormal human behavior detection or
human-computer interfaces.

Our proposal focuses on the use of vision-based techniques
which guarantee a higher degree of unobtrusiveness with re-
spect to sensor-based approaches; the last ones in fact are more
invasive in our opinion for the necessity of wearing sensors of
different nature and not always appropriate for some categories
of users (e.g. elderly people). Moreover, even being aware of
the great success of neural networks coupled with deep learn-
ing techniques in many applications, we choose to design an
activity recognition approach based on hand-crafted features.

**Corresponding author: Tel.: +39-0547-338847;
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In the specific context of this work, in fact, the acquisition of
a large amount of training data typically needed for network
training is quite difficult and unlikely. The home environment
is usually characterized by a very limited number of users, and
also most of the reference benchmarks for activity recognition
reproduce a “small-size” scenario, with few users and few ac-
tivity samples per user. We are confident that in this scenario
also “traditional” computer vision techniques can achieve good
results and real time processing capabilities even with limited
computational power.

The paper is organized as follows: section [2]discusses the state
of the art of vision-based activity recognition techniques, sec-
tion[3|describes the multimodal approach proposed in this work,
section [ summarizes the experiments carried out to evaluate
our proposal on public datasets and finally section[5|draws some
conclusions and outlines future research directions.

2. Related work

Human activity recognition (HAR) is a very active research
area and summarizing the existing approaches is a quite hard
task. Focusing on vision-based approaches, good reviews of
the literature are provided in the recent surveys by Kong and
Ful (2018) and Herath et al.[|(2017). A first criterion to catego-
rize the existing approaches is the input data type; most of the



works exploit either the RGB images or skeleton information
(provided for instance by the Kinect sensor). In this work we
propose a multimodal system combining both aforementioned
sources of information. Due that, in the following we discuss
the main approaches related to. It is worth noting that, actu-
ally, the two categories are overlapped to some extent; pure
methods exploiting a single data category are quite rare and
many works combine different information to improve robust-
ness. Each method is then included in the category related to
the main information exploited.

2.1. Action recognition from RGB images

Many works in the literature adopt a representation of human

actions based on a 3D volume, where the human pose and its
variations are described. The 3D volume is then encoded in dif-
ferent ways. |Gorelick et al.|(2007)) and [Yilmaz and Shah| (2005)
use shape features, other approaches are based on optical-flow
representation (e.g. |Wang and Mori (2011)). Finally, many
works adopt local representations in place of holistic descrip-
tors to better deal with noise. Space-time interest points have
been used in several works and represent an interesting cate-
gory of approaches, which demonstrated a good robustness to
image variations. Different techniques for keypoint detection
have been proposed (see for instance |Laptev| (2005); |[Scovan-
ner et al.[(2007)) as well as different approaches for descriptor
computation such as histograms of optical flow (Laptev et al.
(2008)) and HOG features (Klaser et al.| (2008)); [Wang et al.
(2009)).
Several recent approaches exploit the potentialities of deep
learning for activity recognition. Often the concept of 3D con-
volution (see J1 et al.| (2013)) is used to capture temporal dy-
namics in a short period of time; other works model temporal
dynamics by using multiple streams (Carreira and Zisserman
(2017); [Stmonyan and Zisserman!| (2014)); [Feichtenhofer et al.
(2016); Girdhar et al.|(2017)). Few works suggest the combina-
tion of RGB, depth and skeletal data to improve action recog-
nition accuracy (Khaire et al.| (2018);|Q1 et al.|(2018))).

2.2. Action recognition from skeleton data

Most of the approaches based on RGB-D data perform a
skeleton analysis, adopting different representations of the set
of joints. Some works exploit simple joint coordinates, nor-
malized according to some body reference measure (see|Gaglio
et al.| (2015); Shan and Akella (2014)) or joint distances (e.g.
Cippitelli et al. (2016)). EigenJoints are proposed in|Yang and
Tian| (2014) where PCA is applied to static and dynamic pos-
ture features to create a motion model. Histograms of 3D joints
are described inXia et al.|(2012), while |Zhang and Tian| (2012)
suggest the use of kinematic features, obtained observing the
angles between couples of joints. Other works propose alter-
native representations: Gaussian Mixture Models representing
the 3D positions of skeleton joints in|Piyathilaka and Kodagoda
(2013), Dynamic Bayesian Mixture Model of 3D skeleton fea-
tures in|Faria et al.|(2014) or spatio-temporal interest points and
descriptors derived from the depth image in [Zhu et al.| (2014).
Another common approach is to adopt a hierarchical represen-
tation where an activity is composed of a set of sub-activities,
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also called actionlets (see|Sung et al.|(2012); Wang et al.| (2012}
2014); Koppula et al.| (2013))). In the recent work by |Qi et al.
(2018)) an automatic joint configuration learning method, based
on dictionary learning and sparse representation. The interac-
tion of humans with objects is analyzed in a few works. The
authors of [Koppula et al.|(2013)) adopt a Markov random field
where the nodes represent objects and sub-activities and the
edges represent the relationships between object affordances,
their relations with sub-activities, and their evolution over time;
in |[Koppula and Saxenal (2013) the authors propose a graph-
based representation.

Also for skeletal data classification some techniques based on
neural networks have been proposed. Long short-term networks
are well suited to this aim for their capabilities of processing
changes across time (see Battistone and Petrosino| (2019)).

3. A multimodal system for activity recognition

The Kinect sensor provides parallel access to different data
streams; in this work we are interested in coupling information
from both skeleton and RGB images. We will define an activity
as a sequence S of L data frames, S, f = 1, .., L; each element
S, = (F,SK,) includes F,, the RGB frame acquired at time ¢
(of size W x H), and S K; which is the corresponding skeleton.
In practice the two data streams could be slightly misaligned,
mainly due to the skeleton extraction and serialization proce-
dures which are not always able to work at the same frame
rate the data are provided. This misalignment was observed
in several databases available for research purposes, for exam-
ple in the well-known NTU RGB+D (Shahroudy et al., 2016)
this phenomenon has lead to the loss of skeletal information in
many sequenceﬂ Nevertheless, its impact on our approach is
negligible since the contribution of the two information is com-
bined at decision-level.

3.1. Skeleton

We recently proposed in [Franco et al.| (2017) an activ-
ity recognition approach based on skeleton joint orientations.
Many works in the literature based on skeleton only exploit
joint positions to describe human postures; since Kinect pro-
vides for each joint also the estimated orientation, we decided
to explore the robustness of this information. We therefore de-
rived a posture representation based exclusively on angle in-
formation, derived from both the joint position and orientation.
The great advantage of angle features derived from skeletons
is that they are intrinsically normalized and independent from
the user’s physical structure. A good degree of invariance with
respect to pose and view changes is also achieved since all the
angles are computed with respect to the subject’s coordinate
system.

Each frame of a video sequence is represented by a set of an-
gles derived from the human skeleton, which summarize the
positions of the different body parts. The Kinect SDK repre-
sents the human skeleton as a set of d joints J = {ji, jo, ..., ju};

INTU RGB+D Repository.
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Figure 1: Representation of a subset of joints j, = (pa,o_;), Jb = (pb,c?b) and
. —
Je = (pe, o) and related angles 6, ¢ and «.

each joint j; = (pi,a) is described by its 3D position p; and its
orientation 0; with respect to the sensor coordinate syste X
grows to the sensors left, Y grows up and Z grows out in the
direction the sensor is facing). To encode the user posture, we
defined three types of angles:

e G, angle between the orientations 5,; and E),, of joints j,
and jj, (green angles in Figure[T). 6, angles are computed
from a set of m couples of joints Ag (m = 8).

e ¢, angle between the orientation 3; of j, and the segment

JaJjb connecting j, to jj (red angles in Flgure. wqp angles
are computed from a set of n couples of joints A, (n = 16).

—_—
e ap,: angle between the segment j, j, connecting j, to ";,
1)

—
and j,j. that connects j, to j. (blue angles in Figure
apqe angles are computed from s triplets of joints A, (s =
4).

Unfortunately the skeleton estimation provided by Kinect is
not always accurate. The reliability is generally good for the
joints of the upper part of the body, which contains most of the
information needed for activity recognition. Legs are generally
quite unreliable, but in many cases they are occluded or almost
static and do not provide significant contribution for activity
recognition. For this reason only a subset of the possible angles
is considered, mainly obtained from the joints of the upper part
of the body. All the details about the selected angles (Ag, A,
and A,) can be found in|Franco et al.|(2017).

Each skeleton S K, of the video sequence is represented by a
vector obtained as the ordered concatenation of the values of
0[|i€A9,¢j|j€A¢,ak|k€Aa

vV, = (017 vees O, Pl Py ALy eeey ay)

of size (m + n + s) where m = |Ay|, n = |A¢| and s = |A,|.

The complete video sequence S is finally encoded using a Bag
of Word model (BoW, Wang et al.| (2009)) where each activ-
ity is represented as an histogram of occurrences of some ref-
erence postures. The skeleton BoW representation allows to

2Coordinate mapping - Microsoft docs.
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effectively represent the main postures assumed by the human
body during activities, but the final representation does not cap-
ture the temporal evolution of the body movement (due to the
global nature of the histogram representation). The temporal
images described in the following subsection allow to better
represent this aspect and provide a complementary representa-
tion with respect to the skeleton information.

3.2. HOG features from temporal images

In order to improve the recognition capabilities of the previ-
ously described approach, we developed a technique based on
the analysis of RGB images with a two-fold objective: i) bet-
ter encoding the temporal evolution of the activity, needed to
discriminate between actions characterized by similar postures
but presented in a different order (e.g. sit down and get up); ii)
capture to some extent the user interaction with objects which
could help to classify the activity. The feature extraction ap-
proach can be summarized into three main steps, described in
the following subsections.

3.2.1. Construction of the temporal images

We can represent a sequence of frames F, witht = 1,..,L as
a volume image V (see Fig. [Zh), i.e. a parallelepiped in a 3D
space (x,y,t), where the first two coordinates refer to the spa-
tial coordinates of the frame pixels and the third one represents
time. To achieve independence from the body position in the
images, each frame is cropped to a fixed-size window (25% of
the frame width) centered on the spine mid joint. The width of
the region of interest has been empirically determined, based on
a rough analysis of the training set, and is not always accurate
for the test sequences; however it represents a good trade-off
between computational complexity and accuracy.
Our representation is obtained by a slicing operation of the
volume V at predefined values of the y-coordinate (see Fig[2),
properly selected to capture the body motion during the activ-
ity. In particular, a set T = {T},,T,,,...,Ty,} of M temporal
images of size W x L will be computed from V; the generic el-
ement of 7 is defined as: T,(r,c) = V(r,y;,c) withr € [1, .., W]
and ¢ € [1,..,L]. Examples of temporal images at fixed val-
ues of y are given in Fig.[Zb. As clearly visible in the example,
the temporal image highlights the specific movement of a body
region during time; the slice at the level of hands will show a
very typical periodic movement originated by the steering ac-
tion performed. Other temporal images, for instance from the
leg region, will be more static for this specific action. As ex-
pected, the selection of the sections to analyze (y values) has an
important impact on the accuracy of representation. We eval-
vated two strategies: i) y value of the main skeleton joints; ii)
uniform sampling along the skeleton. The two approaches will
be compared in the experiment section.

3.2.2. Temporal image gradient computation

Looking at the temporal images, it’s easy to observe that the
relevant information for activity recognition is represented by
the dynamic elements, the variations observed across time; the
constant regions of the image are not interesting and must not
be encoded. For this reason we convert each temporal image


https://docs.microsoft.com/it-it/previous-versions/windows/kinect/dn785530(v=ieb.10)

Ty, € T in a grayscale image and we compute the gradient mod-
uli G,, using the Sobel operator (see Fig.[2c). Even if the RGB
frames look quite defined, an analysis of the gradient images re-
veals the presence of a significant noise component that must be
removed for reliable feature extraction. A denoising operation
is therefore applied both before and after gradient computation
to reduce the effects of inter-frame variations due to the sensor,
thus obtaining a regularized image G~yi. The technique used for
denoising is non-local means denoising (Buades et al.[(2005)),
widely used in the literature and adopted in this work since it
allows to preserves the main image characteristics without in-
troducing a noticeable blurring effect, typical of other denoising
approaches (e.g. bilateral filter).

3.2.3. HOG encoding of gradient images.

Each regularized gradient image G,, is finally encoded by
HOG descriptors proposed in |Dalal and Triggs (2005). The
length of the different sequences could be different of course,
thus determining temporal images of different size. We need
however a fixed-length descriptor to train a classifier, so each
image is partitioned into a fixed number of overlapping blocks
and the final descriptor is obtained by the concatenation of the
block descriptors. The OpenCV implementation of HOG de-
scriptor computation has been used here; in particular, best re-
sults were achieved with a window of 4x8 cells. The size of the
cells for a specific sequence obviously depends on the size of
the input temporal image. A L2 normalization is carried out on
blocks made of 4x4 cells. The adoption of a histogram-based
representation allows to further reduce the influence of noise.

3.3. Activity classification

The two techniques discussed in the previous sections are

quite complementary and their fusion can be useful to achieve
good recognition accuracy. As shown in Figure |3] two classi-
fiers are trained using the features extracted from skeleton and
RGB images respectively. As for the skeleton data, we used
the same configuration described in our previous work (Franco
et al.[ (2017)) with the training of a Random Forest classifier.
The second classifier consists of a set of M linear Support Vec-
tor Machines where each SVM represents a T, slice, i.e. each
model is trained on a specific volume slice; the classification of
a particular activity is carried out by the fusion of results ob-
tained from the individual SVMs.
The outputs of the two classifiers are then combined for the final
result; among the existing combination strategies, the decision-
level fusion is the most suited in this case due to the possi-
ble misalignment of the RGB and the skeleton streams which
makes difficult a fusion at feature level. The two classifiers are
equally weighted for the computation of the combined score,
obtained by a simple sum rule. In our internal experiments,
the typical fusion rules (max, sum, prod) have been evaluated.
Overall, the sum rule provided better results, probably because
the two approaches are quite complementary and their sum re-
sults in a more robust estimation. The max rule provides the
worst results meaning that, in some cases, one of the two meth-
ods provides the wrong class with a high confidence value and
this problem is amplified by the max rule.

4. Experiments and results

The proposed approach has been evaluated over three dif-
ferent public benchmarks (CAD-60 and CAD-120 from Cor-
nell Universityﬂ and OAD dataseﬂ internally acquired), each of
them including different sets of activities. In order to evaluate
the effectiveness of the proposed approaches we had to focus
on datasets providing both RGB frames as well as information
about joint orientations. Most of the existing datasets provide
only one of the two categories of data, so we finally selected
two well-known public benchmarks (CAD-60 and CAD-120)
and we extended the experiments to a dataset internally col-
lected. The performance are reported in terms of confusion ma-
trix, where the rows correspond to the real activity label and the
columns to the estimated one. Moreover, we report precision P
and recall R values, computed as follows:

TP TP
P= ,R=
TP+ FP TP+ FN
where TP, FP and FN represent respectively the True Positives,

False Positives and False Negatives which can be easily derived
from the extra-diagonal elements of the confusion matrix.

4.1. Results on CAD-60

The Cornell Activity Datasets (CAD-60 and CAD-120) are
two of the most well-known and complete datasets in the field
of HAR. Despite of the number of HAR benchmarks available,
to the best of our knowledge, only CAD-60 and CAD-120 pro-
vide joint orientations as well as 3D position. The first one con-
sists of 60 RGB-D videos performed by four different subjects
in five environments (office, bathroom, bedroom, living room,
kitchen). The actors are two males and two females, one sub-
jectis left-handed. The authors identified three to four activities
for each environment, providing a total of 12 unique activities
(rinsing mouth, brushing teeth, wearing contact lens, talking
on the phone, drinking water, opening pill container, cooking
(chopping), cooking (stirring), talking on couch, relaxing on
couch, writing on whiteboard, working on computer). One of
the main characteristics of the dataset is the explicit splitting
into different environments. Indeed, some activities are com-
mon to several rooms (e.g., drinking water), others are peculiar
to a specific environment (e.g., cooking). The actors are typi-
cally placed in the center of the scene, without relevant occlu-
sions. For the same activity the point of view is always the same
regardless of the actor. The CAD-60 provides 3D positions of
15 joints and orientations of 11 of them.

All experiments were conducted on the basis of the “new per-
son” setting introduced in |Sung et al.|(2012), which consists in
a leave-one-out cross validation with rotation of the test subject.
As mentioned in Section 3.2] we evaluated two different strate-
gies for the selection of y-values, both based on skeleton infor-
mation. In the first one, volume slices are extracted in corre-
spondence of the position of the 15 joints describing the skele-
ton (RGB - joint-based selection); the second one simply ap-
plies a uniform slice sampling along the whole skeleton (RGB

3CAD-60 and CAD-120 datasets.
40AD dataset.
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Figure 3: Schema of the proposed approach. The final score is obtained by a
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data respectively.

- uniform selection). A comparison between the two strategies
on the CAD-60 dataset is given in Table [T] which also reports
the results of other methods in the literature. Besides precision
and recall, for each method an indication about the Kinect data
exploited is given (Sk: skeleton, RGB: color frames, De: depth
frames). It is worth noting that the skeleton information is de-
rived by Kinect SDK from depth data, but we checked the De
column only when the approach directly exploits depth images
for feature extraction (different from skeleton).

Table 1: Precision (P) and recall (R) of the proposed approaches on CAD-60,
compared to the state-of-art results. For each method, the indication about the
Kinect data exploited is also given: Sk: skeleton, RGB: color frames, De: depth
frames.

Algorithm Sk | RGB | De P R
Sung et al.[(2012); |Sung et al.| v v v | 6719 | 555
Koppula et al.|(2013) v v v | 80.8 | 714
Zhang and Tian [(2012) v 86.0 | 84.0
Ni et al.|(2013) v v | 759 | 69.5
Gupta et al.[(2013) v | 781 | 754
Yang and Tian|(2014) v v | 719 | 66.6
Zhu et al.|(2014) v v v | 932 | 846
Faria ct al.|(2014) v 911 | 919
Shan and Akella|(2014) v 93.8 | 945
Gaglio et al.|(2015) v 713 | 76.7
Parisi et al.|(2015) v v [ 919 [ 902
Cippitelli et al.[(2016) v 939 | 935
Urbano Nunes and Peix0t0|(12017} v 81.83 | 80.02
Franco et al.|(2017) v 95.0 | 95.0
Qi et al.|(2018) v 90.18 | 929
Khaire et al.[(2018) v v v' | 93.06 | 90.0
Battistone and Petrosinol(]ZOl 9} v v 94.4 | 93.7
RGB - joint based selection v v 87.4 | 86.3
RGB - uniform selection v v 925 | 894
Proposed approach v v 98.8 | 98.3

The results show that the uniform sampling is more effec-
tive, probably because the initial join position in some cases
(e.g. hands) is not significant. Moreover, the information re-
lated to specular joints (e.g., shoulders, pelvis, knees, elbows)
is redundant and not informative, thus making us lean towards
uniform sampling along the entire skeleton. The confusion ma-
trix shown in Table [2| allows to analyze the results obtained
with uniform sampling with 20 different slices.

Table [3] reports the confusion matrix obtained by the com-
bination of RGB and skeletal representations; excellent results
are observed, compared to existing approaches, both in terms



Table 2: Confusion matrix of the RGB-based approach (using 20 uniform
slices) on CAD-60.
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Talking on the phone 0.11
Writing on whiteboard
Drinking water
Rinsing mouth with water 0.08
Brushing teeth
‘Wearing contact lenses
Talking on couch
Relaxing on couch 0.25
Cooking (chopping) 0.25
Cooking (stirring) 0.08

Opening pill container
Working on computer

of precision and recall.

Table 3: Confusion matrix using the score-level fusion approach on CAD-60.

Talking on the phone
Writing on whiteboard
Drinking water
Rinsing mouth with water
Brushing teeth
Wearing contact lenses
Talking on couch
Relaxing on couch
Cooking (chopping)
Cooking (stirring)
Opening pill container
‘Working on computer

0.11

Talking on the phone
Writing on whiteboard
Drinking water
Rinsing mouth with water
Brushing teeth
Wearing contact lenses
Talking on couch
Relaxing on couch
Cooking (chopping)
Cooking (stirring)
Opening pill container
‘Working on computer

4.2. Results on CAD-120

As the name suggests, CAD-120 consists of 120 videos of
human activities where the subjects perform 10 high-level ac-
tivities (making cereal, taking medicine, stacking objects, un-
stacking objects, microwaving food, picking objects, cleaning
objects, taking food, arranging objects, having a meal). As
for CAD-60, four subjects were considered, each of which per-
forms each activity three times. Several elements make CAD-
120 a more challenging dataset: in particular almost all activ-
ities exhibit relevant occlusions and the point of view varies
depending on the actor. Moreover, only one environment is
considered. As for CAD-60, even CAD-120 provides the 3D
positions of 15 joints and the orientations of 11 of them. Differ-
ent protocols are available for this benchmark; the most feasible
for our evaluation is referred to as Activity classification without
ground-truth segmentation on the CAD-120 website.

The results on CAD-120 for the proposed approach are
shown in Table @ and [7] It is possible to observe in Table
that temporal images alone do not provide satisfactory results
on CAD-120. This is probably due to the complexity of the
dataset and in particular the frequent occlusion of subjects (typ-
ically through motionless objects that hinder the production of
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temporal images). The results obtained from skeletal informa-
tion are consistently better; however it clearly emerges that the
two approaches are quite independent and their score-level fu-
sion allows to significantly increase precision and recall (see
Table [7). Due to space constraints, only the confusion matrix
describing the results obtained by merging the two techniques
is shown in Table[3

Overall the results are encouraging, even if the method by
Koppula and Saxena slightly outperforms our approach on this
database. In our opinion, there are two main reasons for this
behavior. First, they perform a hierarchical analysis, identify-
ing both high-level and low-level activities, and the information
from low-level analysis can be very useful to improve recogni-
tion. Second, their graph-based representation explicitly mod-
els objects and interactions with objects, while in our approach
these aspects are only indirectly represented by observing their
effects of this interaction on the subject’s movements in RGB
frames. The explicit knowledge about the objects in the scene
allows to better deal with activities where the interaction with
objects is a fundamental aspect (e.g. stacking or unstacking ob-
jects). Based on these considerations, we plan to explore pos-
sible improvements in our future research focusing on a better
analysis of the context.

Table 4: Precision (P) and recall (R) of the proposed approaches on CAD-120,
compared to the state-of-art results.

Algorithm P R
| [Koppula et al.[(2013) 81.8 | 80.0
| [Koppula and Saxenal(2013) 87.0 | 82.7
| Prop. appr. (RGB and skeleton fusion) | 85.4 | 83.3

Table 5: Confusion matrix using the proposed approach on CAD-120.
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4.3. Results on Office Activity Dataset

Finally, the third dataset used for testing is the extended ver-
sion of the Office Activity Dataset (OAD) presented in [Franco
et al.| (2017). It includes a total of 560 video sequences of 14
activities (drinking, getting up, grabbing an object from a shelf,
pour a drink, scrolling book pages, sitting, stacking items, take
objects from a shelf, talking on the phone, throwing something
in the bin, waving hand, wearing coat, working on computer,



writing on paper); each activity is performed twice by 20 sub-
jects in a different environment from several perspectives based
on the activity being performed. It is worth noting that the ex-
ecution of the different activities was loosely supervised, just
giving to the subjects a generic definition of the activity without
specific indications on how it should be carried out. The skele-
tal data provided by OAD are composed of the 3D positions
of 25 tracked joints and the orientations of 19 of them. Also
OAD adopts the “new person” protocol introduced in Section
RGB and depth images will be released with permission
and in accordance with the General Data Protection Regulation
(GDPR, EU no. 2016/679).

It is important to underline that the subjects were free to carry
out the activities in the way they thought to be more appropri-
ate. This results in a significant intra-class variability. From the
confusion matrix shown in Table[6] it can be seen that the most
critical activity is “throw something in the bin”. Indeed, this is
probably due to the high variability in the execution of the ac-
tion by different subjects. Many of them interpreted the activity
as a sequence comprising the approach to bin, bending down
and finally the release of the object. Others preferred a literal
interpretation of the label name and performed the action by
throwing the object from a distance. This explains some of the
errors due to the misclassification with “grab object from the
ground”. The misclassification of “waving” and “drinking”
is mainly due to the similar configuration of a significant por-
tion of the angles between these two activities. Despite of some
errors in specific activities, the good behavior of the proposed
approach is confirmed in this test as well.

5. Conclusions

Human activity recognition has been addressed in this work
by a multimodal approach based on the combination of skele-
tal information and HOG descriptors derived from RGB frames
and designed to capture the temporal evolution of actions. Of
course, combining different modalities increments the compu-
tational effort, in particular when dealing with RGB images.
The cost of processing skeleton information is, in fact, negli-
gible, i.e. a few milliseconds to process a whole activity; pro-
cessing RGB frames for gradient, denoising and HOG features
extraction is quite expensive, but overall the system is able to
operate in real time since the recognition of a sequence (includ-
ing RGB and skeleton data processing and their fusion) requires
about 0.5 seconds using non optimized Python and C# code on
an Intel Core i7-2600. We believe that the increment of com-
putational effort is fully justified by the considerable improve-
ment in recognition accuracy, in particular on the most difficult
datasets. Of course, the deployment of this approach on em-
bedded systems with reduced computational resources would
require ad hoc optimizations, but this goes beyond the scope
of this work. The results on public benchmarks confirm the
complementarity of the two information, leading to a signifi-
cant improvement of classification performance with respect to
the single techniques.

An error analysis allows to identify possible future research di-
rections. In particular, the problem of body occlusion must be
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seriously considered to improve the robustness of the approach;
another important aspect to investigate is the explicit modeling
of user interaction with objects which could represent a pre-
cious source of information for activity comprehension. Fi-
nally, the proposed approach is clearly designed for indoor ac-
tivities with limited dynamics; the extension to other, more gen-
eral scenarios, will require further analysis and the definition of
ad hoc representations.
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